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Abstract

Efficient transport of streams with acceptable playout itpah in heteroge-
nous, dynamic environment (e.g. home networks) requiresagement of both
networks and CPUs. This paper presents a framework for iqgphgal-time re-
source management methods for decoupled video streamingtefogenous de-
vices. It is based on a global abstraction of device statbghareduces system
state information and decreases overheads for its detatiminand dissemina-
tion. It provides access to the entire system state in agbkptresh way, enabling
system wide optimized decisions to be taken. This work hasest as part of a
FABRIC EU IST project. The aim of the FABRIC project was to diep an ar-
chitecture in which several interoperability standards echnologies in the home
networking context can be integrated. In addition, the FABRImed to handle the
complete network to satisfy End-to-End Quality of serviQe$) requirements. In
this paper we propose an adaptive QoS framework for efficestdurce manage-
ment, called the Matrix approach. The Matrix is a concepttract from having
detailed technical data at the middleware interface. ladstaf having technical
data referring to QoS parameters like: bandwidth, latemcl/delay we only have
discrete portions that refer to levels of quality. The uhdeg middleware must
interpret these values and map them on technical relevaBtp@mameters.

1 Introduction and Rationale

In real-time systems, methods for scheduling and allondt@ve been developed to
provide resource management including guarantees. Thesapable of determining
whether resources are sufficient for the timely completibtasks and if so, provide
reservation methods to ensure these resources are agditalthe guaranteed task
when executing. Real-time resource management can thuageadl resources: it
keeps track of the state of resources, provides admissiomat@nd resource guar-



antees. The resource management methods from real-tirtesrsysan provide key
capabilities for the handling of streams and devices in hoeteork.

However, the area of home networks introduces a number ofadifferences and
issues compared to classical "process control" real-tystems. For example, home
networks aréneterogeneouswhere different local schedulers for CPUs and networks
exist on diverse devices. An approach with tight couplingMeen global management
and diverse local schedulers is not appropriate, sincdlihave unfeasible high over-
heads and require a fixed, known set of schedulers. Then ineH@tworks have to
cope withlimited resourcesvhere real-time activities, including schedulers, execuit
the same resource they are handling. Optimum schedulingasity take more CPU
cycles than the execution of the scheduled software takieslly; in home networks
we havehighly fluctuating resourcegossibly demanding adaptation in resource al-
locations. Thus, media applications are highly dynamictdufe dynamic nature of
the audio/video media content. When processing a videarstteere are two types of
load fluctuation due to data dependency; temporal and stald6]. A temporal load
is also called a stochastic load and it can be caused by elifférame size of stream.
A structural or systematic load is often due to a scene changehe other hand on a
wireless networks we talk about long- and short-term badtwiariations. The long-
termed variations can be caused by another applicatioreisythtem. The short-term
changes are often present in the system due to radio fregumecference, like mi-
crowave ovens or cordless phones. In contrast, classilafinee systems respond to a
limited number of events, such as task arrivals, activatiand completion.

Key issue for enabling resource handling with real-timelrods in home networks
are efficient representation of the fluctuating system statgource allocation deci-
sions, and dissemination of orders. The overhead to trandmoinformation needed
for a 100% accurate view of the system with very fine grain glaity capturing
highly fluctuating resources such as wireless networks tvélprohibitively high on
the network; scheduling activities for all events will oled CPUs. In addition, such
information would be too fine-grained fluctuating, as reseunanagement has to op-
erate at larger granularity. We believe that the tradecdtsvben accuracy of system
state information and efforts to transport and process t@f@cus on efficiency pro-
viding the minimum relevant information for resource magagnt only.

Hop-by-hop vs global view decisions
Efficiency of distributed resource management is critibadatened by overheads, as
devices have to exchange information to determine a glofséém view for resource
management decisions. In addition, scenarios such as hictuditions on a network
link demand more scheduling activities, which in turn wilkate more network over-
head, resulting in increased fluctuations. A hop-by-hop@ggh, in which decisions
about how much of a resource is dedicated to a given versi@nsbfeam are taken
locally by the devices in sequence overcomes some of thdgmahof the fully dis-
tributed approach. It is impeded, however, by several shaorings as well: the deci-
sions taken on each device suffer from the limited view oftia¢e of the device and the
next one on the route. Suppose the resources on both degicgsavide ample avail-
ability at the moment, resulting in the choice of a high quéligh bandwidth version
of the stream to be transmitted. If any of the devices latetherroute to the play-out
can handle only a lower quality version, the resources used tor the high quality
will be wasted. Propagating the state information back anithfalong the route results
in the overhead given earlier and delays the actual schegliieach device further.
Rather, a sender-based approach with global knowledggieppate.



A further issue affected by the limited local state knowkedgncerns the decom-
position of end-to-end delay of the stream into deadlineséah of the devices on the
route, forming deadlines for task scheduling and trandonsgelays. If these device
sub deadlines are chosen without consideration of the sfatt devices at the time,
e.g., of equal length, the following may happen. Supposédey is heavily loaded,
B not at all. With the equal assignment, the deadline on Adyito be missed; B will
meet its deadline easily. Setting dI(A) significantly larged dI(B) correspondingly
smaller, both deadline would have been met. Complexityeiages as the load on each
device varies over time.

Chosen approach
We believe that key issues to enable resource handling eathtime methods in home
networks are the interfacing between devices and resouacegement, providing a
relevant view of the system state and diffusion of decistortbe devices. That is way
we propose We propose an abstraction of device states a&segpation of the system
state for resource management and as interface to decaayptedcheduling and sys-
tem resource allocation. This global abstraction, calleatrM contains information
about device states in a format appropriate for resourceagenent. The accuracy
of the information represented is suitable for resourceagament, abstracting over
fluctuations or changes, which will overload scheduling: \thry fine grain resolution
of values is mapped into a very small number or discrete galDevices are respon-
sible for providing information about their states, only fthanges relevant for re-
source management, i.e. in the pre-processed reduce aaige.IThus the overhead to
keep system wide state information fresh is dramaticatiyced and no explicit com-
munication or synchronization between resource manageamehlocal schedulers is
needed. Devices update relevant information at the apjattegyace to the Matrix, on
which resource management bases decisions. Diffusionesktlecisions to devices
is carried out via the Matrix as well, i.e., orders for reszmuallocation on individual
devices is put in high level abstractions of limited valueges into the Matrix, from
where the devices pick up orders to translate them into Isclaéduling policies or
parameters. Thus global resource management is indepesfddetailed knowledge
about local schedulers, which can be replaced easily, stipp@ component based
approach. Without a need for explicit costly communicaton negotiation between
devices, decision about which version of streams to tramgpahe decomposition of
end-to-end delays can be performed by global resource mamay, reducing over-
heads and resource waste due to limited local device kngeldelrthermore, failures
in devices or communication will not block or delay resoumt@nagement.

The Matrix provides a logical abstraction of the view of tlgetem state, not an ac-
tual centralized implementation requirement. Rather, mesgon that the Matrix will
be represented in a distributed way. Not necessarily doeaicds in the system have
to use the Matrix, but a mix of direct explicit communicatimd Matrix abstraction is
conceivable for resource management, although benefiteafdta abstraction would
obviously be reduced.

The rest of this paper is organized as follows. In the nextiaeave give an
overview of the related work. Section 2 describes the Maipproach. Section 3
presents the current implementation status of the Matam&work, while the results
of the Matrix approach’s evaluation are presented in 4. Amallff we summarize work
presented in this paperin 5.



2 MATRIX overview

The basic idea of the Matrix is to provide a global abstractibdevice states as repre-
sentation of the system state for resource management aeddople device schedul-
ing and system wide resource allocation.

As we have already mentioned, we want to use the minimumaetemaformation
about devices states as needed for resource managemenginmreduce the system
state presentation, and to abstract over fluctuations,hndveld overload scheduling
of resources. Thus, we use the notion of a fEvstract QoS levelthat represent a
resource’s availability and an application’s quality (§égure 1). For example, the
variations in the quality of network link connection betwe®/o devices can be repre-
sented by e.g., three abstract QoS level values, (L)ow,dMiwe and (H)igh. H means
that the data can be transmitted through the link with fudlible capacity, while L
indicates severe bandwidth limitations. Likewise, qyaditeach application using cer-
tain resources is mapped to a finite number of application l@eSs. In this work, we
apply linear mapping between the resources and the QoS )exgl, based on exper-
imental measurements [5]. A more advanced mapping couldnétance, use fuzzy
logic to provide a larger number of QoS levels with finer giarity, but QoS mapping
is an ongoing work and it is out of the scope of this paper.
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Figure 1: Reduced system state in the Matrix

In the Matrix we also provide an interface to decouple degdgeduling and sys-
tem resource allocation. Instead of the resource managbimgy local schedulers for
state information, the devices provide information abelgvant state information and
estimations about changes with appropriate, individuahglarity themselves.

Consequently, contribution of the Matrix framework can bensarized in two
parts:

1. Efficient system state presentatipeduced system state); comes as the result of
the mapping approach.

2. Interface to decouple device scheduling and system resalioration(resource
allocation decisions and dissemination of orders); thalted the Matrix’s ar-
chitecture.

2.1 Architectural design aspects

The Matrix is composed of several entities that constituteféective mechanism for
scheduling and monitoring of available resources in théesys Figure 2 shows the
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Figure 2: Information flow between Matrix’s components

data flow (information flow) between the Matrix componentie Tunctions of these
components are further discussed in the following subsesti

211 ResourceManager

For each "domain® there is oneResource ManagerThe Resource Manager will be
used to schedule and reserve resources within the domaim pén of scheduling of

streams is providing end-to-end timing constraints. Se,Riesource Manager will

provide sub deadlines (sub delays) for each device in thersysy real-time methods.
Each time a new connection is about to be made, the resourtag®aiehas to determine
if sufficient resources are available to satisfy the despe® of the new connection,
without violating QoS of existing connections. Likewisech time a resource vari-
ation occurs, that affects an active video stream, the Resddanager has to make
an adjustment of streams and resources. In order to dealegturce reservation, it
has to have knowledge about currently available resourc#gei system. This infor-

mation is obtained from the Status Matrix. If there are erortggsources to support
the requested connection, the Resource Manager puts dodeesource reservation
into the Order Matrix. Orders can be seen as an interfacedegithe Resource Man-
ager’s global view of resources and set of entities (orderagar, local scheduler and
local monitor), which called "local enforcement mecharisthresources are not suf-
ficient to carry on with a connection, the requested conaectiight be impossible to

accommodate.

2.1.2 StatusMatrix

A Status Matrixcontains information about available resources in theesystvhich
is provided by theOrder Managerslocated on the devices. For each type of shared

1A subnetwork within which common characteristics are eitih common rules observed, and over
which a distribution transparency is preserved



resources, there is an Order Manager responsible for hirdighe current resource
availability on the device in the Status Matrix. As we alrgagentioned above, avail-
able resources will be mapped to just a few different QoSldevinhis implies that we
do not need to bother about updating the Matrix with eachllaton around a value.
Instead, Order Mangers will update the Status Matrix wheimange to a different
quality level occurs for a significant amount of time.

Furthermore, each resource is represented by its

e current value (out of the limited number range)

e current granularity, i.e., the time interval until whicheturrent value is likely
to not change, and

e likelihood that 2) holds.

A single link on, say, wired switched Ethernet, will have ghhgranularity interval
and high likelihood, whereas a wireless link in a mobile eswiment might result in
small values for each. While accurate and correct predistiwill not be possible,
these values support better estimates for the decisiontseafesource manager than
very pessimistic values only. Should the granularity wvéébe less than is useful for
resource management, the associated value for the desteecain be assumed O.

2.1.3 Order Matrix

A Order Matrix contains directions for resources reservation on the dsyimade by
the resource manager. Each device is presented by one ¢lenika Order Matrix,
from where the device picks its order in form of

e delay ( sub-delay). It is a sub delay for one device in theastrpath.
e value (out of the limited number range, QoS performancddgve

Thus, The Order Matrix contains orders for resources afiosamade by the re-
source manager. Source and destination devices/respasogser priority request, are
specially marked in both matrices.

2.1.4 Order Manager

An Order Manager is responsible for allocating resourcesasvice. It maps global
resource reservation constraints (orders), made by theures Manager, to the con-
crete scheduling specification for Local Schedulers. Aeodtdsk of the Order Manager
is to provide the Status Matrix with information about Idgadvailable resources, in
form of well defined QoS levels; for both CPU and bandwidthe Tiiformation about

available resources is determined repeatedly, but natgieslly by the order manager.
The accuracy of the information depends on a chosen temg@nalilarity. Hence, one
order manager is responsible for:

1. collecting information about the available resourcabaidevices

2. transforming various kind of traffic specification intoeavf QoS levels and pro-
viding the Status Matrix with them

3. allocating resources at devices and providing param&idrocal Schedulers.



2.1.5 Local Scheduler

A Local Scheduleis is responsible for scheduling of a local resources, a.getwork
packets scheduler that adjusts the packet sending ratedangto available bandwidth.
Itis placed on a device and together with the Order Manapenforces local resource
reservation. As mentioned before, the Order Manager pesvidrameters to the Local
Scheduler.

2.1.6 Local Monitor

The information about available resources is provided éo@nder Manager through
Local Monitors Thus, Local Monitors are responsible for continuous marimg of
a resource availability on a device, e.g., the available @Ptlhe network bandwidth.
The accuracy of the information depends on a chosen temgianalilarity.

2.1.7 OneOperational Scenario

Consider the following motivating exampléd person uses a PDA (Personal Digi-
tal Assistant) to watch a video stored on a local video serwdiich is delivered to
the PDA through a wireless network. As the person moves draith the PDA, the
amount of the available bandwidth varies, which can resultideo interruption due
to packet lost. Fortunately, the video server is able to jalethe stream with different
qualities, and the user can continuously watch the strearhisfiner PDA, although
with the varied quality.

For the sake of simplicity, in this scenario we consider st type of resource,
available network bandwidth. We assume the scenario nktlik@r one presented in
Figure 3, where connection between the PDA and the vide@serarchived via one
wireless router. Hence, in our example scenario we have dwoection link, A and B.
We also assume that from the beginning the quality of thesectwanections are high,
i.e., it corresponds the level H.

M (o= ) \

router video server

wireless link (A) wireless link (B)

Figure 3: Scenario network

Now, assume that the person with the PDA starts moving fuftioen the router.
The Local Monitors on the one of the involved devices, i.ghex on the router or on
the PDA, will detect the decreased available bandwidth edittk. The adjustment of
resource usage will be performed, with the following step®ived:

1. The Local (Bandwidth) Monitor on the PDA observes the entrbandwidth
value of the wireless network (on the link A).

2. The Local Monitor reports the current bandwidth valuehe®rder Manager on
the PDA.



3. The Order Manager compares the observed bandwidth vaihehe threshold
values imposed by current quality level, i.e., H. Since therently observed
quality level L, is different from the previously publishede, the Order Manager
will publish it in the Status Matrix.

a) Contrary, if the observed quality level would be the sampravious one (H),
there will be no need to publish it again.

4. After publishing the new quality value for connectiorkliés in the Status Matrix,
the Resource Manager is automatically notified about thika{ is enabled by
High Level Architecture (HLA), se&?)

5. The Resource Manager has an overview of whole resouneatisi (i.e., for
all involved devices). It knows that there is no point in segda high-quality
stream from the server to the router through the link B, bseedlne router cannot
forward it with the same quality via the link A (which is L). €iResource Man-
ager decides to degrade the quality of the link B to level Lwi\the link B will
not use the same amount of bandwidth as initially, which reehat this spare
capacity can be reused by some other connections instear, fite Resource
Manager sets qualities of the both links to low (L).

6. Then, the quality changes are published in the Order Matril become visible
for Order Managers on all devices (again thanks to HLA).

7. The Order Managers on respective devices are informedt av® new values.
Then they translate the abstract levels to applicationiip@oncrete values to
be used by the Local Schedulers. In the case of the sernvemikén also that a
lower quality of the stream has to be sent out.

8. The Local Schedulers adjust the transmitted packetacat@rding to these new
values.

2.2 Streaming without versuswith the Matrix approach

Theoretically, it can be envisioned that a single devicesahm participate in the Matrix
approach. However, the higher abstraction level providethb Matrix and decreased
overhead would be lost. Obviously, the resulting compjewiduld effect the quality
of the decisions and the overheads as well as impact the frést system. Devices
either join the Matrix fully, i.e., provide input to the StstMatrix and follow the Order
Matrix, or not at all.

2.3 Control aspects - feedback

The adaptation to varying resource availability may resufieedback effects. Sup-
pose availability goes down, to which resource managemagtttrespond with a less
demanding stream. As effect, the availability would raigein, as less is needed for
the new stream. Thus, the manager could decide to incre@serstiemand, and so
on. Control theory provides ample results for similar efeio the time dimension,
but fails to provide results for such event-based systernsh &sues are beyond the
scope of FABRIC. We believe future research could apply aiktiapproach to avoid
some effects, e.g., by limiting the adaptation frequena@y. éxample, the application
of fuzzy controllers monitoring system state appears psomgi



2.4 Granularity issues

As discussed earlier, granularity issues are essentiatdeide an acceptably fresh
view of the resources’ states. On one side, it cannot be tadl sefse the overheads
for state and order updates will overload the system. On theride, being too
large reduces the freshness of the system view and can ucedtie aforementioned
control problems. The determination of (temporal) grarityléas done within the order
manager, as it is closely coupled to the actual resourceciretisler.

3 Implementation

The Matrix framework is quite complex and we are still woikion its full implemen-
tation. However, we have implemented a mock-up of Matrixapph within FABRIC,

by using HLA (High Level Architecture). HLA is a middlewarésdard for connec-
tivity and data sharing in simulation applications. [7, 1].

3.1 TheMatrixand HLA

Resource
Manager

Status Order
Matrix Matrix

Order
Manager

Order
Manager

Figure 4: Matrix and HLA P stands for publish, S for subscribe

The HLA is an interoperability standard, based on an anomgpablish/subscribe
mechanism. Its publish-subscribe model connects anongimbormation producers
(publishers) with information consumers (subscribers) the terminology of HLA,
individual simulations are known as federates. The cabecof federates brought
together to simulate a complex environment is known as afida. In the Matrix’s
mockup, Resource Manager and Order Mangers are implemeastésterates. The
Status Matrix contains information produced by variousasid the system. Therefore
the Status Matrix can not be a federate. Rather, we preserfbtditus Matrix as a
collection of objects. Thus, the elements of Status Matréublished by the Order



Managers placed on nodes. Each Order Manager adds an etitwy 8tatus Matrix
and becomes owner of this object. The Resource Manageterested in information
published in the Status Matrix, i.e. it subscribes to theéustMatrix.

The Order Matrix is represented as a collection of objeats tbhe elements of
the Order Matrix will be published by the Resource Managegntt, it is a task of
the Resource Manager to update entries in the Order Matre Stbscribed Order
Managers are reflected accordingly (see Fig 4).

3.1.1 TheMatrix classes

MatrixCell - This class is base class for StatusMatrixCell and Ordenikf2¢!l classes.
The following attributes are provided:

e OrderManagerID- The uniq indentifier of an order manager

e StreamID- Each stream ID is allotted by the order managers on the eehat
can produce the stream. If the device can produce one strédgmdifferent
qualities, each version of stream will get a unique ID.

StatusMatrixCell - This class represents an entry in the Status Matrix. Thisscls
subclass of the MatrixCell class and inherits all its attiés. Each resource is repre-
sented by the following attributes:

e Current value- Current resource availability. This value is out of theited
number range (QoS performance level).

e Current granularity- It is the time interval until which the current value is like
to not change.

e Likelihood- This attributes gives the probability that the given valunger at-
tribute "current granularity” will hold.

OrderMatrixCell - This class represents an entry in the Order Matrix. Thissla
derived from a MatrixCell class. Each this entry is one ofd@n the resource manager
for resource allocation. The attributes of this class are:

e Delay- Itis a sub delay for one device in the stream path

e Value- This value is out of the limited number range (QoS perforoedpvel).

3.2 Implemented Modules

The hierarchical architecture and the loose coupling betveystem modules makes it
possible to work on different parts independently of ea¢tentCurrent implementa-
tion includes Local Monitors and Local Schedulers for CPd aatwork bandwidth.

Local Network Scheduler For network scheduling we use the traffic shaping ap-
proach, which provides different QoS by dynamically adagpthe transmission rate of
nodes, to match the currently available bandwidth of a wa®lnetwork. The Traffic
Shaper adjusts the outbound traffic accordingly to inpuaipaters (i.e., the amount of
available bandwidth assign to the Local Scheduler). Plsasq5] for full implemen-
tation details of the Traffic Shaper.



Local Network Monitor— For monitoring and estimation of available bandwidth
(over 802.11b wireless Ethernet), we use a method that geewis with the average
bandwidth that will be available during a certain time intdr The architecture consists
of a bandwidth predictor that first uses a simple probe-paekdnique to predict the
available bandwidth. Then, exponential averaging is us@dddict the future available
bandwidth based on the current measurement and the hidtprgwious predictions.
Also, we refer to [5] for details.

Local CPU Scheduler The allocation of CPU to the applications depends on
the scheduling mechanism that is used. We have developestictable and flexible
real-time scheduling method that we refer tosés shifting[4]. The basic idea is to
guarantee a certain quality of service to applications feefon-time, and then adjust
it at run-time according to the current status of the syst&éhe full details about the
scheduler and its application in the context of media prsiogscan be found in [3].

Furthermore, we are even looking into other scheduling odgth One suitable
technique that fits our needdastic scheduling approac?]. It handles overload
through a variation of periods and in that way manage to @ser¢he processor uti-
lization up to a desired level.

Local CPU Monitor— Since we use a real-time scheduling mechanism, the CPU
monitoring is very simple to achieve. Tlspare capacitymechanism of slot shifting
provides easy access of the amount and the distributionadliadme resources at run-
time [4].

4 Evaluation

We have evaluated our method in the context of video stre;miere we present
results from a 15 minutes video streaming simulation usimgiotegrated approach
for global and local adaptation. We simulate usage of 10adavin the system and
show how a MPEG-2 video stream is adapted based on currentroesavailability
(network bandwidth).
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Figure 5: Reduced system state presentation

The simulator is composed of a humber of processes, repilegeme Resource
Manager and different devices (more correctly , Order Managn devices). Local
Schedulers and Local Monitors are omitted. Informationalawailable bandwidth on



wireless network is obtained from a file which is a result obther research project
about bandwidth estimation algorithms for wireless neks@b].

Figure 5 shows how the number of the control messages irevatsthe increased
number of devices in the system, with and without the Matitixs clear that we have
achived a significant reduction of the number of the contressages with the Matrix
mapping approach.

Figure 6 shows the possibly wasted resources due to limitesl bystem view on
device, i.e. difference between QoS levels decided on thieeland global resource
manager. Here we have simulated usage of 10 devices in tharsynd show how
a MPEG-2 video stream is adapted based on current resouadakaty (network
bandwidth). We use the following quality levels for avalltbandwidth (given in
Mbps):

@(BW) = [15,2.5] (L)
a2(BW) 2.5,4] (M)
q3(BW [4,11] (H)

Lowest QoS level on the p\ayout route (global vie{lv) —
QoS level decided by the device 4

4r [ FE B I

» 4

bandwidth QoS leves (Mbps)

30
time (sec)

40 50 60

Figure 6: Local vs global system view

Thus, Figure 6 illustrates efficiency of our Matrix approadhere adjustment of
resources is not just based on the limited local system vieame device (like in hop-
by-hop approach), but also on the current available ressus€ all involved devices.
In that way, our approach enables a system wide optimization

5 Conclusion

In this paper, we presented the Matrix, the adaptive framlefay applying real-time
resource management methods for decoupled video streafffie¢erogenous devices.
The Matrix is a concept to abstract from having detailed néezl data at the middle-
ware interface. In stead of having technical data refertm@oS parameters like:
bandwidth, latency and delay we only have discrete portthas refer to levels of
quality. Hence, the Matrix is an efficient system state preg@n and an interface to
decouple device scheduling and system resource allocation

Finally we want to stress that the Matrix provides a logidadteaction of the view
of the system state, not an actual centralized implementagiquirement. Rather, the



Matrix is represented in a distributed way. Not necessdalll devices in the system
have to use the Matrix, but a mix of direct explicit communiga and Matrix abstrac-
tion is conceivable for resource management, althoughfiteioéthe data abstraction
would obviously be reduced.
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