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Abstract

Worst-Case Execution Time (WCET) analysis derives upper bounds for the execution times of programs. Such bounds are crucial when designing and verifying real-time systems. Static WCET analysis derives safe upper bounds. For complex hardware architectures, the hardware modelling is still a challenge, leading to long analysis times and a risk of large WCET overestimation. Therefore, hybrid WCET analysis methods have appeared, where measurements are used to augment or replace the detailed low-level static WCET analysis. These methods do not in general yield a safe WCET estimate, but can still be appropriate in soft real-time systems where such WCET estimates are not crucial.

In this paper, we make two contributions. First, we develop a hybrid WCET analysis method, which uses regression to identify parameters in the common linear Implicit Path Enumeration Technique (IPET) model for WCET calculation. The method can use timing measurements of different granularity, including end-to-end measurements, which reduces the need for fine-grained timing measurement instrumentation. It uses a novel kind of regression, which guarantees that the identified model does not underestimate any observed execution times. Second, we initiate the development of an IPET-based theory for hybrid WCET analysis test coverage, and we formulate and prove a coverage criterion for the tests needed to identify a safe model.

1. Introduction

The worst-case execution time (WCET) is needed to verify hard real-time properties. A static WCET analysis finds an upper bound to the WCET of a program from mathematical models of the hard- and software involved. If the models are correct, the analysis will derive a timing estimate that is safe, i.e., greater than or equal to the WCET.

To statically derive a timing bound for a program, information on both the hardware timing characteristics, such as the execution time of individual instructions, as well as the program’s possible execution flows, to bound the number of times the instructions can be executed, must be derived. Consequently, static WCET analysis of a program is usually divided into three phases: a flow analysis of the program, a low-level analysis where the execution times for sequences of instructions in the program are decided from a performance model for the hardware, and a final calculation phase where the flow and timing information is combined to yield a WCET estimate [1].

Flow analysis can be done in many ways. Since this analysis is not the focus of this paper, we only mention [2] where abstract interpretation-based methods to detect bounds for loop iterations and infeasible paths are given. There is an extensive literature on low-level analysis; here, we briefly mention relevant work on pipeline analysis [3], cache analysis [4], [5], and branch predictors [6]. Calculation is nowadays mostly done by the implicit path enumeration method (IPET) [7], [8], since it offers superior generality and precision as regards program structure, hardware complexity, and handling of program flow constraints.

A problem with static WCET analysis is that these analyses can be hard. In particular, low level analysis is hard for modern processors with features such as caches, branch predictors, and dynamic out-of-order instruction scheduling. For such processors, it can take a long time to obtain acceptably precise estimates [5], [1]. Also, the difference between the true WCET and the average execution time will typically increase. This may yield poor hardware utilization if dimensioning the system according to the worst case.

This has led to an increased interest in measurement-based methods, where the hardware timing is estimated from measurements rather than through a formal timing model, and hybrid methods where measured data replaces some formally derived timing information in a static analysis framework. An example is the probabilistic method by Bernat et. al [9]. These methods typically avoid the cumbersome hardware modelling: thus, they can be quickly adapted to new hardware architectures. On the downside, the computed WCET estimate is in general not safe anymore. The methods need good sets of test data, which provide enough coverage to expose the worst timing behaviour for different program parts. They often rely on some sort of code instrumentation, which then yields a probe effect distorting the measured times: this can be especially disturbing if the instrumentation is fine-grained. However, in many soft real-time applications, it is more important to utilize the hardware well than to always meet all deadlines: then, an underestimated WCET can be acceptable as long as the
resulting deadline violations are not too frequent.

We have developed a framework for measurement-based WCET analysis. Information from measurements of different granularity, including end-to-end timing measurements, can be freely combined in this framework. The basic idea is to view the measurement-based low-level analysis as a model identification problem, where parameters of a linear model are fit to measured data. Our contributions are:

- We formulate the derivation of a program timing model from measured timing data as a model identification problem. This model can be directly used for WCET analysis using standard methods: in particular, a hybrid method using static flow analysis and WCET calculation is immediate. We evaluate this hybrid WCET analysis method experimentally.
- We define a novel regression technique for identifying linear models, which guarantees that an identified model does not underestimate any output from the modeled system used in the model identification process. This is a necessary property of timing models used for WCET estimation.
- We lay the foundation for a theory of testing coverage for measurement-based WCET analysis, which is based on the IPET model. Within this framework we prove a coverage criterion which, when applicable, guarantees that the estimated WCET is safe. The coverage criterion is in practice probably mostly applicable to quite simple hardware architectures. For hard real-time systems using such architectures, our hybrid method can be used with the criterion to produce safe WCET estimates. For more complex architectures the method can still be used to produce possibly unsafe WCET estimates: these may still be useful in soft real-time systems.

The rest of this paper is organized as follows: in Section 2 we discuss related work, focusing on measurement-based methods. In Section 3 we first give a short primer to model identification. We then review the widely used linear IPET model for WCET calculation, we give a method to identify the parameters in the model from measured execution times, and we describe a hybrid method for WCET analysis based on this. Section 4 provides our theoretical development of testing coverage criteria for measurement-based WCET analysis, when the analyzed system is described by a linear IPET model. In Section 5 we make an experimental evaluation of our hybrid method. Section 6, finally, wraps up and provides some topics for further investigation.

2. Related Work

Measurement-based WCET analysis methods can be roughly divided into two groups: methods which attempt to search for the input causing the WCET to appear, and subsequently runs the program with this data while measuring its execution time, and methods that mimic the static approach with flow- and low-level analysis, however using measured data, followed by a calculation. In the first class, we find some methods which are based on evolutionary algorithms [10], [11]. In the single-path approach [12], programs are written as to only have a single possible execution path. If the hardware in addition is simple enough, then the execution time is independent of the input and the WCET can be found by a single end-to-end measurement.

In the second class we find the probabilistic WCET analysis method in [9], where a fine-grained instrumentation is used to measure the execution times of small program fragments (like basic blocks). This method also estimates probability distributions. The method was used by Colin and Petters to find which processor features have the largest influence on the WCET [13]. Later, the instrumentation point graph [14] was introduced as a means to describe code instrumentation for timing measurements. A second representative is found in [15], where somewhat longer execution paths are timed and the results are combined into a WCET estimate. Model checking is used to generate test data.

The work by Lindgren et. al. [16] also belongs to the second category, and is the one closest to our approach. A linear equation system is set up from a set of measured end-to-end execution times, and is solved for the basic block execution times. Due to program flow constraints, all these execution times cannot always be solved for, but basic blocks can sometimes be grouped to yield a solvable execution system.

Recent work [17] in instruction set simulation is related in that a model identification approach, somewhat similar to ours, is used to determine an approximate timing model for the simulators.

Finally, our criterion for safe WCET estimates is closely related to similar criteria in basis path testing [18].

Our work generalises the hybrid approaches above by allowing a more flexible combination of timing measurements for different execution paths, including end-to-end measurements. This enables a more coarse-grained instrumentation, which will decrease probe effects. Since our proposed method is based on the IPET model, it is immediate how to set up the analysis to have good precision also for variable basic block execution times caused by pipelines, caches, etc.: the method in [16] can only handle simple processors where basic blocks have constant execution time, and it is unclear whether the other methods can handle variable execution times in a more than approximate way. The coverage theory presented in Section 4 applies also to the previously published hybrid methods: as far as we know, no such theory has been published before.
contain bounds on loop iterations, infeasible path constraints, and structural constraints which are imposed by the CFG structure (see Section 4). The sum $c^T \bar{\tau} = \sum_{i \in N \cup E} c_\tau_i$ is the total execution time of the CFG for the given execution counts. An estimated WCET of the modelled system is then given by the solution to

$$\max c^T \bar{\tau}$$

subject to the constraints $A\bar{c} \leq \bar{b}$. This is an ILP problem, which can be solved using standard ILP solvers [20].

The basic IPET model is valid for processors with constant execution time for the instructions. In addition, the execution times for the edges in the CFG can account for the effects of simpler pipelines, typically by setting them to negative overlap factors which model the possible effects of pipelining across basic block borders [3]. The effects of more complex architectural features, like advanced pipelines, caches, branch predictors, etc., can be taken into account by making the IPET model more context-dependent through considering different instances of CFG entities. For instance, in systems with caches it is often beneficial to treat the first loop iteration(s) separately, since they often have different cache hit ratio than the rest of the iterations [4]. The loop bodies will then be given separate execution counts for these iterations. The resulting IPET model will have more variables, but can be made more precise. IPET models have been used successfully for processors up to the level of PowerPC and Motorola Coldfire [5].

In static WCET analysis, the low-level analysis uses formal hardware architecture models to find a value for $\bar{\tau}$ in (1) which yields a safe timing model. As hardware architectures grow more complex, this becomes increasingly difficult. An alternative is to find $\bar{\tau}$ from observations. The IPET timing model is linear in $\bar{\tau}$: this enables the use of regression methods to identify $\bar{\tau}$ from observations.

Assume an IPET model with $n$ entities (i.e., instances of basic blocks or CFG edges used by the model). An observation of a program run is a pair $(\bar{c}, t)$ where $\bar{c}$ is the vector of execution counts for the run, and $t$ is its measured execution time. Assume a set of observations $(\bar{c}_j, t_j), j = 1, \ldots, m$. The IPET model then gives rise to a linear equation system

$$C\bar{\tau} = \bar{t}$$

where $C$ is the $m \times n$-matrix with rows $\bar{c}_j$ of recorded execution counts, $\bar{\tau}$ is the array of execution times $\tau_i$ for IPET entities $i$, and $\bar{t}$ is the array of observed execution times $t_j$.

If $m > n$, then (2) is overdetermined: standard linear regression (the “least-squares” method) can then be used to find $\bar{\tau}$ such that $\|\bar{t} - C\bar{\tau}\|_2$ is minimized. However, the resulting IPET model will in general have the undesired property that for some runs $j$, it will underestimate the observed execution time $t_j$. This makes linear regression less suitable for deriving IPET models to be used in WCET.
calculation. Therefore, we propose a novel regression technique, which guarantees that observed execution times are never underestimated by the resulting model:

**Definition 1**: Max regression analysis is to solve the linear programming (LP) problem \( \min \vec{\sigma}^T \vec{\tau} \) for \( \vec{\tau} \), for some \( \vec{\sigma} \geq 0 \), subject to the systems of linear constraints \( C\vec{\tau} \geq \vec{t} \).

Max regression is illustrated in Fig. 2: two dimensions (two IPET entities), with three observations \((\vec{c}_i, t_i), i = 1, \ldots, 3\), and an objective function defined by \( \vec{\sigma} \). The black dot indicates the optimal corner, which yields the identified values for \( \tau_1 \) and \( \tau_2 \).

By definition, models obtained by max regression analysis can never underestimate observed execution times. Of course, the resulting IPET model may still underestimate the actual WCET unless the observed program runs provide enough coverage: this is true for measurement-based WCET analyses in general. For soft real-time applications, this may still be sufficient given that the likelihood of overruns is small. Also, the coverage criteria in Section 4 can be used to ensure that the estimated WCET is safe for all runs, given that the IPET model is sufficiently exact.

If \( C\vec{\tau} \geq \vec{t} \) contains a lower bound \( \tau_i \geq c_i \) for each IPET entity \( i \), then, since \( \vec{\sigma} \geq 0 \), the LP problem has a bounded solution. Such lower bounds always exist, and can be added to the constraints arising from the observations: for basic blocks a trivial lower bound is zero, but for CFG edges the lower bounds might be negative if pipeline overlaps are modeled.

In the max regression objective function, there is some freedom to choose \( \vec{\sigma} \). Ultimately, it should be chosen to give a solution \( \vec{\tau} \) which yields a minimal WCET estimate when solving (1). To find such a \( \vec{\sigma} \) is nontrivial, and a topic of future research. A possible heuristic is to choose \( \sigma \) as a linear combination of rows in \( C \), where the coefficients for the rows are weights for the corresponding observations (higher weight \( \implies \) the resulting model yields a tighter estimate for the corresponding observed execution time). If all program runs are of equal importance, then \( \vec{\sigma} \) can be chosen as the mean value \((\sum_{j=1}^m c_j)/m\), where \( c_j \) is row \( j \) of \( C \).

The max regression LP problem is similar to the IPET ILP problem, but they are different: max regression finds minimal execution times for CFG entities given observed running times and execution counts, whereas IPET ILP maximizes a linear timing model, with fixed execution times for CFG entities, subject to linear constraints on execution counts. Note that max regression is formulated as an LP problem rather than ILP: this enables the use of much more efficient methods than for ILP such as the simplex method [21]. If an integral solution is desired (say, in number of cycles), then the elements in the LP solution can be rounded upwards to the next largest integer. This will yield an IPET model which is at least as safe as the original one. Regression can also accommodate observations of partial program runs, where only parts of program runs are observed and measured. Execution counts for program parts not measured will be zero. In the extreme case, execution times of the program may be measured at basic block level: a single run of a basic block will yield a row in \( C \) which is a unit vector.

Max regression followed by IPET calculation yields a WCET analysis method which avoids static low-level analysis. The IPET calculation, however, may well be done with constraints on the execution counts which are derived by a static flow analysis of the program: this yields a hybrid analysis.

Model identification according to the above requires that the execution counts are recorded. This can be done non-intrusively by creating a version of the program with explicit execution counters, which first is run for some indata where the final values of the execution counters are saved, and then the original program is run with the same inputs and its execution time is measured [16]. Fig. 3 shows the original and instrumented versions of a simple loop program, where the first iteration of the loop is treated separately to increase the precision of the IPET model. (For simplicity, only basic blocks are instrumented with execution counts.) Fig. 4 gives pseudocode for a hybrid algorithm, which performs measurements of execution times and recordings of execution counts followed by max regression and final WCET estimation.

What is the complexity of the hybrid algorithm outlined in Fig. 4? Assume an IPET model with \( n \) entities and \( m \) test runs for different indata. Disregarding the testing phase, the cost comes from solving the LP problem for
Inputs: Program $P$, instrumented program $PI$, set $D$ of test input data, function $f$ to compute objective function vector, IPET flow constraint system $A\vec{c} \leq \vec{b}$.

Functions used: \textit{time} end-to-end execution time, \textit{counts} final execution count vector, $\max_{\text{reg}}$ solution vector to max regression problem.

$$WCET_{\text{est}}(P, PI, D, f, A\vec{c} \leq \vec{b}) = \begin{cases} \text{local } C, i, \vec{c}, \vec{t}, \vec{\tau}, \vec{\sigma} \\
\text{foreach } d \in D \text{ do} \\
i = 0; \text{ } (1) \\
\text{time}(P(d)) \text{ } \to c_i = \text{counts}(PI(d)) \text{ } / i^* \text{ row } i \text{ of } C * / \\
i = 1 + 1; \text{ } \to \vec{\tau} = \max_{\text{reg}}(\vec{\sigma}, C, i) \\
\vec{\tau} = \max_{\text{reg}}(\vec{\sigma}, C, i) \text{ subject to } A\vec{c} \leq \vec{b} \\
\text{return } WCET \end{cases}$$

Figure 4. A hybrid algorithm for WCET analysis.

the max regression and the ILP problem for the WCET calculation. ILP is NP-complete, and thus exponential in $n$ (unless $P = NP$). However, WCET calculation by ILP is used by most WCET analysis tools today, and so these tools have the same worst-case complexity. As for the LP solution of the max regression problem, the common simplex method is worst-case exponential but typically much faster, with an empirically expected complexity of $O(m^2 n)$ [21]. There are also interior-point methods for LP with polynomial worst-case complexity [21].

4. Coverage Criteria for Exact Models

In this section we will prove a result regarding testing coverage for WCET analysis. This result holds when the IPET model contains enough detail so it can be made exact: then (2) holds, and since this is a linear equation system we can use some basic theory from linear algebra. The result builds on the following: for any program, the possible runs will yield a set of execution count vectors for the chosen IPET model. No matter how many possible runs there are there will only be at most $r \leq n$ linearly independent such vectors, where $n$ is the number of IPET entities. Due to program flow constraints, we may have $r < n$. Now, if the test runs produce $r$ linearly independent execution count vectors, then a vector $\vec{\tau}$ of IPET entity execution times can be solved from the equation system formed from the results of the test runs: this vector will provide an exact IPET timing model. (If $r < n$ the equation system will have many solutions, but for any two solutions $\vec{\tau}', \vec{\tau}$ will hold that $c^T \vec{\tau} = c^T \vec{\tau}'$ for any execution count vector $\vec{c}$ that can arise from a possible program flow.)

If the possible program flows can be exactly characterized by a linear constraint system, then $r$ can be found from that system. If the constraint system overapproximates the possible program flows, it can still be used to find an upper bound to $r$. This gives a sufficient coverage criterion: if the number of linearly independent observed execution count vectors equals the value of $r$ estimated from the linear constraint system, then any solution $\vec{\tau}$ yields an exact IPET model which can be used to produce a safe WCET estimate. Another consequence of the result is that it suffices to make $r$ test runs to identify an exact IPET model, provided that they all produce linearly independent execution count vectors.

To show the result we first need to formalize what we mean by system, observations, and model. In the following, $\mathbb{N}$ denotes the set of natural numbers, $\mathbb{Z}$ the set of integers, $\mathbb{R}$ the set of real numbers, and $\mathbb{R}_+$ the set of positive real numbers.

\textbf{Definition 2:} An $n$-dimensional IPET system is a subset of $\mathbb{N}^n \times \mathbb{R}_+$. The IPET system $S$ is linear if there exists a $\vec{\tau} \in \mathbb{R}^n$ such that $c^T \vec{\tau} = t$ for all $(\vec{c}, t) \in S$. A set of observations of the IPET system $S$ is a finite subset of $S$.

For an IPET system $S$, we define $C(S) = \{ \vec{c} \mid (\vec{c}, t) \in S \}$, and $t(S) = \{ t \mid (\vec{c}, t) \in S \}$. $E(S) \subseteq S$ is the set of end-to-end runs of $S$. For any $O \subseteq S$ we demand that $E(O) = O \cap E(S)$.

An IPET system is a set of observations as defined in Section 3. It can be seen as an abstract performance model where only the relation between execution counts and running times is kept. For a given program running on a certain hardware, the IPET system is formally obtained by gathering all possible observations, for all possible inputs. It is then assumed that we know from the program which runs are end-to-end runs: they are the interesting ones as regards WCET, and we define $WCET(S) = \min_{x \in E(T(E(S)))} t$. However, we also allow IPET systems $S$ (and sets of observations) to contain partial runs $\in S \setminus E(S)$. This is since we want to retain the possibility to incorporate fine-grained analysis.
measurements, on parts of programs, in our model.

Definition 3: An n-dimensional IPET model is a triple $M = (\vec{\tau}, A, \vec{b})$ where $\vec{\tau} \in \mathbb{R}^n$, $A$ is an $m \times n$ integer matrix, and $\vec{b} \in \mathbb{Z}^n$. Defining $C(M) = \{ \vec{c} \mid A\vec{c} \leq \vec{b} \}$, we say that $M$ is safe with respect to the IPET system $S$ if there exists a $\vec{c} \in C(M)$ such that $\vec{c}^T \vec{\tau} \geq WCET(S)$, and it is tight with respect to $S$ if in addition $\max_{\vec{c} \in C(M)} \vec{c}^T \vec{\tau} = WCET(S)$. $M$ is a safe flow model for $S$ if $C(M) \supseteq C(E(S))$, it is an exact flow model for $S$ if $C(M) = C(E(S))$, and it is an exact timing model for $S$ if $\vec{c}^T \vec{\tau} = t$ for all $(\vec{c}, t) \in S$.

Thus, an IPET system is linear if and only if it has an exact timing model, and a model which is both an exact timing and flow model is always tight (but tight models need not be exact). Also, a model which is both an exact timing model and a safe flow model is always safe. In practice, IPET models which are exact timing models will be prohibitively big except for programs running on simple hardware architectures, but the concept allows us to develop some theory that can serve as a starting point for a more general theory of WCET testing coverage, which includes also non-exact timing models.

We now proceed to show some sufficient conditions for when a vector $\vec{\tau}$ defines an exact timing model $M = (\vec{\tau}, A, \vec{b})$ for some IPET system $S$, can be found from a set of observations. This provides a result on coverage, telling how many program paths must be exercised to obtain an exact timing model. If $M$ in addition is a safe flow model for $S$, then $M$ is safe with respect to $S$ and solving (1) will yield a safe WCET estimate. For a set of vectors $V$, we define $\text{rank}(V)$ as the maximal number of linearly independent vectors in $V$, and $\text{rank}(A)$ as the maximal number of linearly independent rows for a matrix $A$. We will use the fact from linear algebra that if an overconstrained linear equation system $A\vec{x} = \vec{b}$ with $m > \text{rank}(A)$ equations indeed has solutions, then the set of solutions is the same as for any system formed by selecting $\text{rank}(A)$ equations from this system, with linearly independent matrix rows.

By abuse of notation, we write $C(S)$ also for the matrix formed by taking the vectors $\vec{c}$, for every $(\vec{c}, t) \in S$, and $\vec{t}(S)$ as the corresponding vector of times $t$. With this notation, $\text{rank}(C(S))$ retains its meaning also when $C(S)$ is seen as a matrix. In the following $S$ denotes an n-dimensional linear IPET system, and $O$ a set of observations of $S$.

Lemma 1: If $\text{rank}(C(O)) = \text{rank}(C(S))$, then the linear equation system $C(O)\vec{\tau} = \vec{t}(O)$ has solutions, and each solution is also a solution to $C(S)\vec{\tau} = \vec{t}(S)$.

Proof: Since $S$ is linear, $C(S)\vec{\tau} = \vec{t}(S)$ has at least one solution according to Definition 2. Thus, $C(O)\vec{\tau} = \vec{t}(O)$ must have at least that solution, since this system of equations is a subset of $C(S)\vec{\tau} = \vec{t}(S)$ (and thus constrains the solutions less). Since $C(S)\vec{\tau} = \vec{t}(S)$ has solutions, then any solution to a system formed by selecting $\text{rank}(C(S))$ equations from this system, with linearly independent matrix rows, is a solution to the whole system. Since $\text{rank}(C(O)) = \text{rank}(C(S))$ we can pick any $\text{rank}(C(S))$ such equations from $C(O)\vec{\tau} = \vec{t}(O)$: any solution to these equations will then be a solution to both $C(O)\vec{\tau} = \vec{t}(O)$ and $C(S)\vec{\tau} = \vec{t}(S)$, and all solutions to $C(O)\vec{\tau} = \vec{t}(O)$ can be found in this way.

Thus, if Lemma 1 holds, any solution to $C(O)\vec{\tau} = \vec{t}(O)$ will always form an exact IPET timing model together with any constraint system $AE \leq \vec{b}$. Corollary 1: If $\text{rank}(C(O)) = \text{rank}(C(S))$, if $\vec{\tau}$ is a solution to $C(O)\vec{\tau} = \vec{t}(O)$, and if $(\vec{\tau}, A, \vec{b})$ is a safe flow model for $S$, then $(\vec{\tau}, A, \vec{b})$ is safe with respect to $S$.

Corollary 1 provides the basic coverage criterion. When the conditions hold, solving (1) will yield a safe WCET estimate. We also make the following simple observation on the number of needed observations:

Corollary 2: There exists a set of $\text{rank}(C(S))$ observations $O$ such that the conditions in Corollary 1 hold for it.

We now proceed to show some variations of Lemma 1, which yield coverage criteria that are applicable in different situations.

Proposition 1: If $\text{rank}(C(O)) = n$, then $C(O)\vec{\tau} = \vec{t}(O)$ has a unique solution which is also a solution to $C(S)\vec{\tau} = \vec{t}(S)$.

Proof: Since $n = \text{rank}(C(O)) \leq \text{rank}(C(S)) \leq n$ we have $\text{rank}(C(S)) = n$. Existence of solution, and equality of set of solutions, then follows by Lemma 1. Uniqueness follows since $\text{rank}(C(O)) = n$: according to the proof of Lemma 1 we can then pick $n$ equations from $C(O)\vec{\tau} = \vec{t}(O)$ to form an equation system with a non-singular $n \times n$ system matrix, whose set of solutions is the same, and by basic linear algebra this system has a unique solution.

Proposition 1 is applicable mostly to IPET systems which contain partial runs, where the timing of small parts of the program can be observed. If $S$ contains only longer runs stretching several basic blocks, then most likely $\text{rank}(C(S)) < n$ due to the flow constraints that the underlying program must obey. See further below.

If $\text{rank}(C(O)) < n$, then it can be hard to know whether $\text{rank}(C(O)) = \text{rank}(C(S))$ since we typically know only $O$, not $S$. If indeed $\text{rank}(C(O)) < \text{rank}(C(S))$, then there is a risk that execution times are underestimated. Consider, for instance, a set of observations where $c_1 = c_2$ for all observations. There are then many possible solutions, all satisfying $\tau_1 + \tau_2 = t$ for some $t$. For instance, we may have $\tau_1 = 0$, $\tau_2 = t$. If indeed $c_1 = c_2$ for all runs in $S$, then any selection of $\tau_1$, $\tau_2$ according to this will give the same running times in the IPET model. But if $\text{rank}(C(O)) < \text{rank}(C(S))$, then there might be unobserved runs in $S$ where $c_1$ is large and $c_2$ small: see Fig. 5, where $c_1 = c_2$ for all runs where the condition $b$ remains false, but $c_1 > c_2$ if $b$ sometimes becomes true. If the “real” $\tau_1$ is large, then a WCET estimate based on the $\tau_1$ and $\tau_2$ above may be a big underestimation of the
Figure 5. CFG illustrating the coverage problem.

real WCET. Therefore, it is important to know whether \( \text{rank}(C(O)) = \text{rank}(C(S)) \) or not. If we have an IPET model which is a safe flow model, then the proposition below can be used:

**Proposition 2:** If \( M \) is a safe flow model of \( S \), and if \( \text{rank}(C(M)) \leq \text{rank}(E(O)) \), then \( C(E(O))\bar{\tau} = \bar{\tau}(E(O)) \) has solutions, and each solution is also a solution to \( C(E(S))\bar{\tau} = \bar{\tau}(E(S)) \).

**Proof:** Since \( E \) is a safe flow model of \( S \) we have \( \text{rank}(C(E(S))) \leq \text{rank}(C(M)) \). Thus, \( \text{rank}(C(E(O))) \leq \text{rank}(C(E(S))) \leq \text{rank}(C(E(O))) \), which implies \( \text{rank}(C(E(O))) = \text{rank}(C(E(S))) \). Existence of solution, and equality of set of solutions, then follows by Lemma 1.

How to decide \( \text{rank}(C(\bar{\tau}, A, \bar{b})) \)? The linear constraint system \( A\vec{c} \leq \bar{b} \) will in general contain a number of linear equations in additions to the inequalities. Such equations can arise from structural constraints, which are imposed by the CFG structure, or semantic constraints, which depend on the semantics of the CFG nodes.

Let \( \text{in}(i) \) and \( \text{out}(i) \) be the sets of incoming and outgoing edges of node \( i \) in the CFG. The structural constraints are then [8]

\[
\begin{align*}
c_i &= \sum_{j \in \text{in}(i)} c_j = \sum_{j \notin \text{out}(i)} c_j, \quad \text{internal nodes } i \\
c_x &= 1, \quad x \in \{s, t\} \quad \text{(enter/exit node)}
\end{align*}
\]

Semantic equation constraints can for instance be:

- **exact loop bounds**, \( c_i = k \) where \( k \) is a constant,
- **mutually exclusive infeasible paths**, \( \sum_{i \in N'} c_i = k \), where \( N' \) is a set of CFG nodes, and
- **correlated execution**, \( c_i = k \cdot c_j \).

The equations present in the linear constraint system \( A\vec{c} \leq \bar{b} \) can be written

\[ A\vec{c} = \vec{k} \quad (3) \]

Every linearly independent equation can be used to eliminate an execution count variable, thus reducing the maximal rank of the system. We obtain the following corollary to Proposition 2:

**Corollary 3:** If \( M \) is a safe flow model of \( S \), and if \( n - \text{rank}(A^\perp) \leq \text{rank}(E(O)) \), then \( C(E(O))\bar{\tau} = \bar{\tau}(E(O)) \) has solutions, and each solution is also a solution to \( C(E(S))\bar{\tau} = \bar{\tau}(E(S)) \).

Corollary 3 yields the following test: if, for a set of observations, the rank of the observed execution count matrix \( E(O) \) is at least as big as the number of entities in the IPET model minus the rank of the equational constraint matrix \( A^\perp \), then the solutions to the set of observations is the same as for the observed system.

5. Evaluation

We have used five programs from the Mälardalen WCET Benchmark suite [22] to evaluate the hybrid method outlined in Fig. 4, which uses max regression to identify an IPET model followed by an IPET calculation using statically derived program flow constraints. The programs were selected according to the following criteria: (1) they should not be single-path programs, since that would yield a trivial model identification (only a single linearly independent parameter), (2) for the sake of comparison, the worst execution path leading to the real WCET should be known, and (3) tight program flow constraints should also be known. (2) is needed to find the real overestimation of the WCET, and (3) is desirable since we wanted to uncover the possible misprediction stemming from the model identification, not from having imprecise program flow constraints.

Each of the four first benchmarks was run with 100 different sets of random input test data (arrays of length 100, filled with random data). The random data was generated by a separate program that wrote the corresponding array declarations in the source code files for the benchmarks. The fifth benchmark, which computes an upper triangular matrix by Gaussian elimination with full pivoting, was run on randomly selected \( 10 \times 10 \) 0/1-matrices with uniformly distributed data. To obtain values for the execution counters, the source codes were instrumented with the counters, compiled with gcc 4.1.2, and run with the respective test input sets. To obtain execution times, we used the SimpleScalar toolset [23]. The code was compiled for the MIPS-like Portable ISA, using sslittle-na-sstrix-gcc with optimizations disabled. For each set of input data the code was emulated using the simulator sim-outorder, with flags - bpred nottaken, and the simulated end-to-end execution time was recorded.

1. For IN we used arrays with 1000 elements.
With this flag setting, sim-outorder simulates a processor with out-of-order issues of instructions, main memory latency 18 cycles for first access and 2 cycles for next accesses, 8KB L1 data and instruction caches, respectively (1 cycle), 256KB L2 cache (6 cycles), all caches LRU, TLB miss penalty 30 cycles (64 entries for instruction and 128 entries for data), 4 integer ALU’s, fetch width 4 instructions, and dispatch queue 16 instructions. Branch prediction is always-not-taken. Our benchmarks only use integers.

We then identified an IPET model for each benchmark with max regression, using the mean value of the execution count vectors as objective function. Finally, a WCET estimate was calculated by solving the IPET ILP problem with a tight set of linear flow constraints. For both calculations, we used lp_solve [20].

For each benchmark, we also measured the real WCET by running it with sim-outorder using a (known) input data set provoking the worst-case execution path.

The compiler adds some startup code. For this code we had no source code that we could instrument with counters. Rather than instrumenting the binary, we treated the startup code in two different ways. First, we estimated the execution times for the benchmark code, without the startup code, as follows. For each program, we compiled a version with the call to the benchmark function commented out, but global variables, function declarations etc. being left in the code. Then, we ran this version with the same input sets as the full program, and subtracted the obtained execution times from the corresponding times for the full program. Second, we estimated the WCET for the full program using an IPET model for the full program, including startup code, by adding a single counter for the startup code (thus treating it as a single basic block).

All analyses were done on a PC with an Intel Centrino Duo 1.2GHz CPU and 1 GB memory, running Debian 4 Linux. For all benchmarks, the analysis time (calculating objective function, and solving the LP and ILP problems) took less than three seconds.

We used IPET models with one counter per basic block, except for loops. For basic blocks within a loop, the models have two counters: one counting each first entry to the basic block, and one counting subsequent executions of the block in a loop. The models have no counters for the edges in the CFG:s. This means that the models can take loop startup effects into account, but they do not explicitly model pipeline overlaps. However, the model identification should to some degree be able to compensate for this through assigning the basic blocks somewhat shorter execution times.

These simple models can surely not be made exact for the simulated processor: thus, the coverage criterion in Section 4 is not applicable and the method could possibly underestimate the WCET.

Table 1 lists the benchmark programs, and gives some characteristics: lines of C code excluding comments and declarations (#LC), and the size of the IPET model in # of counters (#IPET).

For no benchmark did the method underestimate the WCET. The overestimation lies in the range 0.47-10.12%. Taking into account that the model is quite crude for an out-of-order CPU with caches, we think that some of the figures are surprisingly good. For select we are quite certain that we have not found a tight set of flow constraints, since the control structure of this program is quite tricky resulting in complex infeasible path constraints. For the other benchmarks, the maximal overestimation is 3.90%.

For all benchmarks the model identification does a very good job of identifying the execution time for the unknown startup block, despite that it is modeled with only a single execution counter. For fixed input (array) size this code is single-path, executing the same sequence of instructions every time. This explains why a single counter (and single execution time) can provide a good model for this code.

Fig. 6 shows how the WCET estimate for Gaussian elimination varies over the first 100 runs (full line). As seen,
it converges quickly towards an estimate that slightly over-
estimates the real WCET (dashed line). It is also interesting
to compare with the actual end-to-end running times for
the runs (dots): They are nowhere close to the WCET. It
is evident that the method produces a reasonable WCET
estimate with much fewer runs than if estimating from just
by high-water-marking the end-to-end running times, which
is still current industrial practice. The other benchmarks
show a similar behavior.

For select, the estimated WCET (without startup code)
oscillates between the two values 307204 and 338825, and
similarly with startup code, as the number of input test data
sets increases. This is due to that the objective function
for the max regression, which is formed by averaging over
the observed execution count vectors, varies with different
sets of test inputs in such a way that the optimal corner
for the LP problem changes. Since the coordinates of this
corner provide the objective function for the IPET ILP
maximization problem, this will affect the resulting WCET
estimate.

6. Conclusions and Future Work

We have presented a systematic approach to measurement-
based WCET analysis. This approach is based on model
identification, and it uses the fact that IPET models are
linear. We defined max regression, which is based on linear
programming rather than the least-squares method and has
the property that the model will not underestimate any
observed execution times. We then outlined a hybrid method
for WCET analysis, which uses max regression to identify
the parameters in an IPET model and then calculates a
WCET estimate by solving the IPET ILP problem. We
proved a simple, sufficient criterion for coverage which
ensures that the identified IPET model is an exact timing
model when the underlying “IPET system” is linear (i.e.,
the timing behaviour of the real underlying system can
be exactly described by an IPET model with the selected
counters). Finally, we evaluated the precision of the method
by identifying a simple IPET model for some benchmark
codes and computing WCET estimates using the outlined
hybrid method. The precision ranged from excellent to fair.

An obvious topic for further research is to try out the
method on a larger set of benchmarks. Another issue is how
to set up IPET models for different classes of architectures.
How detailed do they need to be to obtain good enough
WCET estimates in the end? Also, are there systematic
ways to find an objective function for the max regression
LP problem that in the end yields a WCET estimate that is
as tight as possible?

The issue of coverage is crucial. We proved some results
for linear IPET systems, but it is not certain that other than
quite simple processor architectures can have reasonably
sized linear IPET systems. Can we, for instance, find cover-
age criteria that guarantee the absence of underestimations
also for nonlinear IPET systems (for which there are no exact
linear models using the same execution counters)? Any such
criteria will likely be architecture-dependent.

The method allows to include timing bounds from a
static low-level analysis by adding constraints from such an
analysis to the max regression problem. For instance, a static
low-level analysis might find both lower and upper bounds
on the execution times of basic blocks, which then can be
added as constraints to yield more exact estimates of the
execution time vector τ of IPET entities. This approach to
hybrid analysis remains to be explored.

Finally, an interesting observation is that for our bench-
marks, modeling the startup code as a single basic block
gave very good results. Although this code clearly was
particularly suitable for this simple model, this hints at the
possibility to identify simple linear models for unknown
code, like library code, which is used by the analyzed
program. Such code often presents a problem for WCET
analysis, and it is not always so easy to instrument. But
by no means are we restricted to use execution counters
in the linear models: we could select any other numerical
parameters, like numerical arguments to library functions,
or argument sizes, as long as the calling user code can be
instrumented to record them. In this way we can treat the
unknown code as a black box. The resulting models may be
less precise, but can still be helpful in soft real-time contexts
where ease of modeling is more important than precision and
absolute safety of the WCET estimate.
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