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Abstract. A difficult issue in stress management is to use biomedical sensor signal in 
the diagnosis and treatment of stress. Clinicians often base their diagnosis and decision 
on manual inspection of signals such as, ECG, heart rate, finger temperature etc. 
However, the complexity associated with the manual analysis and interpretation of the 
signals makes it difficult even for experienced clinicians. A computer system, 
classifying the sensor signals is one valuable property assisting a clinician. This paper 
presents a case-based system that assist a clinician in diagnosis and treatment of stress. 
The system uses a finger temperature sensor and the variation in the finger temperature 
is one of the key features in the system. Several artificial intelligence techniques such as 
textual information retrieval, rule-based reasoning, and fuzzy logic have been combined 
together with case-based reasoning to enable more reliable and efficient diagnosis and 
treatment of stress. The performance has been validated implementing a research 
prototype and close collaboration with the experts. The experimental results suggest 
that such a system is valuable both for the less experienced clinicians and for experts 
where the system may be seen as a second option. 

1   Introduction 
Medical knowledge is today expanding rapidly to the extent that even experts have 
difficulties to follow all new results, changes and new treatments. Computers surpass humans 
in the ability to remember. This property is very valuable for clinician work and computer-
aided system enable improvements in both diagnosis and treatment. Different methods have 
proven to be valuable in different diagnosis and treatment situation. Especially methods and 
techniques from Artificial Intelligence (AI) such as case-based reasoning, textual case based 
reasoning and fuzzy logic have drawn much attention and proven to be useful in solving 
tasks previously difficult to solve with traditional computer-based methods. Recent advances 
show that by combining more than one AI methods and techniques increase the potential for 
clinical decision support systems. The multi-faceted and complex nature of the medical 
domain often leads to designing of multi-modal systems [11] [13].  

Diagnosis and treatment of stress is such an example of a complex application domain. It 
is well known that increased stress level can lead to serious health problems. During stress 
the sympathetic nervous system of our body activates causing a decrease in peripheral 
circulation which in turn decreases the skin temperature and reverse effect (i.e. 
parasympathetic nervous systems activates) occurs during the relaxation. Thus the finger skin 
temperature responds to stress [17]. Since there are large individual variations when looking 



at the FT, this is a worthy challenge to find a computational solution to apply it in a 
computer-based system. Case-based reasoning (CBR) is especially suitable for domains with 
a weak domain theory, i.e. when the domain is difficult to formalize and is empirical. The 
advantages of CBR in medical domain have been identified in several research works i.e. in 
[1, 8, 4, 12, 20]. For some applications the integration of CBR and rule-based reasoning have 
been explored, e.g. in systems like [6, 21]. Cases comprised textual features or textual cases 
and introducing ontology into the CBR system, to get the advantages, are also implemented 
in systems such as, in [14, 19]. The use of fuzzy logic in medical informatics has begun in 
the early 1970s. In fuzzy CBR, fuzzy sets can be used in similarity measure e.g. [5, 7, and 
18].  

This paper presents a multi-modal and multipurpose-oriented clinical decision support 
system for stress management. Our previous work in [10] provides a solution for the 
diagnosis of stress based only on the finger temperature using CBR and fuzzy similarity 
matching. The system presented in this paper, for stress management, is not only based on 
the FT sensor data but also considers contextual information i.e. human perception and 
feelings in textual format. The system applies CBR as a core technique to facilitate 
experience reuse. Moreover, an effort has been made in this research work to improve the 
performance of the stress diagnosis task when there are limited numbers of initial cases 
introducing a fuzzy rule-based classification scheme. Reliability of the performance for 
diagnosis and decision making is further enhanced using textual information retrieval with 
ontology.  Finally, a three phase CBR framework is also included into the system to assist in 
treatment i.e. biofeedback training. 

2   CBR system for stress management 
The construction of multi-purposed and multi-modal medical systems is also becoming a hot 
topic in the current applied CBR research. Fig. 1 presents the steps to develop a hybrid multi-
purpose CBR system to support in diagnosis and treatment of stress-related disorder.  

 Step 1: Clinical studies show that FT in general decreases with stress and helps to 
determine stress-related disorders [17]. Analyzing/interpreting finger temperature and 
understanding large variations of measurements from diverse patients requires knowledge 
and experience and, without adequate support, erroneous judgment could be made by a less 
experienced staff.  

Step 2 and 3: The measurement is taken from 31 subjects using a temperature sensor in six 
steps (i.e. Baseline, Deep-breath, Verbal-stress, Relax with positive thinking, Math-stress and 
Relax) in the calibration phase [10]. Eight woman and twenty three men within the age range 
of 24 to 51 are participated in this study. The numbers of individual parameters identified and 
features extracted from the complex data format are briefly presented in section 2.1.    

 



 
Fig. 1. Schematic diagram of the stress management system in the IPOS  

Step 4 and 5: A new problem case is formulated with 19 features in total. The problem 
description part of a case contains a vector of the features extracted from the FT 
measurements and the solution part provides a level of stress. The levels of stress are denoted 
as Very Relaxed, Relaxed, Normal/Stable, Stressed and Very Stressed and the initial case 
base, with 53 reference cases from 31 subjects, is classified by the domain expert.  

Step 6: To diagnose individual stress level, a new FT measurement (formulated as a 
problem case) is inputted into the CBR cycle. The new problem case is then matched using 
different matching algorithms including modified distance function; similarity matrix and 
fuzzy similarity matching. A modified distance function uses Euclidean distance to calculate 
distance between the features of two cases. Hence, all the symbolic features are converted 
into numeric values before calculating the distance for example, for a feature ‘gender’ male 
is converted to one (1) and female is two (2). The function similarity matrix is represented as 
a table where the similarity value between two features is determined by the domain expert. 
For example, the similarity between same genders is defined as 1 otherwise 0.5. In fuzzy 
similarity, a triangular membership function (mf) replaces a crisp value of the features for 
new and old cases with a membership grade of 1. In both the cases, the width of the 
membership function is fuzzified by 50% in each side. Fuzzy intersection is employed 
between the two fuzzy sets to get a new fuzzy set which represents the overlapping area 
between them. 

 (1) 

 Similarity between the old case (Sf) and the new case (Cf) is now calculated using 
equation 1 where m1, m2 and om is the area of each fuzzy set. The system can provide 
matching outcome in a sorted list of best matching cases according to their similarity values 
in three circumstances: when a new problem case is matched with all the solved cases in a 
case base (between subject and class), within a class where the class information is provided 
by the user and also within a subject. 

Step 7: A fuzzy rule-based classification scheme [2] and textual features [4] are introduced 
to provide improved performance in the stress diagnosis task. Detailed information of the 
system improvement is presented in section 2.2 and 2.3 

Step 8: The last step in fig 1 focuses on the CBR system in biofeedback treatment. A three 
phase CBR framework [3] is deployed to classify a patient, estimate initial parameters and to 
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make recommendations for biofeedback training. A detailed description on the three phases 
is given in section 2.4. 

2.1 Feature mining from the biomedical sensor signal  

An experienced clinician often classify FT signal manually without being pointed out 
intentionally all the features he/she uses in the classification. However, identifying 
appropriate features is of great importance in developing a computer-based system. To 
determine important features the system uses 15 minutes measurements (time, temperature) 
in 1800 samples, together with other numeric (age, room-temperature, hours since meal, etc) 
and symbolic (gender, food and drink taken, sleep at night, etc) parameters. After analyzing a 
number of sample measurements it was found that the FT decreases during the verbal stress 
condition and increases in relax condition. In our opinion, either mean value or standard 
deviation of the FT measurement might not be an indicative for stress. For instance, consider 
two signals one is increasing from 20 to 30, the other decreasing from 30 to 20, and then both 
have same mean/standard deviation value in the duration, but indicate opposite for stress 
levels. As an alternative way, we guess that the mean of the slope value might be a feasible 
feature to convey relation with stress. If the mean slope is sufficiently positive, it will be an 
indication of relax, otherwise an indication for stress. But if the mean slope is around zero, it 
shows a situation with high uncertainty for decision or weak decision. According to closer 
discussion with clinicians, the derivative of each step of FT measurement (from calibration 
phase) is used to introduce “degree of changes” as an indication of the FT changes. A low 
angle value, e.g. zero or close to zero indicates no change or stable in finger temperature. A 
high positive angle value indicates rising FT, while a negative angle, e.g. -20° indicates 
falling FT.  

Total signal, except the baseline, is divided into 12 parts with one minute time interval and 
12 features (i.e. Step2_Part1, Step2_Part2, Step3_Part1, …, Step6_Part1, Step6_Part2) are 
extracted. The system thereafter formulates a new problem case combining these generated 
features and other features namely start temperature, end temperature, minimum 
temperature, maximum temperature and difference between ceiling and floor. Also we 
consider human defined features such as, sex, hours since last meal etc. This new formulated 
case is then applied in diagnosing and treatment plan of stress by using the CBR cycle. 

2.2 Fuzzy rule-base reasoning for creating artificial cases 

The cases stored in the case library should be both representative and comprehensive to 
cover a wide spectrum of possible situations. The composition of the case library is one of 
the key factors that decide the ultimate performance of a CBR system.  Initially, this CBR 
system has a limited number of available cases which reduces the performance of the system. 
Therefore, a fuzzy rule-based classification scheme is introduced into the CBR system to 
initiate the case library, providing improved performance in the stress diagnosis task. 

In fuzzy logic, exact reasoning is treated as a special case of approximate reasoning. 
Everything in fuzzy logic appears as a matter of some degree i.e. degrees of membership 
function or degrees of truth.  



Table 1. Rules for the fuzzy inference system 

Fuzzy rules for classification
Rule no.   Antecedent                                Consequent  

           ==============                                                                  =============== 
           Percentage_Negative_Slope          Stress_Class 
1.          VeryHigh                                         VeryStress 
2.          High                                                  Stress 
3.          Medium                                             Normal/Stable 
4.          Low                                                   Relax 
5.          VeryLow                                          VeryRelax

 
A single-input single-output Mamdani fuzzy model is implemented in which the 

percentage of negative slope features is taken as the input variable and the corresponding 
stress class as the output. The parameters of the IF–THEN rules (known as antecedents or 
premise in fuzzy modeling) define a fuzzy region of the input space, and the output 
parameters (known as consequent in fuzzy modeling) specify a corresponding output as 
shown in table 1.  

 
Fig. 2. Block diagram of a fuzzy inference system [9] 

The basic structure of fuzzy logic expert systems, commonly known as fuzzy inference 
system (FIS) shown in Fig. 2, is a rule-based system consisting of three conceptual 
components: a rule base that consists of a collection of fuzzy IF–THEN rules; a database that 
defines the membership functions (mf) used in the fuzzy rules; and a reasoning mechanism 
that combines these rules into a mapping routine from the inputs to the outputs of the system, 
to derive a reasonable conclusion as output. Percentage_Negative_Slope and Stress_Class 
are the linguistic variables with the universe of discourse {0, 100} and {1, 5} respectively. 
VeryHigh, High, Medium, Low and VeryLow are the linguistic values determined by the 
fuzzy sets “TriangleFuzzySet” on the universe of discourse of Percentage_Negative_slope; 
VeryStress, Stress, Normal/Stable, Relax and VeryRelax are the linguistic values determined 
by the fuzzy sets “SingletonFuzzySet” on the universe of discourse of Stress_Class.  

2.3 Textual information retrieval    

Clinicians are also considering other factors such as patients feelings, behaviours, social 
facts, working environments, lifestyle and so on in diagnosing individual stress levels. Such 
information can be presented by a patient using natural text format and visual analogue scale. 
Textual data of patients capture important indication not contained in measurements and also 
provide useful supplementary information. Therefore the system added textual features in the 
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case vector which helps to better interpret and understand the sensor readings and 
transferring valuable experience between clinicians [3]. For the textual cases, the tf-idf (term 
frequency–inverse document frequency) [15] weighting scheme is used in the vector space 
model [16] together with cosine similarity to determine the similarity between two cases. 
Additional domain information often improves results, i.e., a list of words and their 
synonyms or a dictionary provides comparable words and relationships within the words 
using class and subclass.   It uses domain specific ontology that represents specific 
knowledge, i.e., relation between words. The different steps in retrieval of similar case(s) in 
the system are described in Fig. 3.  

 

 
Fig. 3. Different steps for the case retrieval 

The text tokenizer algorithm decomposes the whole textual information into sentences, 
and then into individual words. A filtering step is required to improve retrieval effectiveness 
due to the huge amount of words. The following three steps are applied to extract the 
important textual features: 

1. Remove the stop-words and special characters blacklist both from the users’ query 
and patients’ record. 

2. A list of synonyms of the words is used to reduce the number of terms and Porter 
stemming algorithm helps stemming the words that provide the ways of finding 
morphological variants of search term. After calculating the weight for each word, 
these words are represented as terms in a vector space. 

3. Improve the importance assessments for candidate terms before measuring the 
cosine similarity value for the textual information between the stored case and user’s 
query case by using domain specific ontology. 

2.4 Biofeedback treatment 

The basics of biofeedback is that a patient gets feedback in a clear way (patient observes the 
graph and knows from preceding education how it should change) and with this feedback can 
behaviourally train the body and/or mind to biologically respond in a different better way. 
Biofeedback often focused on relaxation and how the patient can practice relaxation while 
observing, e.g. the changes in skin temperature. The intention of the system is to enable a 
patient to train himself/herself without particular supervision. After discussion with clinicians 
it has been figured out that most of the sensor based biofeedback applications comprised of 
three phases, 1) analyze and classify patient and make a risk assessment, 2) determine 
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individual levels and parameters, and finally 3) adapt and start the biofeedback training. If 
the clinician only uses sensor readings shown on a screen then the classification is highly 
experience based. 

 

 
Fig. 4. General architecture of a three-phase biofeedback system  

In the first phase as shown in fig 4, a clinician normally asks a number of questions and 
makes a number of more or less systematic measurements/calculations and then classify a 
patient depends on the risk and risk-reduction (e.g. stress reactivity and recovery/capacity) of 
stress. In the second phase, a number of measurements have been done to find out parameters 
such as, baseline, ceiling, floor temperature etc. needed to tailor the biofeedback session to a 
patient in order to achieve as good results as possible. Finally, the third phase generates 
recommendations for a biofeedback training session.  

3   Experimental results 
The performance of the system has been validated in a prototypical system and close 
collaboration with experts. Note that, in our previous study, the experiment has been 
conducted considering 39 cases within the 24 subjects but this paper presents experimental 
work considering 53 cases from 31 subjects. Moreover, more than one test data sets i.e. for 
the similarity matching evaluation 7 test sets and for the rest of the evaluation 2 test sets have 
been considered.       

Similarity matching in CBR: Seven subsets of cases and seven query cases, for example: 
Set A: {7 cases} with query case id 4, Set B: {11 cases} with query case id 16, Set C: {10 
cases} with query case id 28, and so on are chosen randomly. All the test sets have been 
sorted according to the similarity with a query case decided by a domain expert (human 
reasoning). The sorted cases are then converted to the rank numbers, i.e., the position of a 
case in the ranking. The top six cases from each set according to the expert’s ranking use as 
standard for the evaluation process where both the similarity values and the ranking numbers 
are considered. Main goal of this experiment is to investigate the best similarity algorithm for 
the CBR system compare to the expert’s opinion.  
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Fig. 5. Goodness-of-fit both in ranking and similarity to compare three algorithms 

Figure 5 illustrates the comparison between the three algorithms (i.e. modified distance, 
similarity matrix and fuzzy similarity) for the seven test subsets. The goodness-of-fit (R2), to 
evaluate both the ranking numbers and the similarity values compare to an expert, is 
calculated for all the subsets. The value of R2 lies between the 0 and 1. A value close to 1 
indicates that both the algorithm’s and expert’s propose a similar decision value. As can be 
seen from figure 5, both in “ranking number” and “similarity value” criteria, fuzzy similarity 
algorithm is more reliable than the other algorithms. Fuzzy similarity algorithm performs 
better in all the seven test subsets.  

Fuzzy rule-based classification to CBR: the performance of the CBR system depends on 
the number of available cases in a case library. So, the goal of this evaluation is to see the 
improvement of the CBR system adding these artificial cases into the CBR library. 
Experiment has been done by defining two different case libraries as: LibraryA, with real 
cases only, classified by the expert and LibraryB being twice as big as LibraryA with hybrid 
cases, classified by the expert and the fuzzy rule-based classification.  As shown in table 2, 
for the two tests (test1 and test2) on an average the LibraryB indicates the classification 
accuracy 87% while the LibraryA reaches 74% of fitness compared to expert classification. 
So, there is 13% increase in the R2 value and 22% (Mean absolute difference) decrease in the 
error rate when the system uses the LibraryB (hybrid cases) i.e. case library containing 
enough cases. For the two tests (using two case libraries) the number of correctly classified 
cases on average is presented in percentage (see 4th column) in table 2. Here, the CBR system 
can correctly classify 83% using LibraryB whereas using LibaryA the system can only 
correctly classify 61% of the cases.  
Table 2. Comparison results among the case libraries 

Average result for 
test1 and test2 

Goodness-of-fit 
(R2) 

Mean Absolute 
Difference 

Correctly 
classified cases 

LibraryA 0.74 0.38 61% 
LibraryB 0.87 0.16 83% 

 

a) R2 value in ranking b) R2 value in similarity  



System performance vs. junior clinicians: for the testing purpose an experienced clinician 
and two junior clinicians (JC1 and JC2) are involved, 2 subsets of cases (setA and setB) are 
created randomly with the 11 and 14 expert approved cases. The cases of both subsets are 
classified by the two junior clinicians who have less experience in this domain. The main 
goal is to see how good the system can classify compare to the junior clinicians i.e. whether 
the system can be useful to assist the junior clinician in the classification task.  

Table 3. Comparison results between the system and junior clinicians for the two test data sets.  

Evaluation Method Test setA Test setB 
JC1 JC2 The System JC1 JC2 The System

Correctly Classified Cases 64% 55% 81% 57% 57% 79% 
Goodness-of-fit (R2) 0.86 0.88 0.92 0.80 0.81 0.83 
Absolute Mean Difference 0.36 0.45 0.18 0.43 0.43 0.28 

 

From the table 3 it can be seen that the system using fuzzy similarity matching algorithm 
can classify correctly better than all the junior clinicians.  The test group SetA with 11 cases, 
the system classifies correctly 81% and the junior clinicians classify correctly 64% and 55% 
respectively. The number of the correctly classified cases for setB with 14 cases in 
percentage is 79 by the system whereas the junior clinicians have succeeded to classify 
correctly as 57 in percentage. The Goodness-of-fit (R2) value for both the test groups (setA 
and setB) are 92% and 83% by the system against the senior clinician, the R2 values are 
almost the same or little better than the junior clinicians as 86% and 88% for setA, 80% and 
81% respectively for setB. The absolute mean difference or error rates in classification for 
both the test groups are comparatively lower (0.18 and 0.28) than the junior clinicians. 

4   Conclusions  
Clinical systems have proven to be able to extend the capability of clinicians in their decision 
making task. But reliability is often a concern in clinical applications. The system presented 
in this paper supports a clinician in a number of complex tasks in stress management by 
combining more than one artificial intelligence techniques where CBR is applied as the core 
technique. Reliability of clinical systems based on sensor readings could certainly be 
increased by providing contextual information supporting the reasoning tasks. Therefore, the 
system considers additional information in textual format applying textual information 
retrieval with ontology. Here, it is also illustrated that it is possible to increased accuracy in 
the classification task, by extending the case library with artificial cases. A case study also 
shows that the system provides results close to a human expert. Today the system is based on 
one physiological parameter i.e. finger temperature sensor signal, in future several other 
parameters such as heart rate variability, breathing rate etc. could be investigated as a 
reference of the work for more reliable and efficient decision support in stress management.  
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