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Abstract 

For long-lived systems, there is a need to address 

evolvability (i.e. a system’s ability to easily 

accommodate changes) explicitly during the entire 

lifecycle. In this report, we undertake a systematic 

review to obtain an overview of the existing studies in 

promoting software evolvability at architectural level. 

The search strategy identified 3036 studies, of which 

54 were catalogued as primary studies for this review 

after using multi-step selection process. The studies 

are classified into five main categories of themes, 

including techniques that support quality 

considerations during software architecture design, 

architectural quality evaluation, economic valuation, 

architectural knowledge management and modeling 

techniques. Four dimensions of factors are identified 

that exert influence on software evolvability. To cope 

with these diverse influencing factors, combination of 

appropriate techniques becomes necessary. 

1. Introduction 

For long-lived industrial software, the largest part of 

lifecycle costs is concerned with the evolution of 

software to meet changing requirements [12]. There is 

a need to change software on a constant basis with 

major enhancements within a short timescale in order 

to keep up with new business opportunities. This puts 

critical demands on the software system’s capability of 

rapid modification and enhancement to achieve cost-

effective software evolution. In this context, software 

evolvability has appeared as an attribute that describes 

the software system’s capability to accommodate 

changes [27].  

The ever-changing world makes evolvability a 

strong quality requirement for the majority of software 

architectures [16]. We have seen at ABB examples of 

different industrial systems that often have a lifetime of 

10-30 years. These systems are subject to and may 

undergo a substantial amount of evolutionary changes, 

e.g. software technology changes, system migration to 

product line architecture, ever-changing managerial 

issues such as demands for distributed development, 

and ever-changing business decisions driven by market 

situations. Therefore, for such long-lived systems, there 

is a need to address evolvability explicitly during the 

entire lifecycle, carry out software evolution efficiently 

and reliably, and prolong the productive lifetime of the 

software systems. As software architecture holds a key 

to the possibility to implement changes in an efficient 

manner [6], the answer to smooth software evolution is 

related to the structure of the system. Accordingly, 

software architecture evolution, architecture 

evolvability analysis and improvement become a 

critical part of the software lifecycle. 

Software evolvability is a fundamental element for 

increasing strategic decisions, characteristics, and 

economic value of the software [20, 76]. The need for 

greater system evolvability has been recognized [62]. 

We have also observed this need from various cases in 

industrial context [19, 22]. Seeing that a system 

without an adaptable architecture will degenerate 

sooner than a system based on an architecture that takes 

changes into account [32], evolvability was identified 

in these cases as a very important quality attribute that 

must be maintained. 

The notion of evolvability is used in many different 

ways in the context of software engineering, often with 

no precise defintion. In addtion, there are many other 

closely-related quality attributes such as flexibility, 

maintainability, adaptability and modifiability. For 

instance, according to [25], adaptability is ‘the ability 

of a software system to accommodate changes in its 

environment’. This definition is in line with 

adaptability definition in ISO 9126 standard [37], in 

which adaptability is categorized as a subcharacteristic 

portability and is defined as ‘the capability of the 

software product to be adapted for different specified 

environments without applying actions or means other 

than those provided for this purpose for the software 

considered’. The scope of the types of changes in these 

two definitions is rather limited.  

In [70], change in the runtime environment is made 

explicit, and adaptability of a software system or 

software architecture is defined as ‘a qualitative 

property of its maintainability, and an ability of  its 

components to adapt their functionality, even at 

runtime, to behavioral and structural changes that 



occur either internally or externally in their operating 

environment and the requirements of stakeholders’ 

objectives’. 

A broader view of adaptability is given in [51], in 

which the authors contend that adaptability becomes 

meaningful when the changes that the software 

architecture needs to adapt to are specified. 

Accordingly, software architecture adaptability is 

defined as ‘the degree to which software architecture is 

adaptable to the change requirement in stakeholders’ 

objectives measured in terms of impact on software 

architecture elements. Adapatability = <Context, 

Stakeholder, Change Requirement, Software 

Architecture Actions>’. Based on this definition, 

adaptability is related to the goals of stakeholders and 

software architecture elements (components and 

connectors) make reactions to satisfy a certain change 

requirement in a specified context. 

One indicator of quality software is software 

flexibility as it allows a product to be modified rapidly 

and cost-effectively for new needs [75]. Flexibility is 

‘the ease with which a system or component can be 

modified for use in applications or environments other 

than those for which it was specifically designed’ [38]. 

Modifiability is the ability to make changes to a system 

quickly and cost-effectively [28]. The potential 

modifications are classified into four categories [40]: 

(i) extension of capabilities; (ii) deletion of unwanted 

capabilities; (iii) adaptation to new operating 

environments; and (iv) restructuring. Software 

Evolvability is defined in [63] as ‘Software evolvability 

is an attribute that bears on the ability of a system to 

accommodate changes in its requirements throughout 

the system’s lifespan with the least possible cost while 

maintaining architectural integrity’. 

As we can see, this broad nature makes evolvability 

challenging in practice and research. We have therefore 

taken into consideration the synonym terms in the 

search process of the systematic review. 

Although there are many research studies for 

analyzing and achieving software evolvability, they 

focus on single technique or practice. Besides, no 

systematic review of software architecture evolvability 

research has been published previously. Our research is 

concerned with obtaining a holistic view of analyzing 

and achieving software evolvability at architectural 

level as a whole. Therefore, the objectives of this 

review are to answer the following research questions 

through systematic literature surveys in current practice 

and scientific literature: 

(i) What results have been reported in the scientific 

literature regarding the analysis of software 

evolvability at the architectural level? 

(ii) What results have been reported in the scientific 

literature regarding the factors that affect software 

evolvability at the architectural level? 

This report is organized as follows: Section 2 

describes the method used for this review. Section 3 

presents the results of the review in five main 

categories of themes. Section 4 discusses the findings 

of the review. Section 5 concludes the paper.  

2. Method 

This study is undertaken as a systematic literature 

review based on the original guidelines as proposed by 

Kitchenham [43]. The study includes several stages, 

i.e. the development of a review protocol, the 

identification of inclusion and exclusion criteria, the 

search process for relevant publications, quality 

assessment, data extraction and synthesis. 

2.1 Review Protocol 

We developed a review protocol based on the 

guidelines and procedures as proposed in [43]. This 

protocol specifies the background for the survey, 

research questions, search strategy, study selection 

criteria, data extraction and synthesis of the extracted 

data. The protocol was reviewed for comments on the 

research questions, data sources and search strategy. 

2.2 Inclusion and Exclusion Criteria 

We only consider full papers from peer-reviewed 

journals, conferences and workshops. The review 

includes qualitative and quantitative research studies 

that were published until 2008. Only studies written in 

English are included. We excluded studies that do not 

relate to software engineering/development, software 

architecture and software quality analysis. We also 

exclude articles in the controversial corner of journals 

and editorials, prefaces, position papers, summaries of 

tutorials, workshops, panels and poster sessions. 

Furthermore, when several duplicated articles of a 

study exist in different versions that appear as journal 

papers, conferences and workshop papers, we include 

only the most complete version of the study and 

exclude the others. 

2.3 Search Process 

We concentrate on search in peer-reviewed research 

databases rather than in specific sub-journals. After an 

initial search of databases, we did an additional 

reference scanning and analysis in order to find out if 

we have missed anything, thus to guarantee a 

representative set of studies. The searched electronic 

databases include ACM Digital Library, Compendex, 

IEEE Xplore, ScienceDirect – Elsevier, SpringerLink 



and ISI Web of Science. The searched results were also 

mapped towards a core set of studies within software 

evolution, software architecture and software quality 

analysis in order to achieve confidence in the 

completeness of search. 

The following search terms are used to find relevant 

papers: 

S1: software architecture AND evolvability 

S2: software architecture AND maintainability 

S3: software architecture AND extensibility 

S4: software architecture AND adaptability 

S5: software architecture AND flexibility 

S6: software architecture AND changeability 

S7: software architecture AND modifiability 

All these search terms were combined by using the 

Boolean OR operator. Thus, an article is included as 

long as it fulfills one of the search terms. The study 

selection process was performed through several steps:  

1) Search databases and conference proceedings to 

identify relevant studies; 

2) Exclude studies based on the formal exclusion 

criteria and obvious off-topic contents; 

3) Exclude studies based on the titles and abstracts; 

4) Obtain primary studies based on full text. 

The search strategy identified a total of 3036 articles 

that were entered into EndNote, which was also used 

for the subsequent steps for reference storage and 

sorting. These references were subjected to detailed 

exclusion criteria and resulted in 731 remaining 

articles, which were further filtered out by reading titles 

and abstracts. Studies were excluded if their focus was 

not software quality analysis or improvement at 

architectural level. 306 articles were left after this step 

for full text screening, and detailed quality assessment 

as described in the next section. In the end, a final 

figure of 54 articles was identified as primary studies. 

2.4 Quality Assessment 

To guide the interpretation of findings and 

determine the strength of inferences, we have identified 

the following quality criteria for appraising the 

identified studies based on the quality assessment form 

in [72]: 

1) The study is based on research instead of a 

lessons-learned report or expert opinion; 

2) The study’s focus is on software architecture and 

software development quality attribute; 

3) The study has an adequate description of the 

context in which the research was carried out; 

4) The research design is appropriate to address the 

aims of the study; 

5) Appropriate data collection methods are used and 

described; 

6) The data analysis is rigorous; 

7) The study is of value for research or practice. 

Of these quality criteria, the first two were used as the 

basis for including or excluding a study. 

2.5 Data Extraction 

The data extracted from each study include the 

source and full reference, main topic area, objectives 

and aims of the study, statement of research hypothesis 

if any, type of research (case study, survey, 

experiment), research method descriptions, definition 

of software evolvability or its synonyms, data 

collection, data analysis (e.g. qualitative, quantitative), 

findings and conclusions. 

3. Results 

Many architectural methods and techniques exist to 

help analyze and achieve software architecture 

evolvability. The identified studies are classified into 

five main groups: techniques that support quality 

considerations during software architecture design, 

architectural quality evaluation, economic valuation, 

architectural knowledge management and modeling 

techniques. 

3.1 Quality Considerations Support during 

Software Architecture Design 

Adaptability Evaluation Method (AEM) [70] is an 

integral part of the Quality-driven Architecture Design 

and quality Analysis (QADA) methodology [53] 

specializing in the adaptability aspect. It provides 

support in requirement engineering, architecture 

modeling and adaptability evaluation in the 

architectural models to ensure that the adaptability 

requirements are met before system implementation. 

AEM captures the adaptability requirements of the 

software architecture that will be subsequently 

considered in the architecture design, provides 

guidelines on how to model adaptability in the 

architectural models, and analyzing the candidate 

architectures to validate whether the adaptability 

requirements are met.  

Non-Functional Requirement (NFR) framework 

[25] considers adaptability as a key non-functional 

requirement for evolving systems to ensure adaptability 

during the process of software development. The NFR 

framework helps to systematically consider the 

conflicts and synergies between the NFRs to develop 

an adaptable architecture through the following five 

iterative steps: (i) develop the NFR goals and their 

composition; (ii) develop architectural alternatives; (iii) 

develop design tradeoffs and rationale; (iv) develop 

goal criticalities; and (v) architecture evaluation and 



selection. Another concrete application example of 

using NFR framework is presented in [24], which 

describes an NFR approach in developing software 

system through using design patterns as potential 

adaptability enhancers. 

A systemized method for software architecture 

analysis throughout the processes of software design 

and development is described in [21]. Architectural 

quality goals are mapped into scenarios that measure 

the goals, mechanisms that realize the scenarios, and 

analytic models that measure the results. This mapping 

ensures that design decisions and their rationale are 

documented so that they can be systematically 

explored. In addition, as the systems evolve, the 

analytic models can be used to assess the impact of 

architectural changes and monitor how architectural 

evolution over a system’s lifetime affects its capability 

to support predicted modifications.  

ArchDesigner [69] is a quality-driven design 

approach that facilitates the architectural design 

process. It attempts to best satisfy conflicting 

stakeholders’ quality goals, architectural concerns and 

project constraints through using optimization 

techniques. This approach regards the software 

architecture design problem as a global optimization 

problem in the sense that the dependencies among 

different design decisions are maintained, and the 

selection of any design alternative must not violate 

global constraints, e.g. stated project constraints. 

Global analysis [36] provides a systematic way to 

identify, accommodate, and describe architecturally 

significant factors including quality attributes early into 

the design phase. The influencing factors are classified 

into three categories, i.e. organizational factors that 

constrain the design choices, technological and product 

factors that influence the architecture. Global analysis 

activities help to uncover the most influential factors, 

develop strategies for designing the architecture in 

order to accommodate these factors and reflect future 

concerns. The global analysis activities continue 

throughout the architecture design and the results from 

the activities are used in the central design tasks of 

each architecture view. 

Bosch [17] explicitly considers quality attributes 

during the design process. The design method he 

proposed examines three key phases, i.e. functionality-

based architecture design, architecture assessment and 

architecture transformation. 

Quality Attribute Workshop (QAW) [5] is a method 

that engages system stakeholders early in the life cycle 

to discover a software system’s driving quality attribute 

requirements. The identified quality attribute 

requirements are elicited in the form of scenarios from 

the perspectives of diverse groups of stakeholders, 

covering stimulus, source of stimulus, artifact, 

environment, response and response measure. The 

scenarios are classified into use case scenarios, growth 

scenarios that represent anticipated future changes and 

exploratory scenarios that stress the system and expose 

the limits of the current design. The QAW focuses on 

the involvement of stakeholders and occurs before the 

creation of the software architecture. In this way, the 

development team can understand and address the right 

problem through basing the scenarios on the business 

goals, and use this information to design the 

architecture. 

Attribute-Driven Design [6] is a recursive method 

that helps the architect base the design process on the 

desired quality attribute. Required input to ADD 

includes known functional requirements, quality 

attribute requirements, and constraints. 

Active Reviews for Intermediate Designs (ARID) 

[28] is a scenario-based assessment method for 

evaluating intermediate design or parts of an 

architecture. It is used to judge if the design of part of 

the architecture is appropriate for its intended purpose 

before the development of the complete architecture. 

3.2 Quality Evaluation at the Software 

Architecture Level 

The foundation for any software system is its 

architecture, which allows or precludes nearly all of the 

quality attributes of the system [28]. Accordingly, 

several architecture evaluation methods have emerged 

for various purposes, e.g. to compare and identify the 

strengths and weaknesses in different architecture 

alternatives, to identify any architectural drift and 

erosion. From an evolutionary perspective, architecture 

evaluation is a preventive activity to delay the 

architectural decay and to limit the effect of software 

aging [71]. Several studies address how software 

architecture can be evaluated at the software 

architecture level with respect to evolvability and its 

synonyms. We characterize these studies into three 

groups: experience-based, scenario-based and metric-

based evaluation methods. 

3.2.1 Experience-Based 

Experience-based architecture evaluation means that 

the evaluations are based on the previous experiences 

and domain knowledge of developers or consultants 

[1].  

Attribute-Based Architectural Style (ABAS) [44] 

builds on architectural styles by explicitly associating 

with reasoning frameworks, which are based on 

quality-attribute-specific models. ABAS consists of 



four parts: (i) problem description explains the problem 

being solved by the software structure; (ii) stimuli and 

response correspond to the condition affecting the 

system and measurement of the activity as a result of 

the stimuli; (iii) architectural styles are descriptions of 

patterns of component interaction; and (iv) analysis 

constitutes a quality-attribute-specific model that 

provides a method for reasoning about the behavior of 

interacting components in the pattern. Examples of 

these quality-attribute-specific models are modifiability 

model, reliability model and performance model. 

Empirically-Based Architecture Evaluation (EBAE) 

[50] defines a process for defining and using a number 

of architectural metrics to evaluate and compare 

different versions of architectures in terms of 

maintainability. The main steps include (i) select a 

perspective for the evaluation; (ii) define and select 

metrics; (iii) collect metrics; and (iv) evaluate and 

compare the architectures. 

A subset of ALMA [10] is related to the software 

architecture comparison for optimal candidate 

architecture. Accordingly, an approach that focuses on 

quantitatively measuring the stakeholders’ views of the 

benefits and liabilities of software architecture 

candidates is described in [65]. The data collection in 

this approach is based on the knowledge, experiences 

and opinions of the stakeholders. Any disagreements 

between the participating stakeholders are pinpointed 

for further investigation. 

A knowledge-based approach for assessing 

evolvability is presented in [30]. The main reasons for 

knowledge-based approach are the lack of formal and 

complete architecture documentation, wide scope of 

assessment, large number of stakholders and distributed 

development teams. The outcome of the assessment 

includes the current architecture overview, the main 

issues found and optionally recommendations for their 

resolutions. This approach can be used for evaluating 

the evolutionary path of the software architecture 

during its lifecycle. 

3.2.2 Scenario-Based 

Scenario-based architecture evaluation means that 

quality attributes are evaluated by creating scenario 

profiles that force a concrete description of a quality 

requirement [54].  

Software Architecture Analysis Method (SAAM) 

[41] is originally created for evaluating modifiability of 

software architecture although it has been used for 

other set of quality attributes as well, such as 

portability and extensibility. The main outputs from a 

SAAM evaluation include a mapping between the 

architecture and the scenarios that represent possible 

future changes to the system, providing indications of 

potential future complexity parts in the software and 

estimated amount of work related to the changes. 

Architecture Trade-off Analysis Method (ATAM) 

[28] is a method for evaluating software architectures 

in terms of quality attribute requirements. It is used to 

expose the risks, non-risks, sensitivity points and trade-

off points in the software architecture. It aims at 

different quality attributes and supports evaluation of 

new types of quality attributes. An extension to ATAM 

is Holistic Product Line Architecture Assessment 

(HoPLAA) method [57] for the task of assessing 

product line architectures. It identifies risks at the core 

architecture level and the indivisual product 

architecture level. The notion of evolvability points is 

used to designate a sensistivity point or a tradeoff point 

that contains at least one variation point. The 

identification of evolvability point ensures that quality 

attributes at individual product architecture level do not 

preclude core architecture quality attributes. 

Architecture Level Modifiability Analysis (ALMA) 

[11] is founded on SAAM [41] and it is a method for 

analyzing modifiability based on change scenarios that 

are used to capture future events the system needs to 

adapt to in its lifecycle. It consists of five steps: (i) set 

the analysis goal; (ii) describe the software 

architecture; (iii) elicit change scenarios; (iv) evaluate 

change scenarios; and (v) interpret the results. The 

outputs from an ALMA evaluation include: (i) 

maintenance prediction to estimate the required effort 

for system modification to accommodate future 

changes; (ii) risk assessment to identify the types of 

changes that the system shows inability to adapt to; and 

(iii) software architecture comparison for optimal 

candidate architecture. A subset of ALMA is related to 

risk assessment which focuses on exposing the 

boundaries of software architecture with respect to 

flexibility using complex scenarios [48]. 

Scenario-Based Architecture Reengineering 

(SBAR) [9] considers multiple quality attributes and 

classifies them into development-oriented and 

operational related. Another scenario-based software 

architecture assessment method based on SAAM, 

ATAM and SBAR is presented in [29]. It is used for 

evaluating evolvability of software product family 

architecture towards forthcoming requirements. The 

output includes the potential flaws and evolutionary 

path of the software. 

3.2.3 Metric-Based 

A process-oriented metric for software architecture 

adaptability is described in [26], which analyzed the 

degree of adaptability through intuitive decomposition 



of goals and intitive scoring for the goal satifying level 

of software architecture. As the method depends much 

on the intuition and expert expertise, a quantitative 

metric-based aproach that evaluates software 

architecture adaptability is proposed in [51]. This 

approach supports decision making for choosing 

architecture candidates that meet the stakeholders’ 

adaptability goals. The adaptability goals are expressed 

in terms of adaptability scenario profiles. The impact of 

each scenario profile is measured through two metrics, 

i.e. IOSA (impact on the software architecture) and 

ADSA (adaptability degree of software architecture). 

A quality model provides a framework for quality 

assessment. It aims at describing complex quality 

criteria through breaking them down into concrete 

subcharacteristics that are measured using metrics. In 

quality models, quality attributes are decomposed into 

various factors, leading to various quality factor 

hierarchies. Some well-known quality models are 

McCall’s quality model [55], Dromey’s quality model 

[31], Boehm’s quality model [15], ISO 9126 [37] and 

FURPS quality model [34]. 

Several metrics have been proposed for evaluating 

evolvability. Ramil and Lehman proposed metrics 

based on implementation change logs [60] and 

computation of metrics using the number of modules in 

a software system [49]. Another set of metrics is based 

on software life span and software size [67]. In [56], a 

framework of process-oriented metrics for software 

evolvability was proposed to intuitively develop 

architectural evolvability metrics and to trace the 

metrics back to the evolvability requirements based on 

the NFR framework [23].  

3.3 Economic Valuation in Determining the 

Level of Uncertainty 

Cost Benefit Analysis Method (CBAM) [39] builds 

upon ATAM [42] and is an architecture-centric 

economic modeling approach that helps to address the 

long-term benefits with regards to a change and its 

complete product lifecycle implications. It is an 

approach for deciding how to prioritize changes to an 

architecture based on perceived difficulty and utility. 

This method quantifies design decisions in terms of 

cost and benefit analysis to determine the level of 

uncertainty. The uncertainties encountered in the 

software architecture evolution come from 

understanding how architectural decisions map onto 

quality attribute responses; how architectural decisions 

map onto costs; and how quality attribute responses 

map onto benefits. These uncertainties are elicited and 

recorded through the six steps of the CBAM: (i) 

choosing scenarios and architectural strategies; (ii) 

assessing quality attribute benefits; (iii) quantifying the 

architectural strategies’ benefits; (iv) quantifying the 

architectural strategies’ costs and schedule 

implications; (v) calculate desirability; and (vi) make 

decisions. A related economics-driven method is 

Architecture Improvement Workshop (AIW)1 which 

also builds upon ATAM and values architectural 

decisions in relation to quality attributes. 

Software architecture decisions carry economic 

value in the form of real options [4, 64]. Options offer 

flexibility and consider the architectural evolution over 

time [2]. An approach that considers cost, value and 

alignment with business goals to support architectural 

evolution is described in [58]. The approach guides the 

selection of design patterns, the elicitation of 

architecturally significant requirements, and the 

valuation of an architecture in terms of design 

decisions with multiple quality attributes viewpoints. 

Another application of real options theory is described 

in [3], which provides insights into architectural 

flexibility and investment decisions related to the 

evolution of software systems. To cope with 

uncertainty and mitigate risks in the investment, a set of 

probable changes is examined, as well as the added 

value of the embedded flexibility in response to these 

changes. According to [3], the added value is strategic 

in essence. Some examples are (i) accumulated savings 

through enduring the change without violating 

architectural integrity; (ii) supporting future growth; 

(iii) capability of responding to competitive forces and 

changing market conditions. 

Another way to address economic valuation is 

through predicting the required effort for a 

maintenance task. A subset of ALMA [11] is related to 

maintenance cost prediction, i.e. architecture level 

maintenance prediction [8] uses change scenarios that 

represent perfective and adaptive maintenance tasks to 

concretize the maintainability requirements in the life 

cycle of the system, evaluates the architecture using 

sceanrio scripting, and calculate the expected effort for 

each change scenario based on the analysis of how the 

change could be implemented and the amount of 

required changed code. 

A study in [59] proposes a model-based approach to 

strategically determine an appropriate degree of 

architectural flexibility through four strategic elements, 

i.e. feature prioritization, schedule range estimation, 

core capability determination and architecture 

flexibility determination given particular schedule 

                                                           
1http://www.sei.cmu.edu/architecture/products_services

/aiw.html 



constraints. In this way, the risk of violating schedule, 

cost and quality constraints is lowered. 

3.4 Architectural Knowledge Management 

Architectural knowledge consists of architecture 

design, design decisions, assumptions, context, and 

other factors that together determine why a particular 

solution is the way it is. An explicit representation of 

architectural knowledge is helpful for evolving quality 

systems and assessing future evolutionary capabilities 

of a system [45]. 

Apart from using change scenarios and change cases 

to explicitly model variability and describe the future 

evolutionary capabilities as most software architecture 

analysis methods do,  the authors in [46] believe that it 

is also useful to explicitly model invariability, i.e. 

things that are assumed will not change. This 

information can be used for the explicit modeling of 

assumptions and provides additional what-if scenarios 

for software architecture assessment, i.e. what if a 

certain assumption proves to be invalid. Assumptions 

are design decisions and rationale that are made out of 

personal experience and background, domain 

knowledge, budget constraints, available expertise etc. 

The assumptions are classified into technical 

assumptions that concern the technical environment a 

system is running in, organizational assumptions that 

concern the organizational aspects in a company, and 

managerial assumptions that reflect the decisions taken 

to achieve business objectives. Explicit representation 

of these assumptions provides traceability between the 

software architecture evolution and the early-made 

assumptions, and augments design decisions in the face 

of uncertainties when predicting the future user 

requirement changes. In order to better assess the 

future evolutionary capabilities of a system, 

Recovering Architectural Assumptions Method 

(RAAM) [61] was developed to make the assumptions 

explicit. This method is appropriate when historical 

information of software system evolution is available 

and when there is access to the development team for 

interviews. 

Design erosion is inevitable due to the ever-

changing requirements [74]. To assess architectural 

erosion and track software evolution, an architecture 

assessment model is described in [14], objectively 

measuring the extent of deviation in terms of functional 

and structural divergence. In addition, the loss of 

system functionality and architectural structure as a 

software system evolves is represented through 

functional and structural erosions as erosion indicators. 

As design rationale captures the knowledge and 

grounds that shape a software architecture, 

documenting design rationale is another approach that 

is used to maintain and evolve architectural artifacts 

[68] in order to allow unanticipated changes in the 

software without compromising software integrity and 

to evolve in a controlled way [13]. 

The study in [33] generalizes architectural styles, 

patterns and similar concepts by introducing the 

concept of architectural constraints. It is argued that 

architectural constraints strongly influence the quality 

of architectural design process and the improvement of 

software quality. 

3.5 Modeling Techniques 

One source of requirement changes is related to the 

change in business rules. Evolvable software 

architecture considers business rule as a key component 

due to its high impact on software and business 

process. A study in [73] proposes therefore a Business 

Rule Model to capture and specify business rules and a 

Link Model to relate these business rules to the 

metamodel level of software design elements. The 

explicit consideration and modeling of business rules 

facilitate the improvement of software evolvability. 

Another way to achieve or improve evolvability is 

through considering the relations between 

requirements, architectural elements and 

implementation. A model-based approach for modeling 

the traceability links is presented in [18], in which the 

indicators for problem situation are formally defined as 

well as the corrsponding actions for problem 

resolution. 

A quality-driven software reengineering model [66] 

is proposed to address the evolution of system 

requirements and software architecture. This approach 

adopts NFR Framework [23] and the concept of soft 

goals to support the systematic modeling of the design 

rationale through a soft-goal interdependency graph. 

A framework for modeling various types of relevant 

information and a set of architectural views for 

reengineering, analyzing, and comparing software 

architectures is presented in [52]. This approach builds 

upon a scenario-based approach and captures and 

assesses software architectures for evolution and reuse. 

The types of information for modeling include: (i) 

Stakeholder information describes stakeholders’ 

objectives, which provide boundaries for analysis; (ii) 

Architecture information refers to design principles or 

architectural objectives; (iii) Quality information refers 

to non-functional attributes; (iv) Scenarios describe the 

use cases of the system to capture the system’s 

functionality. Scenarios that are not directly supported 

by the current system can be used to detect possible 

flaws or to assess the architecture’s support for 



potential enhancements. Scenarios are derived from the 

stakeholder and architectural objectives, as well as 

desired system quality attributes. 

4. Discussions 

Based on the review, four dimensions of factors that 

exert influence on software architecture evolvability 

are identified, i.e. (i) business, (ii) technology, (iii) 

development process and (iv) organization. From 

business perspective, system requirements evolve 

because stakeholders’ needs and expectations change, 

the context in which the software operate changes [14], 

and business models evolve [73]. From technology 

perspective, many unknown, uncontrollable 

technological and environmental constraints outweigh 

design principles [35]. Assumptions shaping software 

architectures [46] consist of technical assumptions that 

concern the technical environment a system is running 

in, organizational assumptions that concern the 

organizational aspects in a company, and managerial 

assumptions that reflect the decisions taken to achieve 

business objectives.  

Patterns of risk themes that influence evolvability 

are categorized into architecture, process and 

organization [7]. From architecture perspective, the 

lack of attention to potential growth paths and unknown 

requirements result in the failure to achieve 

modifiability goals. From process perspective, 

requirement is identified as one risk theme due to its 

nature of being uncertain or rapid-changing, e.g. lack 

of attention to important concerns of key stakeholders, 

lack of consistent marketing input, and disagreement 

among stakeholders. From organization perspective, 

one risk theme is the unrecognized need, arising from 

the failure to consider architecture aspects in the 

overall system construction. 

To cope with the above diverse influencing factors, 

a spectrum of techniques and approaches has been 

identified that promote software evolvability from a 

specific perspective or architecture-centric activity in 

the software lifecycle: 

• Most of the techniques that support quality 

considerations during software architecture design 

help identify key quality attribute requirements 

early.  

• In the subsequent iteration when the architecture 

starts to take form, architectural quality evaluation 

methods help elicit and refine additional quality 

attribute requirements and scenarios.  

• Economic valuation methods provide more details 

on architectural decisions’ business consequences 

and assist development teams in choosing among 

architectural options.  

• Architectural knowledge management and 

modeling techniques add value by modeling 

traceability and visualizing corresponding impact 

of the evolution of software architecture artifacts.  

Each of the aforementioned approaches has its 

strengths and shortcomings, and has its specific context 

that it is appropriate for. For instance, most scenario-

based software architecture analysis methods share the 

strength of being able to concretize the driving quality 

attribute requirements, but they also share the weakness 

of being optimistic in change scenario elicitation due to 

the unpredictable nature of changes as well as the 

stakeholders’ short horizon in foreseeing future 

changes [47]. Some architectural knowledge 

management approaches can complement scenario-

based methods and address this weakness through 

explicit representation of invariabilities to provide 

additional what-if scenarios. As evolvability needs to 

be addressed and maintained throughout the complete 

software lifecycle, combination of appropriate 

techniques becomes necessary for software systems to 

cope with the diverse types of influencing factors. 

5. Conclusions 

The systematic review of studies in promoting 

software evolvability at architectural level identified 

3036 studies, of which 54 were catalogued as primary 

studies. The studies are classified into five main 

categories of themes, i.e. techniques that support 

quality considerations during software architecture 

design, architectural quality evaluation, economic 

valuation, architectural knowledge management and 

modeling techniques. Each of these approaches has its 

strengths and shortcomings, and has its specific context 

that it is appropriate for. Accordingly, a combination of 

appropriate techniques is necessary to cope with the 

diverse influencing factors to evolvability exhibited in 

four dimensions, i.e. business, technology, organization 

and process. 
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