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Abstract—In this paper, we address the performance of MPSoC
platforms with homogeneous processing nodes, where the cores generate
and consume the large amount of data, thus the system approaches
congestion. Mostly, the time dependent media applications are time
critical, where traffic must be delivered on time in order to operate
properly. Proper task allocation or placement of IP cores at layout
time is very important to meet such application requirements. Apart
from meeting the application requirements, it also lowers the traffic
congestion, power consumption and Average Packet Latency (APL). For
task allocation or IP placement, the prioritization criteria has been
proposed, which is used in next step to map the application on MPSoC
platform. The proposed technique shows significant improvement in
system performance and reduction in power consumption. To estimate the
efficiency, the video conference encoding application and MPEG4 video
encoder were mapped to 5x5 and 4x4 NoC mesh. Up to 11% reduction
in power consumption and 20% reduction in APL has been observed as
compared to other proposed mapping techniques.

I. INTRODUCTION

Ever increasing requirements on electronic systems are one of
the key factors for evolution of the integrated circuit technology.
Continuous technology scaling has made it possible to integrate
billions of transistors on a single chip [1]. Thus the entire system with
hundreds of components can be integrated on a single chip, which
is known as Multiprocessor System-on-Chip (MPSoC). At such
integration levels, communication plays the major role in the design
and performance. One outcome of higher integration levels is that
interconnection platforms are replacing the shred buses. Networks-
on-Chip (NoCs) are proposed to be used in complex Sytem-on-Chip
(SoC) design for inter-core communication because of scalability,
better throughput and reduced power consumption [2].

Due to application requirements, the operation and communication
characteristics of the employed devices and architectural instances
may vary greatly from system to system. In this situation, we need to
design the application and platform specific performance optimization
techniques. Unfortunately, it is not possible to define general perfor-
mance parameters for any MPSoC platform. But most of the modern
MPSoC platforms use packet based communication. In case of packet
based communication, the standard parameters for optimization are
average packet latency (APL) and power consumption.

APL can be optimized either by using an efficient routing technique
or by placing the IP cores close to each other, which communicate
more often according to the application requirements. If proper
placement technique is used, then some simple and power efficient
routing technique can be used as well. Major fraction of the total
execution time for an application mapped on a MPSoC platform
is taken by communication time. Thus, to speed up the execution,
we need to optimize the APL value. Different routing algorithms
have already been suggested to optimize communication latency. If
proper placement of IPs is done and suitable routing technique is
used, execution time and power consumption can be further reduced.

NoC platform is composed of routers, physical links between
routers and network interface to interact with memory or computation
elements. NoC can be expected to handle a much larger bandwidth
but here multi-hop topology will affect the lower bound on latency
[3]. Thus, average packet latency can be reduced by reducing number
of hops. This is only possible for realistic (application) traffic.

The potential applications of multimedia systems span almost all
domains for which computers have already proven useful, and seems
likely to extend to many new domains as well [4]. At the same
time, the demand of high performance multimedia applications is
increasing in our daily life. Both performant processing units and high
performant MPSoC communication platform are needed to address
distributed multimedia applications.

The objective of this paper is to present an automatic and algo-
rithmic mapping technique for MPSoC platforms and considering
2D-mesh NoC as case study. The heuristic approaches are efficient
but at application startup, it takes longer to start and optimal mapping
may not be achieved. The optimal mapping solution makes the
application performance and power efficient. We propose the mapping
algorithm, which satisfies the bandwidth constraints of NoC and
minimizes the APL and power consumption. The IP mapping is done
at high abstraction level based on communication requirements of
cores extracted from a high level application simulation tools like
Matlab Simulink [5]. A cycle accurate simulation of resulting NoC
mapped application in VHDL validates our approach. Reduction in
power consumption has been validated by the high level NoC power
simulator presented in [6].

The remainder of this paper is organized as follows. Section
II explains the previously proposed mapping techniques with the
pros and cons of each approach. Section III presents the proposed
design flow and mathematical analysis and algorithm implementation.
Section IV explains our simulation results. Section V draws final
conclusions.

II. RELATED WORK

The number of task allocation and scheduling techniques for
communication and resource management of MPSoC systems with
homogenous and heterogenous cores have already been proposed.
An application specific algorithm for task allocation and IP core
placement is not a recent topic to be addressed but still needs attention
to deal with upcoming modern applications.

Srinivasan et al. [7] and Hu et al. [8] presents a heuristic approach
for bandwidth constrained mapping of cores onto NoC architecture.
In their approach, initially, the core with maximum communication
demand is placed onto one of the mesh nodes with maximum
number of neighbors.Then for each core, yet to be mapped, the
core communicating more with the already mapped cores is selected
and placed onto the node, that minimizes the communication cost
with mapped cores. After mapping all the cores, iterative pair-wise
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swapping is used to improve the mapping till the system delivers
the best performance. The issue with these approaches is that they
don’t consider the traffic distribution of each core. A core may have
high communication requirements with many number of nodes but
big fraction of the traffic might be only for one core. In this situation,
this core should not be the first one to get mapped.

Stensgaard et al. [9] propose an application specific reconfigurable
NoC architecture. In this approach, authors ignore the physical
distance between IP-block/router as long as a logical link can be
established. Any application can be mapped on NoC in this way.
However, if physical distance is optimized as well, this approach
may become more power and performance efficient. Physical distance
can be optimized by considering communication pattern of known
applications to be mapped on system under consideration.

Walter et al. [10] propose to divide the cores into number of classes
according to the the core functionality. Initially the random mapping
is generated and then repeatedly, cores are swapped to reduce the
application execution time unless further improvement is not obtained
for a predefined number of iterations.The problem with this appraoch
is that because of random nature, the optimal solution cannot be
achieved all the time.

Seceleanu et al. [11] introduce application specific approach for
device allocation on the Segbus platform based on communication
scheduling. Main goal of this approach is to minimize the cross
border communication and maximize parallelism in communication
between IPs. So, this technique is platform specific as well. Similar
approach can be adopted for other MPSoC platforms to minimize the
communication load.

Ogras et al. [12] address the optimization of generic NoC topology
with application-specific long-range links insertion. The authors
propose an algorithm that determines the long-range links that need
to be inserted on a regular mesh network. But in this approach,
application specific placement of IPs is ignored. If the interconnect
topology is decided by considering the application requirements and
communication load, we can reduce the number of Long-Range links.

The approach we illustrate here does not impose restrictions
towards other MPSOC platforms. In our approach, we propose an
algorithm for proper placement of IPs according to the application
requirements. The requirement of long range link insertion can be
checked that either long-links are still needed or not for desired
performance level after the mapping. As example , two multimedia
application, video conference encoder and MPEG-4 video encoder
are mapped on 2D-mesh NoCs platform.

III. MAPPING TECHNIQUE

In this section, we present the mapping approach. The basic
parameters to rate the the mapping technique are communication cost
optimization and reduction in power consumption. To optimize the
communication cost, the cores should be mapped in such a way that
the mapped application looks similar to the point-to-point connections
in application and average hop count value approaches ’1’. Due to
limitations of interconnection platform like a node in 2D-mesh NoC
cannot communicate directly with more than four nodes, average hop
count value goes away from ’1’, if a core communicates with more
than four cores.

The basic approach for any mapping technique is to map the
cores on neighboring nodes, which communicate with each other.
Due to unavailability of cores at mapping time, it is not an easy
task. Consider the application graph shown in Fig. 1(a), which needs
to be mapped on 4x4 2D-mesh NoC of homogeneous cores. Now
suppose that other applications are already running on the system

and only four cores are available to serve the new application. The
available cores are marked in Fig. 1(b). It is vary simple to map a
four core application as compared to a many core application. But the
available cores are far from each other and only two available cores
reside side-by-side. In example graph, cores ’B’ and ’D’ require more
bandwidth to communicate with each other as shown by the weighted
edges in Fig. 1(a). Thus cores ’B’ and ’D’ will be mapped first as
neighboring nodes at ’10’ and ’00’ respectively. Cores ’A’ and ’C’ are
mapped after the mapping of ’B’ and ’D’ in other two available cores
with minimum communication cost. IPs can be prioritized to map
first on the basis of communication load and number of neighboring
nodes, which communicate directly with that node like node ’B’
communicate directly with node ’D’.

(a) Example appli-
cation graph

(b) Mapping on 2D-mesh NoC

Fig. 1. Example application mapping with limited availability of cores.

In case of 2D NoC mesh, nodes with higher priority should
be mapped on central nodes so that they can communicate with
more number of nodes with minimum hop count. To generate the
application mapping for any MpSoC platform, basic parameters are
the total number of packets communicated by IP, nature of packets
like multicast or unicast and order of processing of packets. This
information can be extracted from high level simulation tool like
Matalb Simulink as discussed in section I. The communication
between processes is organized as a Packet based Synchronous Data
Flow (PSDF) diagram [13]. For video conference encoder application,
PSDF diagram is shown in Fig.2. There are two values on each graph
edge. The first value represents the number of successive same size
transactions during one application cycle and second value represents
the relative ordering among the data flows in given application. The
application is a group of sub-applications H.264 video encoder, MP3
audio encoder and OFDM transmitter.

The mapping technique can be divided into two steps: Prioritization
and Placement. Prioritization of IP cores is platform independent
while the placement phase is platform and topology dependent.

A. Prioritization of IP Cores

After having the inter-core communication data for the given
application, next step is to prioritize the IP cores for placement.
Prioritization of IP cores is based on four parameters: Total number
of packets to be communicated to-or-by the core(NPi), Number
of neighboring cores to be communicated (Ni), Traffic distribution
(σ2

xi) and Number of cores communicating with the neighbors of the
current core (Nf ). Total number of packets, transmitted and received
by current IP are computed by NPi =

∑
j
(Ci,j+Cj,i). Similarly, Ni
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Fig. 2. PSDF for Video Conference encoder application.

=
∑

j
(nnz(Ci,j) + nnz(Cj,i)). Where, i is the current IP and Ci,j

is the number of packets communicated from node i towards node j.
nnz is a function to count the number of non-zero load communication
edges. To count the number of neighbors for a core, a communication
edge is considered between each pair cores. The edges with non-zero
values represent the edge between neighbors.

Traffic distribution is the load variance for a core. Suppose, an IP
communicates with five different cores. But 95% of its traffic is for
a single IP core. With rest of cores, it communicates for very few
packets. Thus, only one core is strongly connected and should be
mapped on neighboring node of current node. The remaining four
cores can be mapped on nodes far way from current node, if enough
nodes side-by-side are not available. Thus, current node does not
require a central node for mapping even if it communicates with
many cores. To deal with such situations, traffic distribution is the
measure if the communication for current IP is dedicated to fewer
IPs or it is uniform for Ni IPs. Statistical variance in communication
can be used to decide either the communication load is distributed
for an IP core among it neighbors or not. Statistical variance can be
computed by Eq.1.

σ2
xi =

1

Ni

Ni∑
n=1

(xni −XNi)
2 (1)

Where, XNi = Average link load for IPi.
= NPi / Ni

xni = Number of packets to be communicated
between nth and IPi.

After extracting the communication parameters, discussed above,
next step is to define the prioritization expression. Priority is directly
proportional to NP and Ni and is inversely proportional to the σ2

x.
Now, we have an expression in Eq.2.

Pi =
NPi ∗Ni

σ2
xi

(2)

Where Pi is the priority of ith processing element. The factor Nf

mentioned above is not considered, while formulating Eq.2. Nf is
the number of shared IPs to communicate with ith and current IP,
where ith element has already been placed. Thus, the factor Nf is
computed by using the output of Eq.2. Final priority value is directly
proportional to Nf given by Pi ∗Nf . The priority sequence for the
application shown in Fig. 2 is Motion compensation, YUV Generator,
Motion estimation, SRAM etc. respectively in descending order.

B. Placement (Platform Dependent)

After having the prioritized and sorted sequence of IP cores to
be mapped, next step is to map the application cores onto the
MPSoC platform. The placement algorithm is platform and topology

dependent. The task of placement algorithm is to optimize the APL
value and reduce the power consumption. With higher value of
average hop count, both the dynamic and static power consumption
values are increased. So, optimization of average hop count also
optimizes the power/performance characteristics. Mapping algorithm
for 2D-mesh NoC is shown in Algorithm III.1.

In this algorithm, Neighbors is a function to check the point-
to-point communication between two cores in actual application.
Shared function is used to investigate and find that if there are
some IP cores, which are mutual neighbors of the parameter IP
cores. Using Shared Cores, Neighbor Cores, MPSoC Platform and
Cores Availability, current IP is placed by using function Place.
Cores Availability keeps record of already placed IPs as well. If
the next IP core to be mapped does not communicate with already
placed IPs, it is placed away from already placed IP cores using the
function Map Away.Placement of IPs for video conference encoder
application presented in Fig.2 is shown in Fig.3. Insertion of Long-
Range links proposed by [12] can be considered with mapping
algorithm to further enhance the system performance.

IV. EXPERIMENTAL RESULTS

To demonstrate the better power and performance characteristics
of the proposed mapping algorithm, a cycle-accurate NoC simulation
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Fig. 3. Mapping generated for the application shown in Fig. 2.

environment was implemented running two applications mapped with
four different mapping algorithms (Proposed, NMAP [7], Walter et
al. [10], and PBB [8] ) in HDL. The simulations were performed for
4x4 and 5x5 mesh NoCs with MPEG4 and video conference encoder
applications, respectively. The comparison is performed in terms of
power consumption and APL. The packet latency was defined as the
time duration from when the first flit is created at the source node
to when the last flit is delivered to the destination node. For each
simulation, the packet latencies were averaged over 50,000 packets.
Latencies were not collected for the first 5,000 cycles to allow the
network to stabilize. It was assumed that the packets had a fixed
length of 66 flits, the buffer size of each synchronous buffer was eight
flits and the data width was set to 32 bits. The NoC switches exploit
2 virtual channels for each input port. To perform the simulations, we
used an XY wormhole routing algorithm. A 50 MHz clock frequency
is applied to the NoC, resulting in a maximum transmission rate per
link equals to 400 Mbps. To estimate the switch power consumptions,
the high level NoC power simulator presented in [6] was used.

The NoC system performance and power consumption for four
different mapping algorithms are given in Fig. 4. It can be observed
from the Fig. 4 that the proposed approach shows more than 20%
reduction in APL as compared to the PBB mapping technique. Similar
are the values for other techniques. The difference in performance is
more as the number of cores in application are increased and can
be observed in Figures 5 and 4. The mapping technique shows more
improvement for 5x5 NoC as compared to the application mapped
to 4x4 mesh NoC. The power consumptions of the interconnection
network which are based on 35nm standard CMOS technology are
presented in Fig.5. Though the pattern of power comparison is similar
to APL but reduction factor is different. The reason is that reducing
the number of hops directly affects APL. But power consumption
is not reduced by same factor because packet generation and static
power are the major power sinks, which are independent of the
mapping technique.

V. CONCLUSIONS AND FUTURE WORK

Heuristic application mapping technique for NoC shows significant
improvement in system performance. Platform independent core pri-
oritization criteria was decided. On the basis of that, power and per-
formance aware mapping algorithm for NoC based MPSoC platform
was proposed. A significant improvement in system performance and
reduction in power consumption was observed.

The mapping algorithm for 3D-mesh NoC can be developed in
next phase. During the mapping, off-chip communication will be

Fig. 4. Average Packet Latency with XY routing algorithm.

Fig. 5. Power consumption with XY routing algorithm.

considered because the transmitter or receiver nodes for off-chip
communications should be mapped on edge or corner nodes. This
can significantly reduce the the APL value and power consumption
significantly. Multicasting of data is another issue, which needs to be
addressed while designing the mapping algorithm.
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