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Abstract Times is a tool suite designed mainly for symbolic schedu-
lability analysis and synthesis of executable code with predictable be-
haviours for real-time systems. Given a system design model consist-
ing of (1) a set of application tasks whose executions may be required
to meet mixed timing, precedence, and resource constraints, (2) a net-
work of timed automata describing the task arrival patterns and (3)
a preemptive or non-preemptive scheduling policy, Times will generate
a scheduler, and calculate the worst case response times for the tasks.
The design model may be further validated using a model checker e.g.
UPPAAL and then compiled to executable C-code using the Times com-
piler. In this paper, we present the design and main features of Times
including a summary of theoretical results behind the tool. Times can
be downloaded at www.timestool.com.

1 Introduction

In classic scheduling theory, real time tasks (processes) are usually assumed to
be periodic, i.e. tasks arrive (and will be computed) with �xed rates periodically.
Analysis based on such a model of computation often yields pessimistic results.
To relax the stringent constraints on task arrival times, we have proposed to use
automata with timing constraints to model task arrival patterns [1]. This yields
a generic task model for real time systems. The model is expressive enough to
describe concurrency and synchronization, and real time tasks which may be
periodic, sporadic, preemptive or non-preemptive, as well as precedence and re-
source constraints. We believe that the model may serve as a bridge between
scheduling theory and automata-theoretic approaches to system modeling and
analysis. The standard notion of schedulability is naturally generalized to au-
tomata. An automaton is schedulable if there exists a scheduling strategy such
that all possible sequences of events accepted by the automaton are schedulable
in the sense that all associated tasks can be computed within their deadlines.
It has been shown that the schedulability checking problem for such models is
decidable [1]. A recent work [6] shows that for �xed priority scheduling strategy,
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the problem can be e�ciently solved by reachability analysis on timed automata
using only 2 extra clock variables. The analysis can be done in a similar manner
to response time analysis in classic Rate-Monotonic Scheduling.

The �rst main function of Times is developed based on these recent results
on schedulability analysis. Its second main function is code generation. Code
generation is to transform a validated design model to executable code whose
execution preserves the behaviour of the model. Given a system design model
in Times including a set of application tasks, task constraints, tasks arrival
patterns and a scheduling policy adopted on the target platform, Times will
generate a scheduler and calculate the worst-case response times for all tasks.
The model may be further validated by a model-checker e.g. UPPAAL [9], and
then compiled to executable C-code. We assume that the generated code will be
executed on a platform on which every annotated task in the design model will
not take more than the given computing time. Further assume that the platform
guarantees the synchronous hypothesis in the sense that the times for handling
system functions e.g. collecting external events can be ignored compared with the
computing times and deadlines for the annotated tasks. Under these assumptions
on the platform, code generation is essentially to resolve non-determinism in
the design model. In Times, time non-determinism is resolved by the maximal
progress assumption, that is, whenever a transition is enabled, it should be taken.
External non-determinism in accepting events is resolved using priority order.

The rest of the paper is organized as follows: the next section describes
the core of the input Times language and its informal semantics. Section 3
summarizes brie�y the main theoretical work on schedulability analysis and code
synthesis. Section 4 describes the main features of Times, the tool architecture
and the main components in the implementation. Section 5 concludes the paper
with a summary of ongoing work and future development.

2 Task Models in Times

The two central concepts in Times are task and task model. A task (or task type)
is an executable program (e.g. in C) with task parameters: worst case execution
time and deadline. A task may have di�erent task instances that are copies of the
same program with di�erent inputs. A task model is a task arrival pattern such
as periodic and sporadic tasks. In Times, timed automata are used to describe
task arrival patterns.

2.1 Tasks Parameters and Constraints

Following the literature [4], we consider three types of task constraints.

Timing Constraints A typical timing constraint on a task is deadline, i.e. the
time point before which the task should complete its execution. We assume that
the worst case execution times (WCET) of tasks are known (or pre-speci�ed).
We characterize a task as a pair of natural numbers denoted (C;D) with C � D,



where C is the WCET of P , D is the relative deadline for P . In general, the
execution time of a task can be an interval [CB ; CW ] where CB and CW are
the best and worst case execution times. The deadline D is a relative deadline
meaning that when task P is released, it should �nish within D time units.

Precedence Constraints The execution of a task set may have to respect some
precedence relations. These relations are usually described through a precedence
graph in which nodes represent tasks and edges represent precedence relation. In
Times, we use cyclic AND/OR-precedence graphs in which we distinguish ordi-

nary and inter-iterative edges (denoted 9 9 K) [3] such that inter-iterative prece-
dence constraints apply to all task instances except for the �rst one. An example
of such graph is shown in Figure 1.
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Figure1. Example of cyclic AND/OR precedence graph.

According to the graph, P4 can start its execution only if it is preceded by
P3 and either P1 or P2. The �rst instance of task P1 can start its execution at
any time while any further instance of P1 must be preceded by task P4.
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Figure2. An example semaphore access pattern.



Resource Constraints Tasks may share resources or data variables protected by
semaphores. A task must follow its given semaphore access pattern to lock and
unlock semaphores, which is the resource constraint on the task. The access to
semaphores will be scheduled using priority ceiling protocols e.g. the highest
locker protocol [10]. A semaphore access pattern for a task is a list of timed
semaphore-operations in the form: fSi(Pi; Vi)g where Si is the semaphore name,
Pi is the accumulated execution time needed for the task to reach the lock-
operation on Si and Vi is the accumulated execution time needed for the task
to reach the unlock-operation on Si. The blocking time for Si is Vi � Pi. An
example semaphore access pattern fS1(3; 13)g;S2(6; 11)g of a task is illustrated
in Figure 2. The task will try to lock S1 when it has been executed for 3 time
units and it will lock it for 10 time units.

2.2 Timed Automata as Task Arrival Patterns

The core of the Times input language is timed automata extended with data
variables [9] and tasks [5] and [7]. As in the UPPAAL model, each edge of such
an extended automaton is labeled with three labels:

1. a guard containing a clock constraint and/or a predicate on data variables.

2. an action which can be an input or output action in the form of a! and a?.

3. a sequence of assignments in the form: x := 0 when x is a clock or v := E
when v is a data variable, where E is a mathematical expression over data
variables and constants.

A location of an extended automaton may be annotated with a task or a
set of tasks that will be triggered when the transition leading to the location
is taken. The triggered tasks will be put in a task queue (i.e. ready queue in
operating system) and scheduled to run according to a given scheduling policy.
The scheduler should make sure that all the task constraints are satis�ed in
scheduling the tasks in the task queue. To model concurrency and synchronisa-
tion between automata, networks of automata are constructed in the standard
way as in e.g. UPPAAL with the annotated sets of tasks on locations unioned.

2.3 Shared Data Variables

Four types of shared data variables can be used for communication and resource
sharing:

1. Tasks may have shared variables with each others, protected by semaphores.

2. Tasks may read and update variables owned by the automata.

3. Automata can read (but not update) variables owned by the tasks.

4. Automata may have shared variables with each other.



3 Analysis and Synthesis

In Times, a timed automaton annotated with tasks (or network of such au-
tomata) is considered as a design model. The tool o�ers two main functions:
schedulability analysis of design models and generation of executable code from
the models.

3.1 Schedulability Analysis

In [7], an operational semantics for timed automata extended with tasks is de-
veloped. A semantic state of such an automaton is a triple (l; u; q) where l is
the current control location, u denotes the current values of clocks and data
variables, and q is the current task queue keeping all the released tasks to be
executed. The semantics of an automaton is de�ned by a transition system in
which the transition rules are parameterized by a scheduling policy to schedule
the task queue when new tasks are released.

Given an extended automaton and a scheduling policy, the related schedula-
bility analysis problem is to check whether there exists a reachable state (l; u; q)
of the automaton where the task queue q contains a task which misses its given
deadline. Such states are called non-schedulable states. An automaton is said
to be non-schedulable with the given scheduling policy if it may reach a non-
schedulable state. Otherwise the automaton is schedulable. As the number of
reachable states of an extended automaton is in�nite, it is not obvious that the
schedulability analysis problem is decidable.

The �rst decidability result is presented at TACAS 2002 showing that the
schedulability checking problem for the optimal scheduling policy i.e. EDF can
be solved by reachability analysis on timed automata extended with subtraction
on clocks. Consider an automaton A and a scheduling strategy Sch. To check if
A is schedulable with Sch, we construct timed automata E(Sch) (the scheduler),
and E(A) (the task arrival pattern), and check the reachability of a prede�ned
error state in the product automaton of the two. If the error state is reachable,
automaton A is not schedulable with Sch.

The maximal number of clock variables needed in constructing the sched-
uler automaton is 2n where n is the total number of schedulable task instancesP

i2P dDi=Cie where P is the set of task types, and Ci; Di are the computing
time and deadline for each task type i.

To construct E(A), the automaton A is annotated with distinct synchroniza-
tion actions releasei on all edges leading to locations labeled with the task name
Pi (assume that only one task is annotated). The actions will allow the scheduler
to observe when a task is released by A for execution. The structure of E(Sch)
is shown in Figure 3.

The main idea is to keep track of the task queue, denoted by q on each step of
the reachability analysis. Therefore in the encoding E(Sch) there is a transition
with the guard nonschedulable(q) from every location where the queue is not
empty (i.e. from all locations except Idle) to the error state. In the encoding, the
task queue q is represented as a vector containing pairs of clocks (ci; di) for every
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Figure3. Scheduler automaton.

released task instance, called execution time and deadline clock respectively. The
intuitive interpretation of the locations in E(Sch) is as follows:

� Idle - the task queue is empty,
� Arrived(Pi) - the task instance Pi has arrived,
� Run(Pj) - the task instance Pj is running,
� Finished - a task instance has �nished,
� Error - the task queue is non-schedulable.

Locations Arrived(Pi) and Finished are marked as committed, which means that
they are being left directly after entering.

We use the predicate nonschedulable(q) to denote the situation when the task
queue becomes non-schedulable and naturally there is a transition labeled with
the predicate leading to the error-state. The predicate is encoded as follows:
9Pi 2 q such that di > Di.

We use Sch in the encoding as a name holder for a scheduling policy to
sort the tasks queue. A given scheduling policy is represented by the predicate:
Pi = Hd(Sch(q)). For example, Sch can be:

� Highest priority �rst (FPS): Pi 2 q;8Pk 2 q Pri(Pi) � Pri(Pk) where Pri(P)
denotes the �xed priority of P .

� First come �rst served (FCFS): Pi 2 q;8Pk 2 q di � dk
� Earliest deadline �rst (EDF): Pi 2 q;8Pk 2 q Di � di � Dk � dk
� Least laxity �rst (LLF): Pi 2 q;8Pk 2 q ci�di+Di�Ci � ck�dk+Dk�Ck

For more detailed description of the automaton E(Sch), see [7].

Variant execution times. The analysis for tasks with constant execution times
can be extended to deal with interval execution times: [CiB ; CiW ] for each task
Pi (the best case and worst case execution times). The idea is to modify the
scheduler automaton as shown in Figure 4. We use ci to keep track of the lower
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Figure4. Varying execution times.

bound of the accumulated execution time for Pi, and wi to denote the accu-
mulated di�erence between best and worst completion time of Pi. Obviously wi
should be set to CiW � CiB in the beginning of task execution. Observe that
each preemption will enlarge the di�erence for the preempted task with lower
priority by the di�erence for the �nishing task with higher priority. Accordingly,
we modify the scheduler automaton as follows: The guard on edge from loca-
tion Run(Pj) to Finished should be CjB � cj � CjB + wj and variable updating
should be ck := ck �CjB ; wk := wk +wj for all k such that preempted(Pk). The
rest of the scheduler automaton reamins the same as before.

Fixed priority scheduling policy. In a recent work [6], it is shown that the schedu-
lability problem for Fixed Priority Scheduling Policy can be solved e�ciently
using ordinary timed automata with only two clock variables (in addition to
the original clocks used to describe task arrivals). For models with shared data
variables (e.g. data dependent control when the values of data variables of a task
may in�uence the release time of task instances), the number of clocks needed
in the analysis is n+1 where n is the number of tasks involved in the data shar-
ing. More recently these results are extended to handle precedence and resource
constraints [8] and implemented in Times.

3.2 Code Generation

The second main function of the tool is code generation. We consider automata
extended with tasks as design models. Code generation is to transform a vali-
dated design model to executable code whose execution preserves the behaviour
of the model. We assume that the generated code will be executed on a platform
on which every annotated task in the design model will not take more than the
given computing time. Further assume that the platform guarantees the syn-
chronous hypothesis in the sense that the times for handling system functions
e.g. collecting external events can be ignored compared with the computing times
and deadlines for the annotated tasks. Under these assumptions on the platform,
code generation is essentially to resolve non-determinism in the design model.

Deterministic semantics A model can exhibit two types of non-determinism:
time non-determinism, i.e. that enabled transition can be taken at any time point



within the time-zone, and external non-determinism i.e. that several actions may
be simultaneously present from the environment. To overcome the problems
introduced by this we adopt a deterministic semantics that de�ne a subset of
the behaviour. External non-determinism is resolved by de�ning priorities for
action transitions in the controller. If several transitions are enabled in a state
the one with the highest priority is taken. Time non-determinism is resolved
by adopting the so-called maximal-progress assumption [11]. Maximal-progress
means that the controller should take all enabled transitions until the system
stabilises, i.e. no more action transitions are enabled.

Structure of the generated code Times is currently able to generate code for
a small generic operating system (brickOS), and code for platform independent
execution. The generated code is in C and an optimising compiler is used to
compile the �nal program. For both cases, the control structure of the timed
automata is encoded into four tables and two functions. These are used by an
event handling procedure which is invoked on events (such as timeouts and ar-
rival of external events) to update the state of the controller. When an action
transition has been executed the event handling procedure will continue to ex-
ecute transitions until a stable state is reached, i.e. it implements the maximal
progress or run-to-completion semantics.

Code generation for brickOS brickOS is a small open source operating sys-
tem designed to run on the Hitachi H8 equipped RCX control brick in the
LEGOMindstorms system. We consider brickOS to be a reasonable example
of a target platform running a small operating system. On this target we let the
tasks execute as separate threads which are scheduled by the underlying operat-
ing system. Due to limited support for interrupts the event handling procedure
is executed every time the OS scheduler is executed (i.e. every 20 ms).

Platform-independent code generation The platform independent target does not
rely on any speci�c operating system, instead it implements its own run-time
system based on the scheduler automaton created for schedulability analysis.
The run-time system also includes code to handle task release and execution,
and an event handler that is invoked periodically to poll for new events. The
current implementation of the platform independent code can only handle non-
preemptive tasks.

4 Tool Overview

In this section, we present the main features of Times, the tool architecture and
the main components in the implementation.

4.1 Features

Figure 5 illustrates a design process using Times. As shown in the use case,
Times o�ers the following main features:



• Functional specification

• Assumptions about environment

• Worst Case Response Times

• Functional and safety requirements

• Task code

• Executable application code

• Task parameters

• Control structure

• Scheduling strategy

• Precedence constraints

• Resource constraints

• Environment model
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Figure5. The design process using Times.

� Editor (see Figure 6) to graphically model a system and the abstract be-
haviour of its environment. A system description consists of a task set and
a network of timed automata extended with the tasks.

A task is described by the task code (in C), its (worst-case) computation time
and (relative) deadline, and if applicable optional parameters for priority (for
�xed priority scheduling), period (for periodic tasks), and minimal inter-
arrival time (for sporadic tasks). It is also possible to specify precedence
constraints on the tasks using an editor for AND/OR precedence graphs,
and resource access patterns using semaphores.

� Simulator (see Figure 7) to visualise the dynamic behaviour of a system
model as Gantt charts and message sequence charts. The simulator can be
used to randomly generate possible execution traces, or alternatively the
user can control the execution by selecting the transitions to be taken. The
simulator can also be used to visualise error traces produced in the analysis
phase.

� Analyser to check that the tasks associated to a system model are guar-
anteed to always meet their deadline. In case schedulability analysis �nds a
task that may fail to meet its deadline, a trace is generated and visualised in
the simulator. It is also possible to compute the worst-case response times
of individual tasks. Recently, an improved schedulability analysis algorithm
has been developed for tasks with �xed priorities without dependencies [6].
The schedulabilty analysis has also been extended to handle resource and
precedence constraints [8]. In addition to scheduling, it is possible analyse
safety and liveness properties speci�ed as temporal logic formulae.

� Compiler to generate executable C code from timed automata with tasks.
The compiler assumes that the target platform ensures the asynchronous



Figure6. The Times editor.

hypothesis and that the task code can be executed in the speci�ed computa-
tion time. To produce executable code, the compiler relies on a deterministic
re�nement of the semantics that realise a subset of the behaviour speci-
�ed in the timed automata of a system model. In this way, the generated
code is guaranteed to satisfy analysis results from e.g. schedulabilty analysis
when executed on the target platform. The currently implemented compiler
supports code generation for: the brickOS operating system (that uses the
scheduler in the brickOS runtime system), platform independent code (C
code for GNU gcc, including code for a scheduling policy), and code for the
Animator of Times.

� Animator to transform hybrid automata modeling the controlled environ-
ment into C code simulating the controlled objects in the environment of
the embedded system. The simulated environment enables the designer to
experiment with the design prior to implementation.

4.2 Implementation

The architecture of the Times tool is illustrated in Figure 8. Logically it is
divided in three main parts:

� Graphical User Interface consisting of editors, simulator, analyser, and
animator, as described above. The graphical user interface is implemented



Figure7. The Times simulator.

entirely in Java and uses XML to represent the system descriptions both
internally and externally (on �le).

� Server consisting of two parts: a scheduler generator implemented in Java,
and a module for schedulabilty analysis based on the Uppaal engine [9] with
extensions, like the rest of the Uppaal engine implemented in C++. The
scheduler generator produces a scheduler automaton based on input from the
editor, which is composed in parallel with an annotated version of the original
system automata. The parallel composition is analysed by on-the-�y reacha-
bility techniques in the schedulabilty analysis module. Currently supported
scheduling policies are: rate monotonic, deadline monotonic, �xed priority
scheduling (with user de�ned priorities), earliest deadline �rst (EDF), and
�rst come �rst served (FCFS). All scheduling policies support preemptive or
non-preemptive task sets.

� Compiler that takes as input the XML system representation from the
editor and the task code segments to produce executable code of the appli-
cation. The generated code consists of three main parts: a set of C-functions
(look-up tables) representing the automata of the system representation, a
generic part storing and updating the current state according to the look-up
tables, and possibly an implementation of the scheduling strategy (in case
platform independent code is produced).



Figure8. The Times tool architecture.

5 Applications and Current Development

Case Studies Currently we are in the process of using Times to verify reliable
message transmission with TTCAN (Timed Triggered CAN). So far, the only
non-trivial example using Times is the development of the control software of
a production cell (a well-studied case in veri�cation), consisting of an industrial
robot, a press and two transportation belts to process and move metal plates.
The robot controller is designed as a timed automaton annotated with tasks.
A complete description of the case study can be found in [2]. It is a non-trivial
application involving 12 tasks (task types), 7 automata, 17 integers, 24 booleans
and 31 clock variables (7 in the model and 24 in the scheduler). The schedulability
(and a number of other requirements) of the system is veri�ed on a machine
equipped with two 1.8 GHz AMD processors and 2 GB of main memory, running
Mandrake Linux. Times consumes 207 MB of memory and terminates in 11
minutes. Using the option for over approximation (based on the convex-hull
approximation, the analysis requires only 13 MB and 9 seconds on the same
machine.

UML SPT pro�le SPT (Scheduling, Performance, and Time) speci�cation
is a UML pro�le developed recently as an extension of the UML standard to
model time and time-related aspects of embedded systems. An ongoing work has
been initiated with I-Logix to develop Times as a plug-in tool for schedulability
analysis of UML diagrams in Rhapsody, annotated with stereotypes, constraints,
and tag de�nitions according to the UML SPT pro�le.
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