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Abstract—Hierarchical scheduling provides predictable timing and temporal isolation; two properties desirable in real-time embedded systems. In hierarchically scheduled systems, subsystems should receive a sufficient amount of CPU resources in order to be able to guarantee timing constraints of its internal parts (tasks). In static systems, an exact amount of CPU resource can be allocated to a subsystem. However, in dynamic systems, where execution times of tasks vary considerably during runtime, it is desirable to give a dynamic portion of the CPU given the current load situation. In this paper we present a feedback control approach for adapting the amount of CPU resource that is allocated to subsystems during runtime such that each subsystem receives sufficient resources while keeping the number of deadline violations to a minimum. We also show an example simulation where the controller adapts the budget of a subsystem.

I. INTRODUCTION

Embedded real-time systems become increasingly more complex, making it difficult to combine hard real-time guarantees with efficient use of system resources. When runtime behavior of tasks in a complex real-time system is difficult to predict, the feedback scheduling concept can be used as a powerful tool for adapting scheduling to the task’s requirements. Scheduling parameters can be adapted during run-time such that tasks get a better service in response to their request for the shared resources. Although a variety of techniques are available based on feedback scheduling, a suitable technique should be designed given the context of our Hierarchical Scheduling Framework (HSF) [1].

The HSF provides a modular way for scheduling and guaranteeing timing constraints of real-time tasks [2], [3]. The HSF can be illustrated using a tree structure in which each node is responsible for scheduling its children using resources received from its corresponding parent node. Each child provides the parent with parameters such as period and budget (the subsystem interface), and parents schedule their children according to the subsystem interface parameters. Resource efficient interface variables can be found, for example, by assuming a fixed period for subsystems and trying to find a minimum possible value for the budget in which the system is schedulable [4]. In this paper, a feedback mechanism is introduced for online control of the interface parameters in a HSF. The goal of the presented approach is to adapt the budget of subsystems during runtime to achieve an efficient CPU utilization in comparison with systems having pre-assigned fixed interface parameters, especially when tasks within a subsystem experience a considerable change in their execution time. Given a particular subsystem period, the subsystem budget should be kept to a minimum while at the same time minimizing the number of potential deadline misses within a predetermined time-interval. The contributions of this paper are the design of the feedback control system for dynamic adaptation of resource parameters in the HSF, and a simulation study investigating the performance of our solution.

The remainder of this paper is organized as follows. Section II provides a brief information about our HSF. Section III describes the mathematical model of the plant as well as the designed controller. Section IV shows one example simulation of our HSF with feedback control. Related works are presented in Section V. Finally, conclusion is presented in Section VI.

II. THE HIERARCHICAL SCHEDULING FRAMEWORK

In this paper we investigate feedback scheduling in a single CPU where each CPU is modeled as a system S. Each system consists of a set of subsystems $S_i \in S$. The system is scheduled using a two level HSF. During run-time, the global scheduler chooses one of the subsystems and allocates CPU to that subsystem. Then, the subsystem’s local scheduler shares this allocated CPU among its tasks according to its scheduling algorithm.

A. Subsystem Model

Each subsystem $S_i$ is represented by its timing interface parameters $(P_S, B_S)$ where $P_S$ and $B_S$ are subsystem period and budget respectively. Each subsystem $S_S$ also consists of a set of tasks $T_S$ and a local scheduler.

B. Task Model

We assume the periodic soft real-time task model $\tau_i(T_i, P_i, C_i, D_i)$, where $T_i$, $P_i$, $C_i$, and $D_i$ are task period, priority, worst-case execution time and relative deadline respectively.

III. CONTROLLER

The objective of this section is to provide detailed information about how control theory is applied to our HSF. The controller changes the manipulated variables based on the input, which is the controller error, and the controller algorithm. The controller error is defined as the difference between controlled variable and the reference input. The first step in designing a controller is to define the controlled and
manipulated variables, which are explained in this section. In the design of the controller we have used a similar approach as the one presented in [5]. The significance of our work is that we apply feedback control to the context of hierarchical scheduling. We use two feedback loops to control the plant. The first loop is responsible for controlling the number of deadline misses and the second loop tries to reduce amount of idle time in the subsystems. To simplify the analyses, these feedback loops are considered to be independent from each other. Therefore, for each loop a set of controlled variables as well as analyses are presented separately. It is important to notice that in both design and simulation phases we assume there are enough resources for all subsystems such that increasing budget of one subsystem does not affect timing guarantees of other subsystems.

A. Controlled Variables

The first controlled variable is $M_S(t)$ which is defined as the total number of missed deadline jobs of all tasks inside the subsystem $S$, within one specified time window ($tw_m$) prior to the current time $t$. The control loop which uses $M_S(t)$ as its controlled variable is called "M-loop" in the rest of the paper. The next controlled variable is $U_S(t)$ which is defined by the following formula

$$U_S(t) = \frac{B_S(t)}{E_S(t)}$$

where $B_S(t)$ and $E_S(t)$ represent total budget of the subsystem and total measured time of CPU usage by all tasks of the subsystem $S$ in the time window $tw_m$ respectively. Similar to the M-loop, we call the second control loop "U-loop" in the rest of the paper.

B. Manipulated Variables

The budget of subsystem $B_S(t)$ is considered as the manipulated variable. The budget should be adjusted based on the error between the controlled variable and the reference input. In each sampling period, the controller adds budget change value $DB_S(t)$ to the previous value of the subsystem budget.

$$B_S(t) = B_S(t-1) + DB_S(t)$$

C. Model of Plant

In this section an approximate analytical model of the controlled system is presented. This model is useful when we are looking for optimal values of the tunable parameters in the controller. Based on the model and some analyses we find boundaries for tunable variables. Relation between the control output ($DB_S(t)$) and controlled variables ($U_S(t)$ and $M_S(t)$) is of interest in the plant model. For the controlled variable $U_S(t)$, from the definition we have

$$U_S(t) = \frac{B_S(t)}{E_S(t)}.$$ 

In order to continue analysis we use $WCET_S = max(E_S(t))$. Hence

$$U_S(t) = \frac{B_S(t)}{WCET_S}$$

where $WCET_S$ is a total worst case execution time of all tasks in subsystem $S$. After transferring to the z domain, from the control input $DB_S(t)$ to $U(z)$ the transfer function is: $U(z) = P_1(z)DB_S(z)$ and $P_1(z) = G_U/(z-1)$ where $G_U = \frac{1}{WCET_S}$.

We can define $M_S(t)$ based on $U_S$ and derive a similar model for $M_S(t)$:

$$M_S(t) = M_S(t-1) + G_m(U_S(t) - U_S(t-1))$$

where $G_m$ is deadline miss factor and can be found by plotting the $M_S(t)$ curve as a function of $U_S(t)$. For continuing the analysis we use $G_M$ as the maximum value of $G_m$. Similar to $U_S(t)$ we can derive the transfer function $P_M(z) = G_U G_M/(z-1)$.

D. Model of Controller

A PI controller is used to control the plant. As it is mentioned in [5] the rationale behind not using the derivative term (D) is that this term might amplify noise when system load experiences significant changes. The PI controller function is

$$D_{B_S}(z) = K_P Error_S(z) + K_I \sum_{n} Error_S(z)$$

where $K_P$, $K_I$, $Error_S(z)$ and $tw$ are proportional gain, integral gain, error value of the subsystem $S$ at time $t$ and time window respectively. Each control loop has its own controller. Therefore, introduced parameters are specific to each loop. These variables are tunable parameters of the controller and should be tuned to get a desirable performance. After applying the z-transform we have

$$D_{B_S}(z) = K_P + \frac{K_I}{(z-1)}.$$ 

E. Closed-Loop System Model

If we consider $G = G_U G_M$ for the M-loop and $G = G_U$ for the U-loop, we can derive the following closed-loop system model for both loops:

$$H_S(z) = \frac{C(z)P(z)}{1 + C(z)P(z)} = \frac{G_K(z+1) + K_I G}{(z-1)^2 + G_K(z-1) + K_I}$$ (1)

F. Stability Analysis

From (1) the characteristic equation is:

$$(z-1)^2 + G(K_P(z-1) + K_I) = z^2 + \alpha_1 z + \alpha_2$$

where $\alpha_1 = G_K P - 2$ and $\alpha_2 = 1 - G_K P + G_K$. According to Jury’s scheme [6, p. 82] the stability conditions are:

$$\alpha_2 < 1, \alpha_2 > -1 - \alpha_1$$

These conditions give us boundaries on tunable variables of the system.

IV. SIMULATION RESULTS

The simulation environment is prepared by modeling the HSF in the Times$^1$ tool and generating a C++ file from the model [8]. The generated code is extended so that it

$^1$Times is a tool for modeling and implementation of embedded systems [7]. Since Times supports task automata (timed automata with tasks), it is used for modeling, verification and code synthesis purposes.
contains the designed PI controller function. In addition, some functions are added for calculating the controlled variables in the scheduler body. Among all simulations conducted on the prepared scheduler, due to the space limitation in this paper, we present an example scenario that shows budget adaptation in situations which the execution time of a task in one subsystem varies from low to high and vice versa. We show how the budget is changed in response to the new load condition of the subsystem.

There are totally two subsystems in the system. In both global and local levels we use the fixed priority algorithm for scheduling subsystems and tasks. When a deadline miss happens, the task continues executing until it finishes. Specifications of subsystems are shown in Table I. We assume that tasks which are inside $S_1$ have a fixed execution time and that using the pre-assigned budget they can meet their deadlines. In subsystem $S_2$ there are two tasks, and their specifications are shown in Table II. We also assume that task one ($\tau_1$) experiences some changes in its execution time during run-time. Execution time changes are shown in Table III. The execution time variation is done using a function which is responsible for changing execution time of tasks to a predefined value at a specific clock cycle. In the presented simulation, execution time is changed in a range such that it does not violate the whole system schedulability condition.

<table>
<thead>
<tr>
<th>Name</th>
<th>$P_c$</th>
<th>$B_s$</th>
<th>Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>19</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$S_2$</td>
<td>5</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE I**

**SUBSYSTEM SPECIFICATIONS**

<table>
<thead>
<tr>
<th>Name</th>
<th>$I_c$</th>
<th>$D_c$</th>
<th>$P_c$</th>
<th>$C_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_1$</td>
<td>10</td>
<td>6</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>11</td>
<td>6</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE II**

**TASKS SPECIFICATIONS OF $S_1$**

<table>
<thead>
<tr>
<th>Time</th>
<th>$C_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
</tr>
<tr>
<td>200</td>
<td>3</td>
</tr>
<tr>
<td>400</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE III**

**EXECUTION TIME CHANGES OF $\tau_1$**

The $tw$ and controller period are considered to be 15 in this example. Hence, every 15 ticks the controller measures the controlled variables, and based on their value takes action by changing the budget of the subsystem one $S_1$. The controller period is experimentally tuned by taking into consideration the trade-off between calculation overhead and the controller response speed. In order to have a faster reaction to the environment changes, we can decrease the controller period. Consequently, it can sample and actuate more frequently which however increases the run-time overhead. After changing the controller period, tunable variables of the controller should be tuned to acquire a better controller performance. The controller is implemented inside the scheduler such that the scheduler runs the controller function (periodically) before other parts of the code.

The system is executed for 600 ticks, and the controlled variables as well as the budget are sampled in each controller execution, and the result is illustrated in Figure 1. As it is shown in Figure 1, 15 ticks after the system starts execution, the controller observes one deadline miss. It means that the pre-assigned budget is not enough for the tasks of $S_1$ to meet their deadlines. After observing the deadline miss, the controller increases the budget and after that all subsystem tasks are able to finish execution before their corresponding deadline. At time 50, when the execution time of $\tau_1$ is reduced from three to two, the controller reduces the budget from four to two in two steps. At time 200, the execution time of $\tau_1$ is increased to three and it causes some deadline misses. After which the controller observes the deadline misses, it increases the budget. Finally, the last change happens at time 400, when the execution time of $\tau_1$ is reduced to zero. In this case the U-loop experiences a huge error value which is conducive to a sudden change of the budget from four to three and eventually to one.

The important point to highlight here is that when we move from low to high execution time, the M-loop plays an essential role in adapting the budget. On the other hand, when the execution time is decreased, the U-loop adapts the budget according to the current requirements of the system.

In order to illustrate the difference between having an adaptive budget and having a pre-assigned fixed budget, we have conducted a set of simulations using a fixed budget and we have measured the amount of idle time and the number of deadline misses of $S_1$ during first 600 ticks. Table IV shows a comparison between using different budgets and using our adaptive approach. Since the scheduler does not support execution of a task after its period, we couldn’t measure values for the budget equal to one.

<table>
<thead>
<tr>
<th>Budget</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>adaptive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deadline misses</td>
<td>12</td>
<td>35</td>
<td>-</td>
<td>4</td>
</tr>
<tr>
<td>Idle time</td>
<td>197</td>
<td>33</td>
<td>-</td>
<td>185</td>
</tr>
</tbody>
</table>

**TABLE IV**

**IDLE TIME AND DEADLINE MISSES USING DIFFERENT BUDGETS**

V. RELATED WORKS

Feedback scheduling has been used in scheduling of control tasks for acquiring predictable performance when execution time of tasks are subjected to sudden changes [9]. Model Predictive Controllers (MPC) are scheduled using a feedback loop [10]. In [11] feedback-based scheduling is used in the real-time memory garbage collector.

Feedback scheduling applied to reservation-based algorithms and a complete mathematical analysis is presented in [12]. In [13] a two level controller is proposed to share resources among a pipeline of tasks and satisfy Quality of Service (QoS) requirements. Scheduling of tasks was investigated in the stochastic domain and a two block controller was suggested [14]. In [15] a two-level feedback controller in the context of a reservation technique is introduced, where application level and system level QoS are improved based on bandwidth adaptation.

In [16] optimizing techniques are used for controlling the CPU utilization in multiprocessor systems. Stankovic et
al. have applied feedback control techniques in distributed systems [17] and they have proposed local and global level feedback controllers. Lu et al. introduced a Proportional Integral Derivative (PID) controller which controls CPU utilization requests based on miss ratio feedback [18]. They continued their work and presented a two-feedback loop system [5]. None of the aforementioned techniques have been applied in the context of HSF.

VI. SUMMARY AND CONCLUSIONS

In this paper we have used feedback control techniques in the context of a hierarchical scheduling framework for adapting the budgets of subsystems during run-time. Simulation results show that the controller is able to adapt the budget when execution times of tasks are changed. When the system is not overloaded, manipulating the budget of one subsystem either lets more subsystem tasks to meet their deadlines or it decreases the response time of the tasks that are inside the other subsystems in the same node.

Our next step is to investigate multi-mode realtime systems [19] and integrate hierarchical scheduling with the mode shift concept. The budget value in different modes can be adapted using the introduced feedback loops. In addition, we will look into situations when by changing the budget of a subsystem, the system becomes not schedulable. In this paper we have investigated budget change in a single subsystem; however, in the future we will study more complicated systems in which two or more subsystems are subjected to the budget change. Besides, we will conduct some experiments on a real system to study performance of our adaptive framework. Finally, investigating and applying feedback techniques in multicore HSFs is another trend of our work.
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