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Abstract

Developing industrial real-time software systems is challenging due to demands on system safety and reliability, through stringent system requirements in terms of functionality, timing, resource consumption etc. Due to this, the system development needs to ensure predictability before the actual implementation, through reliable engineering methods. To address these challenges, model-based engineering (MBE) combined with Component-based development (CBD) has emerged as a feasible solution. MBE supports system modeling and formal analysis through the development phases such as requirements, specification, and design. CBD supports reusability of software parts leading to faster development time, and reduced costs. However, an integrated approach needs to deal with various abstractions of the system during different phases of the development.

In this thesis, we present model-based techniques, for the development of predictable, component-based designs of embedded systems. We consider ProCom as the underlying component model and, as a first step, we define a formal semantics for its architectural elements. The given semantics provides a basis for developing analyzable embedded systems designs, associated analysis techniques, model transformations etc. Next, we describe some commonly-found behavioral patterns, in component-based designs. These patterns provide an abstract, and reusable specification of a real-time components functionality. Also, we define component-based design templates, intended to support the systematic development of component-based designs from abstract system models. Finally, we propose a formal framework to correlate statemachine-based system behavior with corresponding ProCom-based system designs. We validate our research contributions using case-studies and examples, and also by applying verification techniques, such as, model-checking.
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Thesis
Chapter 1

Introduction

In modern days, embedded systems have become an intrinsic part of human life. These include highly critical systems in domains, such as, automotive, avionics, and industrial automation. Embedded systems, in addition to being control-intensive and time critical, are increasingly becoming larger in size, and complex in functionality. Most often, different aspects of embedded system functionality are associated with hard real-time constraints, that is, the respective functions should be completed by certain deadlines, or respect specific orders of execution, specified delays etc. Since real-time systems faults may have serious consequences, possibly including loss of human life, their predictability should be guaranteed at design time.

Figure 1.1: An autonomous truck control system application.

Figure 1.1 presents an example embedded system, an autonomous truck control system. It is part of a demonstrator project conducted at the PROGRESS
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research centre\(^1\). The truck moves along a specified path, as illustrated in the figure, according to the specified behavior in terms of the three operational models, as described below.

- **Follow**: in which the truck follows the line (the thick line in Fig. 1.1) using light sensors. When the end of the line is detected, it changes to **Turn** mode.

- **Turn**: the truck turns right for a specified time duration, and then changes to **Find** mode.

- **Find**: the truck searches for the line. When it is found, the truck returns to **Follow** mode.

An embedded system interacts with its environment through sensors and actuators. For the truck application described above, the path, as well as the end of the path, are detected with the help of light sensors. The development of an embedded system needs to establish the system predictability by ensuring the system design and implementation follows the specified behavior.

Component- and model-based approaches are emerging as promising solutions to cost-effective development of predictable embedded systems [1, 2]. Component-based approaches aim at increasing reusability of software “parts” i.e., *components*, and *sub-systems*, which is expected to lead to faster development time, and reduced costs. Several component-based methodologies (see Chapter 5) have been developed, for the design and analysis of embedded systems. On the other hand, the model-based approaches e.g., Unified Modeling Language (UML) [3], support modeling and analysis of systems throughout the development phases, such as, requirements, specification, and design. UML contains several modeling views captured by composite diagrams, state-machines, sequence diagrams etc, for structural, and behavioral modeling of complex systems. Such models facilitate both qualitative and quantitative analysis during system development, by describing functional and possibly extra-functional behavior, while omitting the implementation details. Hence, an integrated component- and model-based approach has become increasingly popular, as a high-level design solution for achieving predictability. In this thesis, we adopt this combined approach, and contribute to it, as described in Chapter 3.

\(^1\)For more information about PROGRESS, see http://www.mrtc.mdh.se/progress/
1.1 Thesis Contributions: Overview

We present below an overview of the thesis contributions. Further details are presented in following chapters. In this thesis, we have aimed at meeting the following objectives:

- **Analyzable component-based designs.** We have defined a formal semantics for the ProCom component model, facilitating the design of unambiguous architectural models. Also, the semantics is described in an intuitive formalism, by design, without restricting the capabilities for formal analysis.

- **Behavior modeling of components.** We have proposed behavior patterns to support component modeling. The patterns are based on recurring behavior of real-time components, and provide abstraction mechanisms for increased reusability, and analyzability.

- **Design support for Component-based development.** We have proposed a design methodology to transform abstract system models into ProCom-based component designs. This is done by introducing component-based design templates for transforming abstract features, such as, events, triggers, timeouts, causality etc., into corresponding design elements.

- **Formal correlation between models, and designs.** We have developed a formal framework to correlate ProCom-based designs, and statemachine-based abstract specification models. This provides an important step in bridging the semantic gap between the underlying formalisms of the corresponding models.

1.2 Thesis Outline

This thesis is divided into two parts. The first part is an overview of the research work. In Chapter 1, we describe the background and motivation of the research work underlying the thesis. In Chapter 3, we present the main research goal, and related research questions. In Chapter 4, we discuss the thesis contributions in terms of stated research questions. The related work is described in Chapter 5. In Chapter 6, we summarize the thesis work, over a discussion of the future work. Finally, in Chapter 7, we give an overview of the included papers in the second part of the thesis.
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The second part of the thesis contains a collection of four peer-reviewed conference and workshop papers that contain details of the underlying research work of the thesis.
Chapter 2

Background

In this chapter, we overview notions of model-based, and component-based development that are used in this thesis. Also, we briefly present the main ideas and techniques of formal analysis of systems.

2.1 Model-based Engineering

Model-based (sometimes used as model-driven) engineering (MBE), has proven to be an effective paradigm for developing complex systems. It facilitates system modeling through multiple abstractions or *views*, corresponding to its development phases. This enables the seamless integration of design and analysis techniques and tools, otherwise pertaining to specific system features / behaviors, throughout the system development.

In a model-based engineering approach, the main development phases are requirements, specification, and design. During the requirements phase, various system properties, attributes, constraints etc are identified. These are also categorized as functional, and extra-functional (timing, resource-efficient, performance, reliability etc.). In the specification phase, abstract models of system structure and behavior are developed. The structural models include high-level system architecture diagrams or component-based designs. The behavior models, if used at this phase, for e.g., statemachines or sequence diagrams, are generally abstract, and describe the system-level behavior. For example, Figure 2.1(b) presents a statemachine view of the application behavior of the autonomous truck system (Figure 2.1(a)) as described in Chapter 1. These
models are useful for the formal analysis or validation during early phases of development with respect to the intended system properties, identified during the requirements phase.

During system design, the specification models, such as, architectural and behavioral descriptions are refined into detailed models, often hierarchical in nature. Different parts of the system, that is, both large-grained (e.g., subsystems), as well as small-grained (e.g., components), are integrated into precise design models, by specifying detailed mechanisms for communication, synchronization etc. Additionally, these models may be associated with deployment models, which specify the actual physical configuration of a system. The detailed design, and deployment models provide the valuable opportunity to verify critical timing properties, such as, end-to-end response time, or analyze for the best and the worst-case resource usage etc.

One of the strong points of MBE is the possibility of carrying out model-to-model transformations. This proves to be a powerful technique that enables both qualitative and quantitative analysis of system properties, by integrating existing methods, and tools. As a result, integrated development environments (IDE) have become the development norm for all kinds of complex systems, including real-time systems.

In support of MBE, the Unified Modeling Language (UML) \[3, 4\] has become a de facto industry standard modeling language for complex systems. UML consists of many formalisms, successfully used in industry and academia. Although UML lacks a unique precise semantics (as defined by OMG), several researchers have proposed various semantics to UML constructs, which enable rigorous reasoning \[5, 6\]. UML provides extension mechanisms to facilitate its application in different domains, including real-time systems, through customized sub-languages called UML profiles. For instance, MARTE (Modeling
and Analysis of Real-Time Systems) [7] UML profile is intended for modeling and analysis of real-time systems. We have considered a subset of UML and MARTE in the model-based techniques presented in this thesis.

2.2 Component-based Development

The most important goal of component-based development (CBD) [1] is to tame the development of complex systems, by supporting reusability as a principle, aiming at improving cost-effectiveness of development. This is achieved through reuse of various system parts, such as, subsystems, and components. This may also include existing system models e.g., behavior models, when the development is combined with model-based engineering, as described previously.

Figure 2.2 presents design layers or phases in a component-based development. From a set of system requirements, higher-level system models, such as, behavior specification can be derived. Also, an initial hardware architecture may be obtained. These models are often input or provide guidance to more detailed models, such as, analysis, design, deployment etc before the final implementation phase. As shown in the figure, component-based software designs, such as, high-level System Software Design, Subsystem Design, and Architectural Design can be directly influenced or guided by a specification model e.g., statemachine view of the system behavior.

In CBD approach, the central element is the component model, for example ProCom component model [8]. A component model describes the syntax and semantics of a component-based design. A component encapsulates functionality, paving the way for its reuse. A component can be hierarchical (made of connected sub-components), or atomic / primitive (not containing any other components). Further, a component may be large-grained and system level e.g., subsystem components or small-grained components containing executables i.e., actual code. This diversity of component characteristics serves the purpose of reuse at different levels of granularity during design, but also the need for addressing different issues during different phases of system development. For example, ProCom consists of two sub-languages; ProSys for modeling a system as a collection of communicating subsystem components, while ProSave is based on pipes-and-filters architectural style.

Components communicate through ports. Ports are of different kinds e.g., message ports, data ports, control ports etc. Communication between components can be synchronous or asynchronous. The detailed semantics of com-
ponent execution, communication etc, is given by the underlying *component model*. For ProCom, the sub-languages are based on different communication paradigms; while ProSys components are based on message passing, ProSave components are based on explicit separation between data and control flow. A component model defines the rules of execution behavior at the architectural level, and it is therefore most important for carrying out formal verification of components and global system properties.

CBD assumes the interleaving of system design with component development, with one influencing the other. An initial configuration of a system may be rapidly designed from existing fully-developed components, as well as partially-developed components. In component development, components may be created anew, or modified from those currently existing in the com-
2.3 Formal Analysis

Analytic methods for real-time systems, e.g., schedulability analysis, performance analysis are empirical methods based on various system parameters. On the other hand, computational methods, commonly known as “formal methods” [9], such as model-checking, and theorem proving, are based on exhaustive analysis of system behavior, by computing all possible execution states of a system representation. In this thesis, we focus on verification techniques based on formal methods.

Applying formal methods requires that both the specification and the sys-
System model are given in some precise mathematical notation.

- **System model**: a formal representation of system model in terms of structure, and behavior. The example system models are statecharts, timed automata etc.

- **Specification**: a formal description of the intended system behavior, or system properties. Example specification formalisms are temporal logics, statemachine, automata, etc. The important kinds of system properties that can be specified are functional, safety, liveness, timing etc.

Formal methods are applied to verify if the intended behavior or properties of a specification hold on the corresponding design or implementation. The specific formal technique that is applied, in general, is one of following two kinds: model-checking and theorem proving that we will briefly recall later in this section.

**Timed automata formalism**: Formal methods based on timed automata [10] are extensively used for modeling and analysis of real-time systems [11, 12]. Timed automata supports modeling of real-time concepts, such as, periodicity, jitter, timing, priority, urgency etc based on clock variables, and synchronization channels, as shown in Figure 2.4. A timed automata consists of locations
2.3 Formal Analysis

Model-checking: It is a formal technique for automatically, i.e., algorithmically, verifying correctness properties of a finite-state system. Given a model of a system e.g., a finite state machine, say $M$, model-checking verifies (see figure 2.5) whether the model satisfies a given specification e.g. a temporal logic formula, say $\rho$. This can be formally expressed as below.

$$M, s \models \rho$$

that is, given model M, and initial state s, $\rho$ holds.

In model-checking, the above problem reduces to a reachability problem or to temporal logic verification i.e., of verifying if the expression $\rho$ is satisfied by a state in $M$, by algorithmically traversing the state transition graph of $M$. Further, model-checking can produce a counter-example i.e., a partial execution trace leading to a system state where the property is not satisfied by the model. Example model-checking tools are SMV [13], SPIN [14], UPPAAL [15], TIMES [16], and many others.

**Thorem proving:** It is an interactive formal technique, compared to model-checking. In this approach, both a specification, and corresponding implementation are represented as logic descriptions e.g., using first- or higher-order predicate logics. Then, a designer employs a theorem-proving tool through partially guided, rigorous proof steps, to show that the implementation implies...
the logical specification. Example theorem proving or automated reasoning tools are PVS [17], HOL [18], and many others.

Model-checking tools such as UPPAAL, and TIMES are based on extended forms of timed automata, and enable verification of safety (e.g., something bad never happens), liveness (e.g., something good eventually happens), and timing properties of system models as well as schedulability analysis using precise task models.

Application of formal methods, in general, require expertise in constructing mathematical models, applying the corresponding analysis techniques, analyzing the results, and improving the system design or implementation. However, these tasks can be simplified by choosing suitable abstractions for both specification and system models, and corresponding tool support that hide the intricacies of the underlying formalisms. Further, the higher level abstractions facilitate increased understandability, reusability of system features.

While formal methods have been successfully applied in hardware design, their application in system design, including software, has been only recently increasing. This is mainly due to the reason that the applicability of formal methods is constrained by the size, and complexity of the systems that can be verified. However, the increasing demands for system predictability imply the stronger need of applying formal, and systematic verification techniques. This can be done through suitable abstraction techniques, compositional design methodologies, and tailored verification techniques.
Chapter 3

Research Goals

In this chapter, we outline the scope of the research presented in this thesis. We begin with the description of the overall research goal, within the context of model- and component-based development of embedded systems. In relation to this, we also present some specific research questions that are addressed in the research work and are intended to serve the overall goal.

3.1 Problem Description

The combined component- and model-based approach is deemed feasible for ensuring reusability, maintainability and analyzability of predictable embedded software designs. However, for most of integrated methodologies, it involves different formalisms, languages, tools for system modeling across different development phases, such as, requirements, specification, and design. These paradigms address different concerns of a system behavior in terms of structure, functionality, timing etc, at various phases of development. The variety of paradigms and views give rise to many challenges that need to be addressed, with respect to the abstract system models, and the underlying formalisms with varying semantics.

The overall objective of the research behind this thesis work is to develop suitable methods for the design and analysis of component-based embedded systems, based on abstract models for both system, and its components. Our main research goal is to:

*Develop suitable methods for designing and analyzing abstract
With respect to the above research goal, we present the following specific research questions.

### 3.2 Research Questions

**Research question 1** In a component-based development style, an embedded software system is represented by components inter-connected using architectural elements, such as, ports, connections, and connectors. A component model for real-time systems, for example ProCom [8], contains many elements with critical real-time features such as period, urgency, priority etc. To develop unambiguous designs of a system, it is essential to associate the underlying component model and its constructs with a formal semantics to which any design should conform. Also, to support rigorous analysis, the design elements together with the underlying semantics should be easily transformed into established verification frameworks, such as, UPPAAL-based model-checking. Moreover, we would obtain an even higher gain if the formalization were intuitive and easy-to-use. Such features would be beneficial to engineers using the component model, as well as researchers developing analysis techniques, model-transformation tools etc. Based on these arguments, we state our first research question below.

*How to formally describe the behavior of architectural elements of a real-time component model such that we provide a basis for rigorous analysis?*

(Q1)

**Research question 2** Abstract models, for example, statemachine-based behavior models are commonly used to represent system behavior during early phases of the development. For embedded systems, such models are based on features, such as, events, control states, timeouts, etc., and also associated with timing constraints, such as, *end-to-end* response time. However, these aspects are often considered in a rather ad hoc way, while developing a component-based system design. Applying a systematic approach in translating the above system features to component-based designs is desirable, to preserve the behavioral properties when generating component-based designs from abstract models of embedded systems. Also, in a related design aspect, that is, component development, the functionality of components is often represented only
3.2 Research Questions

by code. This makes components difficult to understand and reuse. From this, we state the next research question as below.

How to develop component-based designs from abstract system models and component behaviors?

(Q2)

Research question 3 When embedded systems are designed using an MBE approach, it is quite often the case that different formalisms are used for system modeling during different phases of its development. These formalisms are normally based on events, or time triggering, or dataflow, or even a combination of these. These abstractions may be used within the same, or across different phases of system development, such as, requirements, specification, and design. In order to ensure predictable behavior of the system, the different abstractions used in development should be verified for behavior consistency. Specifically, in a component-based development, the behavior of a component-based design must be consistent with the system behavior specified using other abstractions. From this, we state the next research question as below.

How to relate component-based system designs with the abstract models of system behavior?

(Q3)
Chapter 4

Research Contributions

In this chapter, we give an overview of the thesis contributions with respect to the research questions presented in the previous chapter.

4.1 Formal Semantics of a Real-Time Component Model

Problem description. To achieve predictability of a component-based real-time system, the designer needs a development framework equipped with analysis methods and tools. This foremost requires a formalization of the underlying component model, which will give unambiguous meaning to their constituent elements, such that any claim regarding system and component properties becomes refutable. However, the formalization of a real-time component model needs to deal with issues like priority, urgency, timing etc. Further, it would be effective to make the formalization as simple and intuitive as possible, such that, it can serve as a basis both for designers using the language, and the researchers developing analysis techniques, model-transformation tools etc. Coming up with such a formalization is no trivial job.

ProCom [8] is a component model for real-time systems (recently developed at Mälardalen University, within the PROGRESS research centre). To address various modeling issues, ProCom consists of two distinct but related layers. The upper layer, called ProSys, supports the modeling of an embedded system as a collection of active and concurrent subsystems, communicating by message passing. The lower layer, ProSave, addresses the internal de-
sign of a subsystem, down to primitive functional components implemented by code. ProSave components are passive and the communication between them is based on pipes-and-filters paradigm. However, ProCom has a number of modeling characteristics that pose challenges to the system designer. For example, bridging the semantic gap between the two communication paradigms is one particular modeling challenge that needs to be addressed by any formalization.

Another distinguishing characteristic of ProCom is the possibility to model both fully implemented components (described internally by code), and also design-time components (possibly modeled as inter-connected ProSave components), which might co-exist with the implemented components. The ProCom language constructs include service interfaces, data and trigger ports, passive or active components, connections and connectors, hierarchies of components, timing etc. Clearly, an intuitive formalization of the ProCom component language is essential to support system designers, as well as researchers developing analysis techniques for predictability.

Solution. We describe the formal semantics of the ProCom component model rigorously, as well as intuitively, using a finite state machine (FSM) formalism, extended with notions of urgency, timing and priority. The formal semantics of the FSM language itself is described using timed automata with priorities [19] and urgent transitions [20]. The FSM formalism is intended to provide a high-level, abstract description of ProCom semantics, based on a small semantic core to which the synthesis of ProCom-based models need to conform. However, the semantic descriptions focus only on describing the correct behavior of ProCom architectural elements, such as, components, services, ports, connections, connectors etc, but do not target goals, such as, achieving efficiency in formal verification of the resulting models.

The FSM language builds on standard FSM, enriched with finite-domain integer variables, guards and assignments on transitions, notions of urgency and priority, and time delays in locations. The language assumes an implicit notion of time, making it easy to integrate with various concurrency models e.g., the synchronous/reactive concurrency model, or a discrete-event concurrency model [21]. The FSM language has a graphical appeal and it is simpler than the corresponding TA model, as it abstracts from real-valued variables and synchronization channels. However, the FSM models of ProCom-based designs can be analyzed with timed automata tools like UPPAAL [15].

The details of the above research work can be found in Paper B, which is included in the second part of this thesis.
4.2 Design Support for Component-based Development

**Problem description.** When developing real-time systems in a CBD fashion, the state-of-practice is dominated by an ad-hoc mixture of methods and tools, and system validation is mostly done by extensive testing after the implementation phase. In general, components are introduced as executable software units that can be deployed into a system. This makes both the design model, and also individual components, incomprehensible and difficult to reuse. To support predictability, the system designs should reflect a clearly stated intent and structure, besides containing reusable, analyzable, and understandable component behaviors. Further, the structured design process should take into account the two parallel, but related, work-flows of component-based development, that is, the overall system-development, and component-development.

**Solution.** A general solution to the above demanding requirements is a structured, pattern-based design methodology for developing component-based embedded systems. For the overall system-development, the abstract system models e.g., specification, requirements etc, can be considered to guide the component based design process. In the parallel component-development activity, behavior patterns based on the recurring behavior of individual components, can be considered to support developing abstract, reusable component behaviors.

For component-development, we have defined behavior modeling patterns based on the common behaviors of real-time components. The patterns are described in a finite-state-machine (FSM) notation that we call Pattern-FSM (PFSM). The finite behaviors of components can be specified using two design patterns encoding run − to − completion semantics, and history states. Timing is introduced using a third design pattern for specifying the response time of components. These patterns can be easily transformed to fit into specific formal frameworks for verification. To show the usefulness of these patterns, we have applied them in the component-based development of an industrial real-time turntable system [22]. The chosen analysis framework is the Timed Automata (TA) language of UPPAAL [23, 15]. Component behaviors have been specified using the patterns and manually transformed into timed automata models. Also, the complete design together with an environmental model has been translated into timed automata for property verification using UPPAAL.
In a related design activity, to support the transformation of abstract system models into corresponding component-based designs, we have proposed component design templates (referred as component patterns). The abstract system model, which we refer to as *modemachine* i.e. an extended form of UML statemachine, represents the mode configurations of a system and corresponding event-based mode changes. The constraints are specified using UML/MARTE Clock Constraint Specification Language (CCSL), based on physical and logical clocks, and we also show how to specify periodic triggers, timeouts, causality etc.

For a given system, the *modemachine* represents an abstract specification of architectural features, while hiding the detailed internal behaviors. Based on this, one can derive architectural or component-based designs that satisfy the specified functional and timing constraints. To guide the transformation, we have proposed several component patterns: *timeout* pattern, *discrete-clock* pattern, *periodic-behavior* pattern, and *controller* pattern. While the first two patterns model the timing aspects, the other patterns model the time- and event-triggered executions of internal behaviors respectively.

The patterns are implemented within the ProCom framework, to support the development of ProCom-based designs. Based on the formal semantics of ProCom, the patterns are manually transformed into timed automata framework for verification of timing properties using UPPAAL model-checker. The usefulness of these design patterns is demonstrated on a temperature control system (TCS), for which we develop a ProCom-based design by applying our patterns.

The details of the research described above can be found in both Paper A and Paper D, included in the second part of the thesis.

### 4.3 Relating Abstract Models of Embedded Systems

**Problem description.** The predictable behavior of a real-time system can be ensured through extensive modeling and analysis during development phases, such as, specification and design. These phases are suitable for applying early predictability analysis techniques with respect to functionality, timing, resource consumption etc., over different models of system structure, and behavior. However, such models may use paradigms that cannot be immediately compared and related, due to their apparently incompatible nature.

There exist several paradigms for the specification of embedded systems.
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For example, statemachine-based approaches, such as UML statemachines [4], are intended to specify system states and the corresponding system behavior in these states. The timed UML state-machines add the possibility of representing timing aspects. Statemachines often use an aperiodic, event-triggered representation of behavior, since such a paradigm facilitates easy changing of a model’s configuration or set of events. On the other hand, design models i.e. architectural/structural models might use a different modeling paradigm e.g., a periodic, time-triggered behavioral description. With time-triggered communication, the data is read from a buffer according to a triggering condition generated by e.g., a periodic clock. Although these modeling capabilities, in isolation, are invaluable to a mature development process tailored for predictability, when applied to embedded system development, they need to be proven consistent with each other.

Solution. In order to address the above goal of ensuring inter-model consistency, we have defined a methodology for relating event-based abstract models with time triggered, data-flow based design models. Such abstractions may be used within the same or different phases of system development. Concretely, we consider UML statemachines for modeling event-based system specification, and the ProCom language as the basis for modeling the system’s architecture (the design model). Hence, the method may be only suitable for a specific class of embedded systems, which employ the above mentioned formalisms. However, the underlying methodology can be generalized to include other classes of systems.

The proposed approach of relating abstract models of embedded systems is based on comparison of execution trajectories of system models. To be able to carry out a meaningful comparison, the respective models need to rely on precise semantic grounds. To accomplish this, we define the formal semantics of both kinds of models i.e., statemachines and ProCom-based designs is defined in terms of the underlying state-transition systems. As the execution trajectories generated by these models can be extremely large and incomprehensible, they need to be reduced to more readable and analyzable forms. Consequently, we define two sets of inference rules, one for simplifying the specification trajectories, and the other one for simplifying the design ones. Moreover, in order to relate and compare the above two sets of simplified trajectories, we have also proposed a set of transformation rules from time-triggered to event-triggered trajectories, and vice-versa. To summarize the steps for bridging the gap between the paradigms consists of the following five steps:
• given a specification trajectory, generate a corresponding design trajectory by e.g., simulating the model
• simplify the specification trajectory (may be skipped)
• simplify the design trajectory
• transform the design trajectory into one comparable to the event-based specification trajectory
• compare the reduced specification and design trajectories

The above described methodology, which relies on rules that can be automated, has however been manually applied to a representative design trajectory suitable to demonstrate several simplification scenarios described previously.

Our initial experiences with applying the proposed technique to an autonomous truck control system indicate that the design model trajectories can sometimes be manually transformed into trajectories of the specification model. However, as this is not the case in general, the above framework should be extended with simulation relation checking methods, for proving conformance between the respective trajectories.

The details of the above research work can be found in Paper C included in the second part of this thesis.

4.4 Research Questions - Revisited

In this section, we discuss how the research contributions described in the previous sections correspond to the research questions presented in Chapter 3. Details can be found in the corresponding research papers included in the second part of this thesis.

Q1: How to formally describe the behavior of architectural elements of a real-time component model such that we provide a basis for rigorous analysis?

The formalization described in Section 4.1, which resulted in Paper B, shows a way of giving formal semantics to architectural elements of our real-time component model ProCom. The given semantics not only follows an intuitive approach but provides basis for easier translation of ProCom-based designs into corresponding models in semantic domains, for example timed automata, for formal verifications.
Q2  How to develop component-based designs from abstract system models and component behaviors?

The proposed approach as described in Section 4.2 has resulted in two research papers, that is, Paper A, and D. These papers describe approaches for providing design support for development of embedded systems. In Paper A, we have proposed behavior modeling patterns for components and demonstrated their usefulness by applying them to an example industrial turntable system. In Paper D, we presented a few component-based design templates to develop architectural designs from abstract system models. The approach is applied in developing a component-based design of a temperature control system.

Q3  How to relate component-based system designs with the abstract models of system behavior?

The proposed methodology as described in Section 4.3, has resulted in Paper C. In this paper, we have defined a methodology based on inference rules for simplifying, and comparing the execution trajectories of specification, and architectural models. The approach is demonstrated by applying it on an example autonomous truck system.

From the above, one can conclude that we have addressed the research questions to some extent. Although the research questions are much wider in scope, we have chosen ProCom-based design framework for our research work. Consequently, our work is not a general solution to the research problems, yet it provides particular answers. We discuss the limitations of our contributions, along with possible future lines of research, in Chapter 6.
Chapter 5

Related Work

In this chapter, we describe both the state-of-the-art related to the model- and component-based development of embedded systems.

5.1 Formalizations of Real-time Component Models

In order to support the component-based development of embedded systems, several researchers, as well as practitioners have devised a variety of component models and corresponding development frameworks.

COMDES-II (Component-Based Design of Software for Distributed Embedded Systems) [24] is a development framework in which the functional units encapsulate one or more dynamically scheduled activities. Besides providing a clear separation of concerns (functional behavior from real-time behavior) in modeling, COMDES-II also offers support for formal analysis, by specifying the behavior in terms of hybrid state machines. The ProCom semantics presented in this thesis does not focus on the transformational aspects of component and system behavior, but more on the reactive and real-time aspects, while emphasizing the co-existence of black-box and fully implemented components, via the component hierarchy.

The BIP (Behavior, Interaction, Priority) component framework, introduced by Gößler and Sifakis [25, 26], has been designed to support the construction of reactive systems. By separating the notions of behavior, interaction, and execution model, it enables both heterogeneous modeling, and separation of
concerns. The semantics of BIP is given in terms of Timed Automata (TA), on which priority rules are successively applied to enforce certain invariants of the expected real-time behavior. As compared to our approach for ProCom formal semantics, the BIP formalization targets directly the efficient verification of the considered models.

In SOFA component model [27], the communication among components can be captured formally, by traces, which are sequences of event tokens denoting the events occurring at the interface of a component. The behavior of a SOFA entity (interface, frame or architecture) is the set of all traces, which can be produced by the entity. Such a formalization can be hard to comprehend, but the proposed formalization of ProCom might, on the other hand, be more difficult to implement and exploit towards efficient verification, due to its higher-level of abstraction.

A process-algebraic approach to describing architectural behavior of component models is advocated by Allen and Garlan [28], and Magee et al. [29], who formalize the component behavior in CSP (Communicating Sequential Processes) and via a labeled transition system with a possibly infinite number of states.

Koala [30] is a software component model, introduced by Philips Electronics, designed to build product families of consumer electronics. For Koala compositions, the extra-functional information is exposed at the component’s interface. The prediction of extra-functional properties is carried out by measurements and simulations at the application level. In contrast, the ProCom semantics sets the ground for achieving predictability via formal verification (by translating our FSMs into timed automata [31]), prior to implementation.

ProCom’s precursor, SaveCCM, is also an analyzable component model for real-time systems [32]. SaveCCM’s semantics is defined by a transformation into timed automata with tasks, a formalism that explicitly models timing and real-time task scheduling. The level of detail of such a formal model is higher than in our FSM notation for ProCom semantics, making it more suitable for formal verification; however, the timed automata models of SaveCCM can be cluttered with variables whose interpretation is not necessarily intuitive, which makes the formal models less amenable to changes.
5.2 Design Support for Component-based Development

The Statemate toolkit [33] is an early working environment for the development of complex reactive systems. Modularity of the system development is provided in terms of different views, such as, structure, functionality, and behavior. Our approach for behavior specification of components (modules in Statemate) is similar to the Statecharts [34], the behavioral language of Statemate. Though not hierarchical, our FSM notation for component behaviors (see Section 8.3), combined with the patterns proposed in this paper, is similar to the Statechart features “run-to-completion” and “execution history”.

The BIP framework and the toolkit IF [35] are intended for predictable embedded systems development by supporting correctness-by-construction and compositional verification. While BIP offers bottom-up design of systems, our approach supports CBD in a bit more pragmatical traditional top-down design, with support of modeling in Save-IDE [36] and formal verification using the UppaalPort toolkit [37, 15].

The CHARON toolkit [38] supports modular specification of embedded systems, based on the notions of agents and modes, for architectural and behavioral specifications, respectively. Our behavioral specification language of components shares some features of the modes in Charon, but without hierarchy, and in our approach the execution history of a component is provided by using a simple design pattern.

The case study of the Turntable production system, presented in this thesis, has previously been analyzed using different methods and tools. Bos and Kleijn [39] have specified the turntable model in $\chi$ [40], a simulation language for industrial systems, and translated into Promela, the input language of the Spin model-checker to verify several properties of the model. Bortnik et al. [41] have translated a $\chi$ model of the turntable system into the specification languages of three model-checkers: CADP, Spin, and Uppaal comparing the ease of conversion, the expressiveness of each of the specification languages, and the abilities and performances of the respective model-checkers. Ke et al. [42] have implemented the turntable production system in COMDES-II, a component-based framework. They have developed a semantic transformation of the COMDESS-II model into an UPPAAL timed automata model, allowing for formal verification of a set of properties similar to those verified by Bortnik et al [41].

In the domain of synchronous languages [43], mode automata and the no-
tion of running modes have been introduced, to reduce the gap between the initial design of a system and the program written for it. The formalism has been proposed to support both dataflow, and imperative styles. The modemachine proposed in this thesis corresponds to the event-based, hierarchical, high-level control structure of the system and associated timing constraints.

Sandén proposes the “state-machine” pattern [44], for designing concurrent real-time software in Ada [45]. Many possible implementations of the pattern, corresponding to concurrent, reactive, and time-triggered behaviors, are described. Also, patterns for non-functional aspects such as resource usage, quality-of-service have been proposed [46]. However, such patterns focus on the design or implementation phase of the system. The patterns proposed in this thesis support the design process, by transforming the specification aspects, with associated timing constraints, into the corresponding design elements.

Maxwell et al. have proposed a formal framework [47] for heuristics-based transformation of architectural designs. The authors capture heuristics in a structured and formal manner, such that the architectural transformations can be performed for optimizing the non-functional qualities of a system. Denford et al. have proposed an architectural refinement method [48] that focuses on non-functional requirements e.g., reliability, performance, while still addressing the functional requirements. While these works focus on non-functional aspects, such as, performance, we address architectural designs through timing constraints of embedded systems.

The UML profile MARTE is extensively used in the context of AADL (Architecture analysis and design language [49]) for component-based designs of real-time, embedded systems [50, 51]. AADL supports the modeling of both software components such as thread, subprogram, process, and platform components, such as, bus, memory, processor, and device. However, AADL introduces avoidable redundancies that obscure the model and may even lead to design inconsistency. To address this deficiency, the MARTE clock constraints have been used [51] to precisely specify both event, and time triggered communications for AADL models, and to compute end-to-end flow latency. While these works focus on models related to software and platform mapping, in this thesis, we address specification, design mappings and corresponding behavior correlations.

EastADL [52] is a layered architecture language for model-based development of automotive software. To address various concerns of system’s lifecycle development, it provides abstraction layers, such as, feature level, requirements, analysis, design, and implementation. Mallet et al. have described MARTE specification of EastADL timing requirements [53]. This enables the
use of MARTE tools for timing verification of EastADL requirements.

5.3 Relating Abstract Models of Embedded Systems

The problem of relating design to specification models is a topic with a growing interest in the research community.

For synthesizing executable programs from timed models, Krčal et al. [54] have proposed a timed automata based semantic framework, relying on non-instant observability of events. Time-triggered automata (TTA), a subclass of timed automata (TA), is used to model finite state implementations of a controller that services the request patterns specified by a TA. This technique enables deciding whether a TTA correctly implements a TA specification. In comparison, although ProCom oriented, our methodology can be applied within a generic component-based framework, and is not being tied to any particular formal verification framework either.

Sifakis et al. propose a methodology for relating the abstractions of both real-time application software and corresponding implementation [55]. The related formal modeling framework integrates event-driven, and time triggered paradigms by defining untiming functions. Problems of correctness, timing analysis, and synthesis are considered in the methodology. In contrast to our approach, this one does not address the intermediate design layer commonly used in system development.

Plasil and Visnovsky describe a formal framework based on behavior protocols, in order to formally specify the interplay between components [56]. This allows for formal reasoning about the correctness of the specification refinement and about the correctness of an implementation, in terms of the specification. Further, the framework is validated in the SOFA component model environment [57]. While the approach provides much needed formal correctness in component-based development, it does not address timing issues and vertical layers of abstractions in real-time system development.

Schätz et al. [58] have described a model-transformation based approach using constraints as transformation rules guiding a mechanized exploration of possible design alternatives. The approach has been demonstrated for the incremental deployment of logical architectures to hardware platforms.
Chapter 6

Conclusions and Future Work

In this chapter, we present a summary of the thesis contributions, as well as corresponding limitations. Finally, we conclude the thesis work with presenting possible lines of future work.

6.1 Summary and Discussion

In this thesis work, we have tackled some design challenges of the development of real-time systems, in the context of model-based engineering (MBE) and component-based development (CBD). While models provide very useful abstractions and corresponding predictability analysis techniques, these however increase the development complexity due to multiplicity of models, underlying formalisms, tools etc that are generally employed. Similarly, while CBD enables faster development and reduced costs through reusability of system designs, it provides limited capabilities regarding formal verification. We have addressed some of these challenges in this thesis work.

As a first step, we have chosen the ProCom-based design framework as the basis for developing real-time systems, due to its particular characteristics, on the one hand useful for real-time design, yet on the other hand challenging to formally analyze. The framework is associated with many directions of real-time research, such as, software engineering, formal analysis, schedulability, execution time analysis, etc. However, in the context of software engineering
and formal analysis, we have aimed at meeting the following objectives:

- Analyzable designs based on a formalized component model.
- Providing design support for behavior modeling of components.
- Providing design support for component-based development.
- Correlating specification models, and component-based designs.

Even if our work tackles some of the embedded system development challenges coined by the research questions, there certainly are limitations to our work, which we present in the following. To begin with, the formalization of ProCom has not been validated on a real-world example such that we could assess its verification capabilities. Also, while the formalization clearly attempts to avoid design ambiguities, by formalizing otherwise informal descriptions of ProCom semantics, the resulting designs might still be incomplete due to inherent limitations of the ProCom itself.

Even if the contribution with respect to the second objective, that is, our proposed component behavior patterns have been applied on an industrial case study, the turn-table system, further investigations would be useful. Also, the proposed patterns may not be sufficient for the abstract specification of complex functional behaviors of components. The same holds for the pattern-based design methodology for the overall system development.

Finally, the formal correlation framework proposed in the thesis has only been manually applied on a simple case study. For complex systems, the manual approach is clearly not feasible. Also, while the correctness of the inference rules proposed has been informally checked, this should be formally verified, for example, by logic-based reasoning.

The limited validations of the contributions made in the thesis are in the spirit of providing proof-of-concepts; however, all our solutions requiring further investigations and more extensive validation in order to establish their applicability, not to mention their potential benefits for the development of component-based industrial real-time systems.

### 6.2 Future Work

The initial focus of the future work will be to address the limitations of the contributions, as described in the previous section.
Next, we plan to extend the pattern-based design methodology, proposed in this thesis, for component development, as well as the complete system development. Additional useful patterns will be investigated and integrated within the design process. Also, the design methodology will be rigorously validated by applying it to industrial-strength case studies.

Due to the timed automata-based semantics, the ProCom designs can be analyzed in a dense-time underlying framework, as well as in a discrete-time one, since timed automata has been given a sampled semantics [59]. Hence, tools such as UPPAAL can be employed for early-stage verification of ProCom models, whereas discrete-time model-checkers, such as DTSpin [60], could be used for later-stage analysis, as a sampled time semantics is closer to the actual software or hardware system with a fixed granularity of time. We plan to consider these aspects for the future work related to formal verification of ProCom-based system designs.

Last but not least, we plan to extend the inference-rule driven methodology for relating abstract models towards verifying behavioral consistency between different embedded system abstractions. This involves applying simulation relation checking to prove (or disprove) conformance between non-identical trajectories. Further, we plan to investigate the integration of suitable proof assistant tools to support the underlying formal techniques.
Chapter 7

Overview of Papers

In this chapter, we present an overview of the research papers included in the second part of the thesis.


*Abstract:* Designers of industrial real-time systems are commonly faced with the problem of complex system modeling and analysis, even if a component-based design paradigm is employed. In this paper, we present a case-study in formal modeling and analysis of a turntable system, for which the components are described in the SaveCCM language. The search for general principles underlying the internal structure of our real-time system has motivated us to propose three modeling patterns of common behaviors of real-time components, which can be instantiated in appropriate design contexts. The benefits of such reusable patterns are shown in the case-study, by allowing us to produce easy-to-read and manageable models for the real-time components of the turntable system. Moreover, we believe that the patterns may pave the way toward a generic pattern-based modeling framework targeting real-time systems in particular.

*Contribution:* This paper was written with equal contribution from all the
authors. I specifically contributed to section three of the paper, proposing the behavior modeling patterns for components and also partly in section four in applying the proposed patterns to the case study.


*Abstract:* ProCom is a new component model for real-time and embedded systems, targeting the domains of vehicular and telecommunication systems. In this paper, we describe how the architectural elements of the ProCom component model have been given a formal semantics. The semantics is given in a small but powerful finite state machine formalism, with notions of urgency, timing, and priorities. By defining the semantics in this way, we (i) provide a rigorous and compact description of the modeling elements of ProCom, (ii) set the ground for formal analysis using other formalisms, and (iii) provide an intuitive and useful description for both practitioners and researchers. To illustrate the approach, we exemplify with a number of particularly interesting cases, ranging from ports and services to components and component hierarchies.

*Contribution:* The core of the paper, that is, section three, was written with equal contribution from the first two authors. I was the main author for the corresponding extended version of this paper, published as a (MRTC) technical report [61].


*Abstract:* In the development of embedded software, modeling languages used within or across development phases e.g., requirements, specification, design, etc are based on different paradigms and an approach for relating these is needed. In this paper, we present a formal framework for relating specification and design models of embedded systems. We have chosen UML statemachines
as specification models and ProCom component language for design models. While the specification is event-driven, the design is based on time triggering and data flow. To relate these abstractions, through the execution trajectories of corresponding models, formal semantics for both kinds of models and a set of inference rules are defined. The approach is applied on an autonomous truck case-study.

Contribution: I was the main author of this paper.


Abstract: The development of embedded systems often requires the use of various models such as requirements specification, architectural (component-based), and deployment models, across different phases. However, there exists little design support for obtaining suitable component-based designs that satisfy specified requirements and timing constraints. In order to provide guided support for the design process of embedded systems, we introduce several component templates, referred as patterns, which we also formally verify against relevant properties. To illustrate the usefulness of the approach, we have applied the proposed patterns to obtain a component-based design of a temperature control system.

Contribution: I was the main author of this paper.
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Paper A: Analyzing a Pattern-Based Model of a Real-Time Turntable System

Davor Slutej, John Häkansson, Jagadish Suryadevara, Cristina Seceleanu, Paul Pettersson
Abstract

Designers of industrial real-time systems are commonly faced with the problem of complex system modeling and analysis, even if a component-based design paradigm is employed. In this paper, we present a case-study in formal modeling and analysis of a turntable system, for which the components are described in the SaveCCM language. The search for general principles underlying the internal structure of our real-time system has motivated us to propose three modeling patterns of common behaviors of real-time components, which can be instantiated in appropriate design contexts. The benefits of such reusable patterns are shown in the case-study, by allowing us to produce easy-to-read and manageable models for the real-time components of the turntable system. Moreover, we believe that the patterns may pave the way toward a generic pattern-based modeling framework targeting real-time systems in particular.
8.1 Introduction

Developing industrial real-time systems is difficult and sets high requirements to system safety and reliability. The short development cycles demand a reliable engineering method, with predictable costs. The state-of-the-art is dominated by an ad-hoc mixture of methods and tools, and system validation is mostly done by extensive testing at the implementation level. However, testing is done already too late in the design process, and bugs may still exist even in well-tested models. In this context, techniques for managing complexity and ensuring critical system properties during design become a necessity.

A promising design approach is to employ a formal component-based development technique. In such an approach, components are introduced as executable software units that can be deployed into a system. One of the key issues of realizing the component-based software paradigm is to ensure that the separately specified components do not conflict with each other when composed, resulting in blocking the system. A potential solution to this issue is formal modular verification of component-based software via model checking.

In this paper, we present a case-study in formal modeling and analysis of a real-time, component-based turntable system, for which the components are described in the SaveCCM language [1]. For verification, we use an integrated development environment for SaveCCM, connected via a plug-in with UPPAAL PORT, an extension of the model-checker UPPAAL, which implements a partial order reduction technique [2] for efficient model-checking. The technique exploits the topology of the network of components and consequently improves the scalability of the verification method.

Our experience with this case-study and other similar examples is that, beside making the model-checking efficient, an as demanding task is to produce manageable and easy-to-grasp design models for components and their composition. This has motivated us to try to extract some common behavioral patterns that occur frequently in the design of real-time systems, and represent them in a finite-state-machine like notation. Such notation lets us apply these patterns at high-levels of software development, as shown in the paper, while simplifying the produced models. We believe that employing patterns in designing component-based systems might also help in documenting the associated software, through pattern-based reverse engineering. However, this is out of the scope of this paper.

General purpose program design patterns are well-known in the object-oriented design community for a while now [3]. Nevertheless, in the design of component-based real-time systems, some different aspects might need to
be represented in the modeling patterns; for instance, the semantics of our
SaveCCM components is a read-execute-write semantics, hence a run-to-
completion pattern can prove beneficial in the design. Similarly, the reusable
modeling of the sequence of visited states during the execution of a component,
or reducing the time-wise non-determinism of the real-time component behav-
ior, by providing systematic means to associate a deadline with the behav-
ior, through a pattern, might also help the designer in the modeling phase. In
this paper, we introduce the just mentioned abstractions of common real-time
component behaviors, as the run-to-completion, history, and execution-time
patterns, respectively. Next, we apply them in modeling the component-based
turntable production cell.

The remainder of the paper is organized as follows. In section 8.2, we
briefly recall the basics of the SaveCCM language used for modeling the com-
ponents in our case-study. The three modeling patterns are introduced and
described as finite state machines in section 8.3, after which we present the
real-time turntable production cell example, including the formal models of
the constituent components, in section 8.4. The system’s formal requirements
and verification results are displayed and discussed in sub-section 8.4.3. We
compare our approach to related ones, in section 8.5. Finally, section 11.9
concludes the paper and outlines possible directions for future work.

8.2 SaveCCM

In this section we briefly present the Save component modeling language [1],
which will be used in the case study of this paper. The language is part of a
larger framework, called SaveCCM, for component-based design of real-time
and embedded system [4]. The SaveCCM language consists of a graphical
syntax and an associated formal semantics. Due to space limitation, the pre-
sentation in this section is restricted to a short informal overview of SaveCCM.
For a complete description of the language we refer the reader to [1].

In SaveCCM, systems are built from interconnected components with well-
defined interfaces consisting of input and output ports. The communication
style is based on the pipes-and-filters paradigm, but with an explicit separation
of data transfer and control flow. The former is captured by connections be-
tween data ports where data of a given type can be written and read, and the
latter by trigger ports that control the activation of components. Figure 8.1(a)
shows an example of the graphical SaveCCM notation. Triangles and boxes
denote trigger ports and data ports, respectively.
8.2 SaveCCM

A component remains passive until all input trigger ports have been activated, at which point it first reads all its input data ports and then performs the associated computations over this input and an internal state. After this, the component writes to its output data ports, activates the output trigger ports, and returns to the passive state again. This strict "read-execute-write" semantics ensures that once a component is triggered, the execution is functionally independent of any concurrent activity.

Components are composed into more complex structures by connecting output ports to input ports of other components. In addition to this "horizontal" composition, components can be composed hierarchically by placing a collection of interconnected components inside an enclosing component. From the outside, such a composite component is indistinguishable from other component where the behavior is given by a single model or piece of code.

To support analysis of SaveCCM models, it is required that each component is associated with a behavioral model consisting of a timed automaton [5] with a distinct exit location (see Figure 8.1(b-c)), and a mapping between component data ports and the internal automata variables. When a component is triggered, the port values are copied to the internal variables of the timed behavior which then proceeds as specified in the timed automaton. Whenever it reaches the exit location, variable values are copied to the output ports according to the given mapping, and the output trigger port is activated.

The timed automata modeling language used in SaveCCM is based on the language used in the UPPAAL tool [6]. It extends the timed automata language originally introduced by Alur and Dill [5] with a number of features that will be used in the case study, including: global and local bounded integer variables.

Figure 8.1: An example of (a) a composition where components A, B and C are composed by connecting port $p_1$ to $p_3$, and $p_2$ to $p_4$, and timed behaviors: (b) a clock with period $T$ and jitter $J$, (c) a computation updating data variable $a$ after between $\text{Min}$ and $\text{Max}$ time units.
and arithmetic operations over such variables, arrays, and a small C-like programming language that can be used to define functions and predicates. For a detailed description of the timed automata language, we refer the reader to [7].

8.3 Component Modeling Patterns

A modeling pattern is a way of designing a model with a clearly stated intent and structure. In this section, we propose three modeling patterns for common behaviors of real-time components, in order to ultimately provide the designer with useful abstraction mechanisms for the high-level modeling and analysis of CB real-time systems. We chose to define the patterns by a finite-state-machine like (FSM) notation, which we call Pattern-FSM (or PFSM) in this paper. The patterns can be instantiated, separately or in combination, in specific formal frameworks, to increase the readability of the models and their suitability for verification. To justify our claim, in section 8.4, we apply the proposed patterns, as combinations, to the CB modeling of an industrial real-time turntable system (see for instance Figure 8.10). The analysis framework is the Timed Automata (TA) language of UPPAAL [7, 6].

Generic PFSM Definition and Graphical Notation. Let $V$ be a set of data variables, $G$ be a set of boolean conditions (guards) over $V$, and $A$ a set of actions that update the variables. Then PFSM is a tuple $(S, \text{start}, \text{exit}, E, A)$, where $S$ is a set of states, start is the entry state, exit is the exit state, $E \subseteq S \times G \times A \times S$ is the set of transitions between states, and $A$ is a set of timing attributes, e.g. execution time, deadline, etc.

The execution of a PFSM starts in the special control state start. At a given state, an outgoing transition may be executed only if its associated guard evaluates to true; in this case we say that the transition is enabled. In case more than one outgoing transitions are enabled, one can be executed non-deterministically. A filled circle denotes the start control state and a semi-filled circle denotes the exit control state (see Figure 8.2). Different attributes of a PFSM, e.g. execution time, deadline etc. can be added to the graphical representation of a PFSM model (e.g. Figure 8.7).

8.3.1 Run-to-Completion Pattern

In the run-to-completion (RTC) execution model, the component is executing in indivisible steps, without interruption from any concurrent activity. The key advantage of the RTC semantics is simplicity and guaranteed absence of
deadlocks. Another advantage is that it might prune away unnecessary inter-
leavings, thus speeding up formal verification and bringing the model closer
to implementation. The pattern is commonly used in high-level behavioral
modeling languages like Statecharts and its variants [8, 9]. In Statecharts, the
events are handled in an RTC manner, along possibly compound transitions
(i.e., paths of adjacent arrows).

**Pattern description.** In this pattern, we assume that the component execution
proceeds with changing states by firing enabled transitions until it reaches a
state for which no outgoing transitions are enabled. At such a point, the execu-
tion terminates.

To implement the pattern, one needs to translate the corresponding PFSM
into a timed automaton (TA). Run-to-completion can be implemented by intro-
ducing new edges in the automaton, which describe termination of component
execution. Let \( L \) be the set of locations \( l_i, i \in \{1, \ldots, n\} \) in the corresponding
TA. For each location \( l_i \in L \), we assume that \( g_j, j \in \{1, \ldots, m\} \) are the guards
of the respective outgoing edges. The exit edge from \( l_i \) connects \( l_i \) with the
exit location. The guard of the \( l_i \) exit edge is \( \neg(\bigvee_j g_j) \).

**Example.** Figure 8.2 represents a PFSM specification of a simple compo-
nent behavior obeying our run-to-completion pattern. Figure 8.3 describes the
equivalent behavior as a timed automaton, which serves as the pattern imple-
mentation. The states S1, S2, and S3 of the PFSM are mapped onto locations
8.3.2 History Pattern

Execution history is a core feature of behavior modeling techniques [10, 8]. The history mechanism of a behavior remembers which state was last visited during execution, before exiting. This state can then be re-entered next time the execution re-starts. In the hierarchical state-machine modeling of Statecharts [8], an inner state may be exited and re-entered directly, by using the history mechanism. A similar approach is adopted in CHARON, a formal modeling framework for hybrid systems [10].

Pattern description. The pattern provides a mechanism to remember the execution history in the behavioral models of components. Assuming the execution as a sequence of states, the pattern has means of remembering the last state, or a particular state for that matter, reached during execution. Hence, the next time, the execution can resume from the state stored through the history mechanism. Similar to Statecharts, in a PFSM representation, the history mechanism is denoted as an $H$ within a circle, and acts as the start state.

The pattern is implemented as a TA, by using an integer variable $H$, which is updated along each edge connecting any states different from the start, and exit states, with the corresponding location identifier. Special edges connect the start state to each of the states of interest, while appropriately testing the variable $H$. In addition, exit edges connect each state of interest to the exit control state. Variable $H$ can be re-initialized appropriately when entering a specified final location.

Example. Figure 8.4 represents a component behavior with history pattern. The history is denoted by the encircled $H$ symbol, in the start state. In Figure 8.5, we give the equivalent behavioral model as a TA, which implements the history pattern. The states in Figure 8.4 are mapped onto locations 1, 2, 3 in the TA. Variable $H$ is initialized to an initial location, i.e., $H = 1$. The
edges that connect the start location to locations 1, and 2 are due to the pattern, and are guarded by conditions $H=1$, and $H=2$, respectively. Also, the history variable $H$ is updated with the location identifier along each edge entering that respective location (edges that leave and enter the same location may be skipped, e.g., location 2 in Figure 8.5). Finally, $H$ is re-initialized at location 3 of Figure 8.5.

### 8.3.3 Execution-Time Pattern

For embedded and real-time systems, it is often interesting to specify and analyze the best or worst execution time of components. The variation in execution time also gives rise to, e.g., non-deterministic timing, jitter, and varying end-to-end timing, which represent phenomena that are important to analyze (and master) at design time. In the following, we introduce a pattern for specifying the best and worst execution times of components.

**Pattern description.** In this pattern, we assume that the total accumulated time of executing a component is within an interval where the lower and upper bounds are the shortest and longest possible execution times, respectively. Hence, the component will produce output (data and trigger) at some time instance, in the interval.

---

Figure 8.5: A timed automata behavior with history pattern

Figure 8.6: Annotation of time attributes on PFSM models for execution-time pattern
We also assume that the component is annotated with an interval specifying the lower and upper bound on the execution time. To implement the pattern, we use a dedicated clock, say exec, which is used to measure the time since the component was triggered. The clock is reset on the edge outgoing from location start. We further introduce a location, say delay, and an edge from location delay to the exit location. Location delay is annotated with an invariant over exec, corresponding to the upper bound of the execution interval, whereas the exit edge is decorated with a guard corresponding to the lower execution bound.

**Example.** Figure 8.6 represents a PFSM specified using the execution time pattern. Its execution time is in the (closed) interval \([l, m]\). Figure 8.7 shows a timed automaton implementing the pattern. Note that when the exit location is reached, the value of clock delay is in the interval \([l, m]\).

### 8.4 Turntable Production Cell

In industry automation, a production cell is a part of an overall production system — a factory. In this section, we present a formal model of a turntable production cell, previously described in [11, 12]. The case study is designed using the component framework described in Section 8.2 and the patterns introduced in Section 8.3. By employing the patterns, we get simple and understandable component models for our case-study, as shown in the following subsections.

The turntable cell is illustrated in Figure 8.8. It consists mainly of a rotary disc with four product slots. A product is loaded into a slot at position 0, and is then rotated to position 1 where it is drilled. It is then rotated into position 2 where it is tested, and finally to position 3 where it is unloaded (or possibly left to be redrilled in the next cycle). The positions are aligned with various tools for loading, drilling, testing, and unloading.

Drilling and testing are the most critical tool positions, as the overall pur-
The purpose of the production cell is the verified drilling of products that flow through the cell. All slots of the rotary disc may be occupied at the same time, and products are processed in parallel. When a cycle completes, meaning that all positions complete their functionality, the rotary disc rotates 90 degrees thus positioning the products for the next phase of processing. As the rotation is initiated by signals from tools that are not time deterministic, there is no fixed period between rotation of the slots.
8.4.1 System Design

Following the informal description of the system, we can identify the system as consisting of five main software components: Turntable, Loader, Driller, Tester, and Unloader, corresponding to the functionalities of the cell. The components interact with several sensors and actuators, such as position sensors, clamping, and drilling devices, which do not require explicit modeling. Further, as we focus on modeling and analysis of the functional and timing behavior of the system, we make assumptions regarding error situations, e.g., no fault situations like broken tools, etc. This simplifies the system model without loss of generality.

We now describe in detail the software components in terms of their interfaces and behaviors. Figure 8.9 shows the software architecture of the turntable system. An interface of a component defines the access point to its behavior, in our case in terms of data ports and trigger ports. The Turntable component acts as a central controller in the system, and all other components are independent of each other and have a similar interface with Turntable. The common interface approach supports reuse, as well as the flexibility to extend or modify the system architecture. We define a common interface for each component, except Turntable, as shown in Table 8.1.

Data flow is defined by connections between data ports, within the common interfaces and with external sensors and actuators. The control flow is modeled separately from the data flow, by connections between triggering ports. As illustrated by Figure 8.9, the flow starts from the Clock component and ends at the Unloader.

The component behaviors are modeled as finite state machines under the
assumption of the modeling patterns defined in previous section. The history and the run-to-completion patterns are combined to achieve the modeled finite state machine behavior of the components, even though the components will be executed in a time-triggered fashion. The execution time pattern is applied to model the time required to execute each component. As such, the models present intuitive conceptual modeling retaining the analysis capability of the underlying formalism, i.e., timed automata. The modeled behaviors execute under the semantics of SaveCCM component model and the semantics of the patterns. In the following, we describe each of the component behaviours along with their associated functions and predicates, defined in terms of variables associated with the data and trigger ports of the corresponding component.

The Turntable Component

The interface of the turntable controller consists of two trigger ports, a sensor input, an actuator output, and four instances of the common interface. A clock component generates trigger signals to periodically activate Turntable, which in turn activates the Loader component. The actuator output aRotate is connected to a motor turning the rotary disc, and the sensor input sRotated senses when the rotation is completed. The behavior of the Turntable component coordinates the rotation of the disc with the execution of other components.

Initially it rotates the disc, and sets ports of other components appropriately. It then waits for the other components to signal that their processing has stopped, before restarting the main loop by turning the disc again. Starting from an empty system, it will take at least four rotations for all components to work in parallel. The first rotation only starts processing of the Loader, which then loads the first product onto the table. In addition to controlling the rotation of the disc, the component also maintains status information for each position. The status information is shifted one step each time the table rotates. The detailed behavior is modeled in Figure 8.10, in terms of associated functions and predicates (listed in Figure 8.11). The internal variables status\(_i\), start\(_i\), finished\(_i\), result\(_i\) represent the data values of the corresponding common interface ports of position \(_i\).

\(^1\)Hence, even though Turntable is triggered periodically, the period of the rotation of the disc depends on the processing time in the four slots.
rotateSlots() is
    temp : int := status0
    aRotate := true
    status0 := status1 ; status1 := status2
    status2 := status1 ; status1 := temp
end

startWork() is
    for positions i do start_i := true
end

ggetResult() is
    for positions i do status_i := result_i
end
clear() is
    for positions i do start_i := false
end

allCompleted iff ∀i : finished_i

Figure 8.10: Behavioural model Turntable component.

Figure 8.11: Functions and predicates used by Turntable.

The Loader Component

As mentioned, Loader shares a common interface with, and receives a trigger, from Turntable. It also has a trigger output to the Driller, sensor input sLoaded, and actuator output aLoad. The behavioral model is shown in Figure 8.12. When triggered the component checks the status of the slot at position 0. If a previous product is present, forwarded by the Unloader for reprocessing, the product is left in the slot for repeated drilling. Otherwise a new product is loaded into the slot, to be drilled in the next cycle.

The Driller Component

Figure 8.13 shows a model of the Driller component behavior, which interacts with actuators and sensors for clamping and drilling the product. When triggered the component checks the status of the slot at position 1. If empty, the driller does nothing, otherwise the product in the slot is fixated (clamped), the drill starts spinning and is lowered. When the drilling is completed, the drill is
laid and stopped, and the status of the slot is updated accordingly.

**The Tester Component**

The behavioral model of Tester is shown in Figure 8.14. Its input trigger is received from Driller, and its output trigger output is sent to Unloader. Similar to the driller, it interacts with actuators and sensors to move a tool into the product. The tool of the tester is a sensor $s_{\text{TesterDown}}$, that measures the hole within 2 time units since the beginning of the test process. When triggered the
component checks the status of the slot at position 2. If empty, it does nothing, otherwise it measures the hole drilled in the product, and updates the status according to its verdict.

**The Unloader Component**

Figure 8.15 shows a model of the Unloader behavior. The status of the drilled product at position 3 indicates the verdict determined by the previous tester component. If the product was faultily drilled, it is not unloaded, otherwise, the component activates an actuator to unload the product. If the slot is empty, as in initial rotations, the Unloader does nothing.

8.4.2 Modeling a Closed System

For verification purposes we define a closed system, that is, a system with no inputs or outputs. A closed model of the turntable is created by composing the turntable controller software with an UPPAAL timed automata model of the environment that is affected by actuators, and affects sensors. The software architecture of the turntable controller is presented in Figure ?? (as it appears in the SaveCCM syntax in the Save-IDE). The behavior of each component, as modeled in the previous section, is translated into TA, following the modeling patterns presented in section 8.3.

The environment of the turntable control software is modeled with appropriate abstractions of the complex real world aspects, in such a way that the behavior (and timing) of the real physical environment is included in the model. Further, as mentioned earlier, the model is done under the assumption of normal behavior, meaning no exception handling or error conditions such as faulty sensors or actuators may occur. The environment of the turntable system is modeled as timed automata (TA) in the UPPAAL tool. The environment essentially consists of the actuators and sensors associated with the system and its components. Due to space limitation, we leave out some of the environment
Figure 8.16: Control structure and system architecture of the turntable system as modeled in Save-IDE.
automata, and we refer the reader to our recent work [12] for a more detailed environment model.

The communication interface between the system and its environment is facilitated by shared variables. These variables correspond to the communication ports between the modeled system software and its sensors and actuators, as well as test automata that drive the verification process. The interface, and its initialization, is given in Table 8.2. To simplify the modeling process, and reduce the state space of the model, all aspects of a system are not modeled explicitly. Instead, models focus on critical aspects of the system. The environment model used for the formal verification of the turntable consists of the behaviors Disc, Clamp, Drill, and TestTool.

The drilling tool is modeled in terms of its two controllable parts: Clamp and Driller. The behavior of these environment models are presented in Figures 8.17 and 8.18, respectively. The function of the clamp is to lock the product in place so that the drilling can be carried out. The timed automaton is initially in the location UnLocked, and transitions to the location Locking when the edge guard aClamp goes high (value becomes 1). It can remain in the location Locking as long as the associated invariant claCLK \leq ClampTime holds. The same happens when the clamp is in location UnLocking. This models the continuous behavior of the Clamp.

The function of Driller is to make holes in the product. The timed automaton (Figure 8.18) is initially in the DrillUp location, and transitions to DrillerMovingDown when the guard aDrillMoveDown goes high. It can remain in this location as long as the associated invariant drillCLK \leq MaxDownTime holds to model the maximum time the drilling can take place. The same happens when the drill is in location DrillerMovingUp. The drill moves out from

<table>
<thead>
<tr>
<th>TA</th>
<th>Variables</th>
<th>Data type</th>
<th>Initially</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disc</td>
<td>aRotate, sCompleted</td>
<td>bool</td>
<td>false</td>
</tr>
<tr>
<td>Clamp</td>
<td>aClamp, sLocked, sUnlocked</td>
<td>bool</td>
<td>false</td>
</tr>
<tr>
<td>Drill</td>
<td>aDrillDown, aDrillUp</td>
<td>bool</td>
<td>false</td>
</tr>
<tr>
<td></td>
<td>sDrillDown, sDrillUp</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TestTool</td>
<td>aTesterDown, aTesterUp</td>
<td>bool</td>
<td>false</td>
</tr>
<tr>
<td></td>
<td>sTesterDown, sTesterUp</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
the continuous behavior of drilling down or drilling up after MinDownTime or MinUpTime, respectively.

The TestTool works similarly to the drill, moving down by command from an actuator until a sensor is activated, and then moving up again by command from a different actuator until the corresponding sensor is activated. Also Disc is modeled with two states, wait and turning. The transition from wait to turning is initiated by the actuator aRotate, clears the sensor value sCompleted, and resets a clock ensuring the transition back to wait within TURN_TIME time units, when the sensor value sCompleted is also set.

8.4.3 Requirements and Verification

In this section, we present the verification aspects of the turntable system. The work has been performed in the SAVE-IDE, an integrated development environment for SaveCCM. For modeling, the Save-IDE provides graphical editors for architectural and behavioral modeling. For system (symbolic) simulation and verification by model-checking, the tool UPPAAL PORT [13, 2], an extension of UPPAAL [6], is integrated through a plug-in. The representation of the system architecture and component behaviors is represented in the SaveCCM XML file format [1], and the environment is stored in an UPPAAL XML file. UPPAAL PORT connects system inputs and output to global variables in the environment model.
A set of properties concerning the safety and liveness of the Turntable control system have been verified. In UPPAAL, liveness properties can be specified as leads to properties in the form $P \rightarrow P'$, meaning that if a system has reached a state with $P$ satisfied, it will eventually reach a state where $P'$ is satisfied. We discuss a few representative properties below. The first property specified is:

$$A \square \neg \text{deadlock} \tag{8.1}$$

Property 8.1 is a safety property, specifying the absence of deadlock situations. A deadlock occurs when the system can not progress further. In a real-time system, this is often caused by two tasks mutually excluding each other from acquiring a resource (e.g., semaphore). It can also be caused by a fault in the environment model. The property is verified as listed above. The $A$ is a universal quantifier, and refers to the property to be verified on all execution paths of the statespace. The box $\square$ is a universal quantifier over all states in a path. The states are defined by values of all variables as well as locations of automata. The keyword deadlock represents a state in the execution where there is no outgoing (delay or action) transition. The turntable system is verified to be deadlock free.

The absence of a deadlock does not mean that the system is guaranteed to make progress. The control system could be continuing with the component trigger without the components progressing through their respective finite state machines. The following set of properties verify that the turntable system is progressing. It checks that the central component Turntable continuously moves between Idle and Turning states. This is specified using leads to properties. The diamond $\Diamond$ is an existential quantifier over states in the path, meaning that the property is eventually satisfied by a state in the path (all paths in this case).

$$A \Diamond \text{Turntable.Turning} \quad \text{Turntable.Turning} \rightarrow \text{Turntable.Idle} \tag{8.2}$$

$$\text{Turntable.Idle} \rightarrow \text{Turntable.Turning}$$

The properties 8.2 establishes that the component Turntable always progresses. This is possible only when the individual components too are progressing following the design strategy. The progress of individual components can be verified as below.

$$\text{Loader.Ready} \rightarrow \text{Loader.Finished} \tag{8.3}$$

The above leads-to property 8.3 verifies that Loader always progresses. We can verify a similar property for all other components. Further, we verify an
8.5 Related Work

There are a number of component based development (CBD) frameworks for embedded systems described in the literature. The BIP framework and the toolkit IF [14] are intended for predictable embedded systems development by supporting correctness-by-construction and compositional verification. While BIP offers bottom-up design of systems, our approach supports CBD in a bit more pragmatically traditional top-down design, with support of modeling in Save-IDE [15] and formal verification using the UPPAAL PORT toolkit [13, 6].

The Charon toolkit [10] supports modular specification of embedded systems, based on the notions of agents and modes, for architectural and behavioral specifications, respectively. Our behavioral specification language of components shares some features of the modes in Charon, but without hierarchy, and in our approach the execution history of a component is provided by using a simple design pattern.

The Statemate toolkit [16] is an early working environment for the development of complex reactive systems. Modularity of the system development
is provided in terms of different views, such as structure, functionality, and behavior. Our approach for behavior specification of components (modules in Statemate) is similar to the Statecharts [17], the behavioral language of Statemate. Though not hierarchical, our FSM notation for component behaviors (see Section 8.3), combined with the patterns proposed in this paper, is similar to the Statechart features run-to-completion and execution history.

The case study of Turntable production system, presented in this paper, has previously been analyzed using different methods and tools. In [18], a turntable model is specified in \( \chi \) [19], a simulation language for industrial systems, and translated into Promela, the input language of the Spin model-checker to verify several properties of the model. In [11], a \( \chi \) model of the turntable system was translated into the specification languages of three model-checkers: CADP, Spin, and UPPAAL comparing both the ease of conversion, the expressiveness of each of the specification languages, and the abilities and performances of the respective model-checkers. In [20], the turntable production system was implemented in the COMDES-II component-based software framework. The authors developed a semantic transformation of the COMDES-II model into an UPPAAL timed automata model, allowing for formal verification of a set of properties similar to those in [11].

8.6 Conclusion

In this paper, we have presented how the SaveCCM component-based approach for development of embedded systems has been applied in a case study, to model and verify an industrial turntable production system. We have presented a component-based system architecture model, as well as the detailed behavioral models of the system components. To produce a manageable and easy-to-grasp design model of the turntable, we have used three simple, but useful, design patterns. The finite behaviors of components are specified in a finite state machine notation, using two design patterns for encoding run-to-completion semantics, and history states. Timing is introduced using a third design pattern for specifying the execution time and order of components. We also describe how the design specifications are syntactically transformed into the modeling framework used in SaveCCM, for further analysis using UPPAAL PORT.

Throughout the case study, we have been using Save-IDE and its connection to UPPAAL PORT, for editing models, as well as for performing (symbolic) simulation, and verification by model-checking. As a modeling result, we believe that we have produced a very intuitive component-based model of the
turntable system. As verification results, we have shown that the system model satisfies all the requirements specified for the system, formalized as safety and liveness properties in TCTL.

As future work, we intend to develop an enriched behavioral modeling language and formal analysis support for the successor of SaveCCM, called ProCom. The language will be based on the design patterns described in this paper, and possibly on other newly developed, more involved patterns that might prove useful in simplifying both the formal models and their verification.
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Paper B:  
Formal Semantics of the ProCom Real-Time Component Model

Aneta Vulgarakis, Jagadish Suryadevara, Jan Carlson, Cristina Seceleanu, Paul Pettersson
Abstract

ProCom is a new component model for real-time and embedded systems, targeting the domains of vehicular and telecommunication systems. In this paper, we describe how the architectural elements of the ProCom component model have been given a formal semantics. The semantics is given in a small but powerful finite state machine formalism, with notions of urgency, timing, and priorities. By defining the semantics in this way, we (i) provide a rigorous and compact description of the modeling elements of ProCom, (ii) set the ground for formal analysis using other formalisms, and (iii) provide an intuitive and useful description for both practitioners and researchers. To illustrate the approach, we exemplify with a number of particularly interesting cases, ranging from ports and services to components and component hierarchies.
9.1 Introduction

Designing embedded systems (ES) in a component-based fashion has become an attractive approach for embedded software development. With benefits ranging from simplification and parallel working to pluggable maintenance and reuse, the financial gains are significant. In this context, systems consist of identifiable, relatively independent and generally replaceable units of composition, called components, which encapsulate complex functionality.

Once a component is defined, it can be distributed and used in other applications. Examples of component models include JavaBeans [1], Koala [2], SOFA [3, 4], ProCom [5, 6] etc. Out of these, ProCom is a recently proposed component model tailored for developing real-time ES in the vehicular and telecom domains.

To achieve predictability throughout the development of the ES, the designer needs to employ a design framework equipped with analysis methods and tools that can be applied at various levels of abstraction, in order to provide estimations and guarantees of relevant system properties. Usually, embedded system designers deal with two kinds of requirements. Functional requirements specify the expected services, functionality, and features, independent of the implementation. Extra-functional requirements specify the use of available resources. For the same functional requirements, extra-functional properties can vary depending on a large number of factors and choices, including the overall system architecture and the characteristics of the underlying platform. Consequently, ES modeling must deal with both computation and physical constraints, which calls for an underlying semantic framework that abstracts away from both physical notions of concurrency and from all physical constraints on computation.

In this paper, we formalize the semantics of ProCom [5] architectural elements, while identifying potential trouble spots in modeling, which we describe in detail in Section 9.2.2. To tackle the mentioned modeling issues of ES, ProCom consists of two distinct, but related, layers, which expose a number of modeling characteristics that pose challenges to the system designer. The upper layer, called ProSys, serves the modeling of the ES as a number of active and concurrent subsystems, communicating by message passing. The lower layer, ProSave, addresses the internal design of a subsystem down to primitive functional components implemented by code. ProSave components are passive and the communication between them is based on a pipes-and-filters paradigm. Bridging the semantic gap between the two communication paradigms is one particular modeling challenge that we show how to solve within the proposed
ProCom formalization.

Another distinguishing characteristic of ProCom is the possibility to model both fully implemented components, described internally by code, and also design-time components, possibly modeled internally as inter-connected ProSave components that might co-exist with the implemented components.

In order to rigorously describe the above mentioned and all of the other behavioral features of ProCom models, and to provide support for formal analysis, we use an underlying *finite state machine* (FSM) formalism, with notions of urgency, timing and priority. The formal semantics of the FSM language, hence of the architectural elements of our component model, is expressed in terms of *timed automata* with priorities [7] and urgent transitions [8]. However, in the following, we chose to present just some of the most interesting cases, like the formal description of services, component hierarchy, and ProSys-ProSave linking. The formalism is intended to provide a high-level, abstract representation of ProCom semantics, understandable and appealing to both formalists and engineers. Our solution is based on a small semantic core to which the synthesis of ProCom-based models of real-time embedded systems should conform.

Note that, although it sets the grounds for formal verification, our semantic descriptions focus only on describing the correct behavior of ProCom architectural elements, without consideration for efficiency in formal verification of the resulted models.

The remainder of the paper is organized as follows. In Section 9.2, we briefly recall the ProCom component model and identify some of its particularities. Section 9.3 presents our underlying formal notation and the actual formalization of the selected ProCom architectural elements. The comparison to related work is carried out in Section 9.4, whereas in Section 10.6, we conclude the paper.

### 9.2 The Component Model

#### 9.2.1 ProCom

The ProCom component model [6] is specifically developed to address the particularities of the embedded systems domain, including resource limitations and requirements on safety and timeliness.

To achieve efficiency, ProCom components are design-time entities that can comprise information about interfaces, internal structure, code, models, attributes, etc., rather than discernable, concrete units in the final system. Ap-
Applications are built as a collection of interconnected components, and in the later stages of development this component-based design is transformed into executable units, such as tasks that can be handled by traditional real-time operating systems.

Another basis of the ProCom development approach is that various types of analysis are carried out throughout the development process, in order to ensure that the application will meet requirements on resource usage, safety and timeliness. Early analysis is particularly emphasized, as it allows potential problems to be discovered when the cost of resolving them is relatively low. At early stages, analysis is mainly based on models and estimates, and in later stages on, for example, source code and concrete design parameters. A key concern is to provide means to perform analysis on systems where fully developed parts, for example reused components, co-exist with parts in an early stage of development.

To address the different concerns that exist on different levels of granularity, spanning from the overall architecture of a distributed embedded system, to the details of low-level control functionality, ProCom is organized in two distinct, but related, layers: ProSys and ProSave. In addition to the difference in granularity, the layers differ in terms of architectural style and communication paradigm.

In ProSys, the top layer, a system is modeled as a collection of communicating subsystems that execute concurrently, and communicate by asynchronous messages sent and received at typed output and input message ports.

Contrasting this, the lower lever, ProSave, consists of passive units, and is based on a pipes-and-filters architectural style with an explicit separation between data and control flow. The former is captured by data ports where data of a given type can be written or read, and the latter by trigger ports that control the activation of components. Data ports always appear in a group together with a single trigger port, and the ports in the same group are read and written together in a single atomic action.

Figure 11.1 (a) shows the graphical representation of a ProSys subsystem with one input port and two output ports, and (b) shows a simple ProSave component with one input port group and two output port groups. Triangles and boxes denote trigger- and data ports, respectively.

In addition to simple connections from output- to input ports, ProSave contains connectors that provide detailed control over the data- and control flow, including forking, joining and dynamically changing connection patterns.

Both layers are hierarchical, meaning that subsystems as well as components can be nested. The way in which the two layers are linked together is that
a primitive ProSys subsystem (i.e., one that is not composed of other subsystems) can be further decomposed into ProSave components. At the bottom of the hierarchy, the behavior of a primitive ProSave component is implemented as a C function.

For the purpose of analysis, it is possible to associate attributes with components and subsystems to specify different functional and non-functional characteristics. Some attributes can be represented by a single number, e.g., worst-case execution time or static memory usage, but in the case of more complex functional and extra-functional behavior (such as timing and resource consumption), a dense time state-based hierarchical modeling language called REMES [9] is used.

9.2.2 Particularities of ProCom

The ProCom component model imposes restrictions on the behavior of its constructs, which should be addressed and formally specified, in order to achieve predictable behavior. This section recalls the informal behavioral semantics of specific modeling constructs in ProCom: services, connections, component hierarchy and building active subsystems out of passive components.

The functionality of a ProSave component is captured by a set of services. The services of a component are triggered individually and can execute concurrently, while sharing only data. A service consists of one input port group and zero or more output port groups, and each port group consists of one trigger port and a number of data ports. An input port group may only be accessed
at the very start of each invocation, and the service may produce parts of the output at different points in time. The input ports are read in one atomic step, and then the service switches to an executing state, where it performs internal computations and writes at its output port groups. The data and triggering of an output group of a service are always produced at the same time. Before the service returns to idle, each of the associated output port groups must have been activated exactly once. This restriction serves for tight read-execute-write behavior of a service. Since a service is a complex concept, its formalization is highly needed.

In the ProCom language, connections and connectors define how data and control can be transferred between ProSave components. Since ProSave components cannot be distributed, the migration of data or trigger over a connection is loss-less and atomic. However, the trigger signals are not allowed to arrive to any port before all data have arrived to all end destinations. This should hold also in case when the data passes through a connector. ProSave follows a push model for data transfer, so whenever there is data produced on an output port, it is forwarded by the connection to the input data port and stored there. In case more data (trigger) connections are enabled at the same time, the order in which they are taken is non-deterministic. Let us assume the following modeling scenario: three components A, B and C, are interconnected via a Data-Fork connector (see Figure 9.2). The Data-Fork connector is used to split data connections, so data written to the input data port is forwarded to the output ports. When component A has finished executing, component B should start executing. However, since the input trigger port of component B is directly connected to the output trigger port of component A, while the data is not transferred directly, but via a connector, there is a risk that the trigger signal may reach component B before the data has arrived. Hence, such a scenario in which trigger might arrive before data should be prohibited by the formalization.

Internally, a ProSave component may be described by code or other interconnected sub-components. When a trigger of an output group is activated internally, all the data (assuming it is ready internally) and the trigger are atomically transferred to the corresponding output port groups of the enclosed component. This contributes to the fact that, externally, there is no difference between components, which allows the coexistence of fully developed components and early design units.

ProSys systems are active entities that communicate via message passing. In contrast, the communication between ProSave components is based on the pipes-and-filters paradigm. Internally, a ProSys system can be built out of other
ProSys (sub)systems. At the lowest level of ProSys hierarchy, a subsystem can be internally modeled by ProSave components. In order to build active subsystems out of passive components, we use *clocks*. A clock is a special type of construct that has one output trigger port, which is activated periodically at a given rate. Clocks are not allowed to drift, but it is not assumed that all clocks are initially synchronized. Additionally, a mapping is needed between the message passing in ProSys and the trigger/data communication used in ProSave.

Given the above, we identify the following issues that have motivated our formalism and that we show how to solve in Section 9.3:

- The data and triggering of an output group of a service must always be produced atomically, and each of the service output port groups must have been activated exactly once before the service returns to idle state.

- All the data must arrive to its end destinations before the trigger signal. This rule should also hold in cases when data is transferred through a connector.

- Coexistence of both fully implemented components having well known inner structure, and early design black box components, should be supported.

- Bridging the two communication paradigms: message passing in ProSys and pipes-and-filters in ProSave.
9.3 Formal Semantics of Selected ProCom Architectural Elements

To describe the behavioral semantics of ProCom architectural elements, we introduce a high-level formalism as an extension of finite state machine (FSM) notation and semantics. Our FSM formalism is enriched with additional notions of urgency, priority and implicit timing, necessary for modeling semantics of component-based architectures of real-time systems. The formalism is small, but powerful enough to grasp all the information that is needed for proper formalization of ProCom. In addition, we believe that the language is intuitive enough to be used by developers/engineers, but also formalists/researchers. Yet this has to be proved by experiments that we leave for future work.

The FSM formalism and related graphical notation are introduced formally below.

9.3.1 Formalism and Graphical Notation

Let $V$ be a set of variables, $G$ a set of boolean conditions (or guards) over $V$, $B$ the set of booleans, $A$ a set of variable updates, and $I$ a set of intervals of the form $[n_1, n_2]$, where $n_1 \leq n_2$ and $n_1, n_2$ are natural numbers. Our FSM language is a tuple $\langle S, s_0, T, D \rangle$, where $S$ is a set of states, $s_0 \in S$ is the initial state, $T \subseteq S \times G \times B \times B \times A \times S$ is the set of transitions between states, in which $B \times B$ represent priority and urgency (described below), and $D : S \rightarrow I$ is a partial function associating delay intervals with states.

The FSM language relies on a graphical representation that consists of the usual graphical elements, that is, states and transitions labeled with guards, priority, urgency, and updates, see first two columns of Figure 9.3. A transition can be either urgent or non-urgent, and it can have priority or no priority. As shown in Figure 9.3, a transition may be decorated with the non-urgency symbol $\ast$, and/or the priority symbol $\uparrow$. Note that, a transition that is not annotated with $\ast$ is urgent. A state can be associated with a delay interval, which is graphically located within the state circle.

Intuitively, the execution of an FSM starts in the initial state. At a given state, an outgoing transition may be taken only if it is enabled, i.e., its associated guard evaluates to true for the current variable values. If from the current state, more than one outgoing transition is enabled, one of them is taken non-deterministically, and prioritized transitions are preferred over non-prioritized transitions. In case all enabled outgoing transitions of a state are non-urgent, it is possible to delay in the state. On the other hand, if there are any outgoing
urgent enabled transitions, one of them must be taken immediately. Thus, the
notions of priority and urgency avoid unnecessary non-determinism among en-
abled transitions, clarifying the modeling aspects and possibly improving the
performance of formal analysis. A state that is associated with a delay interval
$[n_1, n_2]$ may be left anytime between $n_1$ and $n_2$ time units after it is entered.
In order to form a system, FSMs may be composed in parallel. The semantic
state of the composed system is the combined states and variable values of
the FSMs. The notions of urgency and priority are applied globally, and time
is assumed to progress with the same rate in all FSMs.

9.3.2 Formal Semantics of the FSM Language

In this section, we formally define the semantics of our FSM language using
timed automata (TA) [10] with priorities [7] and urgent transitions [8] as a
semantic domain. The translation of each FSM element to TA is depicted in

---

**Figure 9.3:** The graphical notation of the FSM elements and their translation into TA.
9.3 Formal Semantics of Selected ProCom Architectural Elements

Figure 9.3. The FSM language has four kinds of transitions: urgent transition, urgent transition with priority, non-urgent transition, and non-urgent transition with priority. In TA we introduce four channels: $a$, $b$, $c$, and $d$. Channels $a$ and $b$ are urgent, and channels $b$ and $d$ have higher priority than channels $a$ and $c$. Accordingly we map the transitions of FSMs into TA edges labeled with the appropriate channels, as defined in Figure 9.3. The translated TA edges need a timed automaton offering synchronization on the complementary channels (e.g., $a!$ complementary to $a?$), depicted in Figure 9.4.

Each FSM state results into a TA location. For every FSM with delay states, a clock $clk_i$ is introduced. Accordingly, an FSM state with delay interval $[n_1, n_2]$ is translated into a corresponding TA location with invariant $clk_i \leq n_2$. The clock is reset on all ingoing edges and the guards of all outgoing edges are conjuncted with $clk_i \geq n_1$.

The system represented by a composition of FSMs can be translated into a network of TA in two steps. First, each FSM is translated into a timed automaton and then all TA are composed into a network together with the automaton of Figure 9.4.

9.3.3 Overview of ProCom Formalization

In the formalization, each data and message port is represented by a variable with the same type as the port. The variables are storing the latest value written to the ports, respectively. Likewise, a trigger port is represented by a boolean variable determining the activation of that port. Ports of composite components are represented by two variables, corresponding to the port viewed from outside and from inside. Accordingly, in the ProCom formalization we assume the following set of shared variables through which the FSMs communicate:
• $v_{d_i}$: variable associated with a data port $d_i$ of corresponding type.

• $v_{t_i}$: boolean variable associated with a trigger port $t_i$ indicating whether the port is triggered, default false.

• $v_{m_i}$: variable associated with a message port $m_i$ of corresponding type.

• $v'_{d_i}$ and $v'_{t_i}$: internal variables for ports of composite components, corresponding to port variables $v_{d_i}$ and $v_{t_i}$, respectively.

Additionally, we let $\varepsilon$ be the null value of any type indicating that no data is present on a data or message port.

The complete formalization of ProCom is available in [11]. The semantics of all ProCom elements is defined as a translation to the FSM language, and the semantics of an entire ProCom system is defined by the parallel composition of FSMs for the individual constructs.

In the following, we chose the most representative, and semantically challenging, architectural elements of ProCom, and present their formalization. The elements are: services, connections, components, clocks and message ports.

9.3.4 Services

Assume a ProSave component with one service, say $S_1$ and let $S_1$ consist of one input port group and two output port groups (Figure 9.5 (a)). The informal semantics of a service in ProSave is described in Section 9.2. The formal semantics of a service, in this case, $S_1$, is described below and shown in Figure 9.5 (b).

Let $w_1$ and $w_2$ be boolean variables corresponding to the output port groups, respectively; the variables indicate whether the respective group has been activated or not. By associating boolean variables with the output port groups, we ensure that the groups are written only once during an execution instance of a service. While being in an Execute state a service may yield into two error scenarios:

• A service might try to go back to the Idle state before all output groups have been activated. In the formal semantics of a service this is depicted by the state Error 1.

• During execution, a service might try to activate an already activated output port group. This problem is captured by the state Error 2.
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As such, the formal semantics, ensures the informal semantics described in Section 9.2 i.e., the triggering and data of a service is always produced atomically and each of the service output groups is activated exactly once before the service returns to the Idle state.

9.3.5 Data and Trigger Connections

We will now focus on the ProSave connections between two data ports $d_0$ and $d_1$ and two trigger ports $t_0$ and $t_1$. The formal semantics of ProSave connections is presented in Figure 9.6, for data connection, and in Figure 9.7, for trigger connection.

To ensure that data is transferred prior to trigger, and to avoid undesirable consequences otherwise, the transitions in the FSM formalism (Figure 9.6) are associated with priority in the case of data connections. This is also the case in the semantics of all connectors that forward data (detailed in [11]).
9.3.6 Component Hierarchy

ProCom is a hierarchical component model, with each component being a parallel composition of services, executing concurrently and sharing data. The functionality of a ProSave component can be implemented by a single C function (primitive component) or by inter-connected internal components (composite component).

In early stages of development, a component may still be a black box with known behavior, but unknown inner structure. Later on, the component may be detailed and in the end implemented. However, all components follow the same execution semantics. In an early stage of development, when only the behavior of the component is assumed to be known, it is the responsibility of the behavior model to signal the end of execution, and to take care of the internal variables (data and trigger) of a component accordingly. In a later stage of development, when the inner structure of a composite component is known, its formalization is handled by the inter-connected subcomponents. In this case, we assume that there is a virtual controller in charge of signaling when the internal trigger of a component has become false i.e., all subcomponents have returned to the idle state. Consequently, in both cases, the internal variables are left to be modified by the behavior, code or inner realization, but the external variables of a component are always handled by the semantics of a service (defined in Section 9.3.4). This emphasizes the fact that, from an external
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Figure 9.7: (a) A ProSave trigger connection and (b) its formal semantics.

observer’s point of view, there is no difference between early design black box components and fully implemented components.

9.3.7 Linking Passive and Active Components

By definition, ProSave components are passive and they communicate via data exchange and triggering. ProSave components can be used to define the internals of an active ProSys subsystem with some additional connector types: clocks (see Figure 9.9 (a)) and input- and output message ports (see Figure 9.10 (a) and Figure 9.11 (a), respectively). These connectors are not allowed inside a ProSave component, so the coupling between ProSave and ProSys is done only at the top level in ProSave. The use of these connectors is exemplified in Figure 9.8.

A clock serves for generating periodic triggers. A ProSave component can be activated by receiving a periodic trigger with appropriate period. The formal semantics of a ProSave clock with period P is shown in Figure 9.9 (b). Thus, the formal semantics complies to the informal semantics of a clock, described in Section 9.2.

Message ports bridge the gap between the two communication paradigms: pipes and filters in ProSave and message passing in ProSys. Each message port acts as a connector with a trigger and data port that may be connected to other ProSave elements. Whenever a message is received, the input message port
writes this message data to the output data port, and activates the output trigger. Similarly, whenever the trigger from an output message port is activated, the output message port sends a message with the data currently present on its input data port.

We assume the following:

- \( \text{todata}() \): is a function that translates messages into data.

- \( \text{tomessage}() \): is a function that translates data into messages.

Given the above, the formal semantics of an input message port and an output message port can be described as in Figure 9.10 (b) and Figure 9.11 (b), respectively.
9.4 Discussion and Related Work

As shown previously, the formalization of the relevant ProCom architectural elements can be subsumed by a small and simple FSM-like language, extended with an abstract representation of clocks, and also urgency and priority on transitions. To place our contribution in the right context and emphasize its strengths and weaknesses, in the following, we review some of the related work to which ours can compare.

The BIP (Behavior, Interaction model, Priority) component framework introduced by Gößler and Sifakis [12, 13] has been designed to support the construction of reactive systems. By separating the notions of behavior, interaction model, and execution model, it enables both heterogeneous modeling, and separation of concerns. The semantics of BIP is given in terms of Timed Automata.
on which priority rules are successively applied to enforce certain invariants of the expected real-time behavior. As opposed to our formal semantics, the BIP formalization targets directly the efficient verification of the considered models.

COMDES-II (Component-Based Design of Software for Distributed Embedded Systems) [14] is a development framework in which the functional units encapsulate one or more dynamically scheduled activities. Besides providing a clear separation of concerns (functional behavior from real-time behavior), in modeling, COMDES-II also offers support for formal analysis, by specifying the activity behavior in terms of hybrid state machines. The ProCom semantics presented in this paper does not focus on the transformational aspects of component and system behavior, but more on the reactive and real-time aspects, while emphasizing the co-existence of black-box and fully implemented components, via the component hierarchy.

The communication among SOFA components [3] can be captured formally, by traces, which are sequences of event tokens denoting the events occurring at the interface of a component. The behavior of a SOFA entity (interface, frame or architecture) is the set of all traces, which can be produced by the entity. Such a formalization can be hard to comprehend, but the proposed formalization of ProCom might, on the other hand, be more difficult to implement and exploit towards efficient verification, due to its higher-level of abstraction.

A process-algebraic approach to describing architectural behavior of component models is advocated by Allen and Garlan [15], and Magee et al. [16], who formalize the component behavior in CSP (Communicating Sequential Processes) and via a labeled transition system with a possibly infinite number of states.

Koala [2] is a software component model, introduced by Philips Electronics, designed to build product families of consumer electronics. For Koala compositions, the extra-functional information is exposed at the component’s interface. The prediction of extra-functional properties is carried out by measurements and simulations at the application level. In contrast, the ProCom semantics sets the ground for achieving predictability via formal verification (by translating our FSMs into timed automata [7]), prior to implementation.

ProCom’s precursor, SaveCCM, is also an analyzable component model for real-time systems [17]. SaveCCM’s semantics is defined by a transformation into timed automata with tasks, a formalism that explicitly models timing and real-time task scheduling. The level of detail of such a formal model is higher than in our FSM notation, making it more suitable for formal verification; how-
ever, the timed automata models of SaveCCM can be cluttered with variables whose interpretation is not necessarily intuitive, which makes the formal models less amenable to changes.

\section*{9.5 Conclusions}

In this paper, we have presented the overall ideas and some lessons learned from defining a formal semantics of the ProCom component modeling language. The ProCom language is structured in two layers, and equipped with a rich set of design elements aimed to primarily support the application area of embedded systems. The ProCom language constructs include service interfaces, data and trigger ports, passive or active components, connections and connectors, hierarchies of components, timing, etc.

Clearly, a formalization of the language needs to deal with all concepts of the modeling language. Additionally, it has been our goal to make the formalization as simple and intuitive as possible, so that it can serve as a basis both for engineers using ProCom, as well as researchers developing analysis techniques, model-transformation tools, etc., within the ProCom framework. In order to meet these sometimes contradicting goals, we have used a small but powerful FSM language, in which the semantics of each ProCom element is described. The FSM language builds on standard FSM, enriched with finite domain integer variables, guards and assignments on transitions, notions of urgency and priority, as well as time delays in locations. The language assumes an implicit notion of time, making it easy to integrate with various concurrency models (e.g., the synchronous/reactive concurrency model, or a discrete-event concurrency model) \cite{18}. Its formal semantics is expressed in terms of TA with priorities and urgent transitions, as shown in Section 9.3.2. The FSM language has graphical appeal and it is simpler than the corresponding TA model, as it abstracts from real-valued variables and synchronization channels. Moreover, thanks to the TA formal semantics, the FSM models of ProCom systems can be analyzed in a dense-time underlying framework, as well as in a discrete-time one, since TA has been recently given a sampled semantics \cite{19}. Hence, tools such as UPPAAL can be employed for early-stage verification of ProCom models, whereas discrete-time model-checkers, such as DTSpin \cite{20}, could be used for later-stage analysis, as a sampled time semantics is closer to the actual software or hardware system with a fixed granularity of time, and can become appealing at later stages of design.

To illustrate our approach, we describe in detail how the design constructs
for services, data and trigger connections, component hierarchies, and passive and active components of ProCom have been formalized in this manner. These elements are deliberately chosen, since they represent the different types of design elements in the language, and expose the encoding techniques used in the ProCom-FSM translation.

As future work, we plan to develop support for model-based analysis techniques such as model-checking, based on the formalization given in this paper. In particular, we plan to integrate our recent work on modeling and analysis of embedded resources and the associated modeling language REMES [9] with the formal semantics of ProCom given in this paper.
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Abstract

In the development of embedded software, modeling languages used within or across development phases e.g., requirements, specification, design, etc are based on different paradigms and an approach for relating these is needed. In this paper, we present a formal framework for relating specification and design models of embedded systems. We have chosen UML statemachines as specification models and ProCom component language for design models. While the specification is event-driven, the design is based on time triggering and data flow. To relate these abstractions, through the execution trajectories of corresponding models, formal semantics for both kinds of models and a set of inference rules are defined. The approach is applied on an autonomous truck case-study.
10.1 Introduction

Embedded systems (ES) are increasingly becoming control intensive, and time sensitive. To ensure predictable behaviors, the development phases of an ES require extensive modeling and analysis. These development phases/abstraction layers e.g., requirements, specification, design, and implementation, provide opportunities for applying different predictability analysis techniques. Such models have to be precise enough to support formal analysis, and must ensure inter-operability during design. However, they may use paradigms for describing behavior that cannot be immediately compared and related, due to their apparently incompatible nature.

There exist several paradigms for behavior specification of embedded systems. For example, statemachine based approaches, such as UML statemachines [1], are intended to specify timed aspects of computation and communication, besides functionality. They often use an aperiodic, event-triggered representation of behavior, since such a paradigm facilitates easy changing of a model’s configuration or set of events. On the other hand, behavior models might use a different modeling paradigm, e.g., a periodic, time-triggered behavioral description, instead of an event-triggered representation. With time-triggered communication, the data is read from a buffer, according to a triggering condition generated by, e.g., a periodic clock. Although these modeling capabilities are invaluable to obtaining a mature ES development process tailored for predictability, in order to ensure the correctness of the process, one needs to guarantee that the behavioral models are indeed consistent.

In this paper, we present a formal framework and a methodology for relating event-based and time triggered, data-flow driven models of behavior, which may be used at the same abstraction layer, e.g., at specification level, or across various layers of abstraction, from specification, to, e.g., the design level of embedded system development. Concretely, we consider UML statemachines [1] for event-based specification models and the ProCom component language [2] for design models. Hence, as it stands now, the framework is tailored to a specific class of embedded systems, which employ the above mentioned formalisms for modeling behavior. However, the framework and the methodology could be generalized to include other similar classes of systems (e.g., component based systems) and other behavioral paradigms (e.g., finite state machines).

The proposed framework is based on comparison of execution trajectories of corresponding behavior models. To accomplish this, the formal semantics of both kinds of models is defined in terms of underlying transition systems.
As the execution trajectories generated by above described models can be extremely large and incomprehensible, they need to be reduced to more readable and analyzable forms. Hence, we propose two sets of inference rules, one for simplification of specification trajectories and other for simplification of design trajectories. Moreover, in order to be able to relate and compare the above two sets of simplified trajectories, we introduce a set of transformation rules that lets one relate an event-triggered trajectory with corresponding time-triggered one.

We apply our approach on an autonomous truck system, by comparing some trajectories of its specification with those of corresponding component-based design model. By virtually simulating the models, we show a “run” of each model, respectively, by outlining corresponding sets of representative trajectories. Then, we show that, by applying our rules, we can first simplify the design model trajectory and then transform it into a trajectory equivalent to the one generated by the specification model. The timing aspects of both runs are also apparent in the respective trajectories, hence we show how to relate them too. For creating the truck’s design model, we use the development environment of SaveIDE [3], an integrated design environment for ES. SaveIDE is developed as part of the PROGRESS project [4] for component-based development of predictable ES in the vehicular domain. It supports the subset of ProCom modeling language used for the case study design of the paper.

The rest of the paper is organized as follows. In Section 10.2, we describe event-based, and time triggered formalisms for modeling embedded systems. Corresponding to these formalisms we formally define semantics of a subset of both UML statemachines and ProCom design languages. In Section 10.3, we present the case study details. In Section 10.4, we describe our methodology, and introduce three sets of inference rules for simplification and comparison of trajectories of specification and design models. Some related work is discussed in Section 11.8. In section 10.6, we make conclusions and some aspects of the future work of the paper.

10.2 Abstract Models of Embedded Systems

In this section, we define the modeling formalisms for model-based specification and design of embedded systems used in this paper. As specification language, we will consider UML statemachine notation with timing annotations [1], and for design models, we will use the ProCom component modeling language [5].
10.2.1 Specification model of embedded systems

We specify embedded systems using the UML state machine notation [1]. In order to model timing, we will use the notion of timeouts provided in UML. An example of a UML state machine is shown in Fig. 10.1. We now give a formal definition of the model:

**Statemachine Syntax** A statemachine is a tuple \( \langle L, l_0, A, E, M \rangle \) where

- \( L \) is a finite set of locations,
- \( l_0 \in L \) is the initial location,
- \( A = \{ a_0, \ldots, a_n, tm \} \) is a set of events, where
  - \( a_i \) is an external event with zero or more parameters,
  - \( tm \) is a timeout representing the expiry of a timer, and
- \( M : L \rightarrow \{ \varepsilon \} \cup \mathbb{N} \) is a mapping from locations to the natural numbers (including zero), or \( \varepsilon \) denoting absence of timeout,
- \( E \subseteq L \times A \times L \) is a set of edges.

Fig. 10.1 shows a UML statemachine with the three locations Follow, Turn, and Find. The edges from Follow to Turn and from Find to Follow are labeled with the external events \( \text{find() \ldots} \) and \( \text{line found()} \), respectively. The edge from Turn to Find is labeled with event \( \text{after(4)} \), intuitively denoting a timeout that expires after four time units\(^1\).

We now give the semantics of a UML statemachine specification model defined in terms of a finite state transition system.

**Statemachine Semantics** The semantics of a statemachine is defined as a transition system \( \langle S, s_0, T \rangle \) where

- \( S \) is a finite set of states of form \( \langle l, m \rangle \) with \( l \in L \) and \( m \in \{ \varepsilon \} \cup \mathbb{N} \),
- \( s_0 \in S \) is the initial state \( \langle l_0, M(l_0) \rangle \),
- \( T \subseteq S \times A \cup \{ \text{tick} \} \times S \) where \( \text{tick} \) is a periodic internal event, is a transition relation such that

\(^1\)In the figures, we use timeout events of the form \( \text{after}(n) \), where \( n \in \mathbb{N} \), instead of annotating the source location (e.g., location Turn in Fig. 10.1) with timeout value \( n \).
Figure 10.1: A UML statemachine specification model of the autonomous truck.

\[ \langle l, m \rangle \xrightarrow{a} \langle l', m' \rangle \text{ if } \langle l, a, l' \rangle \in E, \text{ and } m' = M(l') \]

\[ \langle l, m \rangle \xrightarrow{\text{tick}} \langle l', m' \rangle \text{ if } l = l', m \neq 0, \text{ and } m' = \begin{cases} \varepsilon & \text{if } m = \varepsilon \\ m - 1 & \text{otherwise} \end{cases} \]

\[ \langle l, m \rangle \xrightarrow{tm} \langle l', m' \rangle \text{ if } \langle l, tm, l' \rangle \in E, m = 0, \text{ and } m' = M(l') \]

Intuitively, the initial state represents the initial location, and its timeout value, in the statemachine. The first rule describes the state change when an external event specified over an edge from current location, and in the current state, occurs. By second rule, if a timeout is defined at current location, the current value of the timeout decreases in steps of one corresponding to each occurrence of an internal periodic tick event. The tick event is ignored in the current state if no timeout is associated with the corresponding location. The third rule describes the occurrence of timeout event, and hence the location and corresponding state change, when the timeout duration associated with the current location expires i.e. becomes zero.

A trajectory of a UML specification model is an infinite sequence

\[ \tau = \langle l_0, m_0 \rangle \xrightarrow{\lambda_0} \langle l_1, m_1 \rangle \xrightarrow{\lambda_1} \langle l_2, m_2 \rangle \ldots \]

where \( \langle l_0, m_0 \rangle \) is the initial state, and \( \langle l_i, m_i \rangle \xrightarrow{\lambda_i} \langle l_{i+1}, m_{i+1} \rangle \in T \) and \( \lambda_i \in \{a_0, \ldots, a_n, \text{tick}, \text{tm}\} \) for all \( i \in \mathbb{N} \).
10.2.2 Design model of embedded systems

As design modeling language we will use ProCom [5], a component model for embedded systems. It consists of the two sub-languages: ProSys, which is designed to model systems at high level (i.e., in terms of large-grained components called subsystems), and ProSave [2] which is designed to model detailed functionality of the subsystems. In this paper, we will focus on the ProSave model as it is better suited for our purposes. A ProSave model consists of atomic or composite components connected through ports (divided into input and output ports), and connections. Ports and connections represent data flow between components.

**Component Syntax** A component $C$ is a tuple $\langle I, O, P, \text{in}, \text{out}, f, e \rangle$, where

- $I$, $O$, and $P$ are mutually disjoint sets of input, output, and private variables respectively,

- $\text{in} : I \rightarrow \text{Bool}$ is a boolean expression over input variables $I$ that triggers the execution of the component,

- $\text{out} : O \rightarrow \text{Bool}$ is a boolean expression over output variables $O$ that indicates that the component has completed its execution,

- $f : I \times P \rightarrow P \times O$ is a function that maps input and private values to the private and output values, and

- $e \in \mathbb{N}$ is a constant representing the execution time of the component.

We denote by $X = I \cup O \cup P$ the set of all variables with size $|X| = |I| + |O| + |P|$. We will further use $C.n$ to denote the elements of a component, hence e.g., $C.I$ denotes the input variables of component $C$. We now introduce the formal syntax of the ProSave model.

**ProSave Syntax** A ProSave design model is a tuple $\langle C, \rightarrow \rangle$, where

- $C = \{C_0, ..., C_n\}$ is a set of components,

- $\rightarrow \subseteq C \times C$ is a set of component connections, such that output variables $C_i.O$ may be connected to input variables $C_j.I$.
We will write \( C_i.O_m \rightarrow C_j.I_n \) to represent the connection from output variable \( m \) of component \( C_i \) to input variable \( n \) of component \( C_j \).

A ProSave system is typically driven by a periodic clock which periodically generates a control (or trigger) signal. A clock component is defined as follows:

**Clock Component** A component \( C = \langle I, O, P, in, out, f, e \rangle \) is a clock component with period \( p \) iff \( |I| = |O| = 1 \), \( e = p \), and \( C.O \rightarrow C.I \).

Fig. 10.2 shows a ProSave design model consisting of seven components (depicted as boxes) interconnected by data and control flow connections (depicted as solid arrows indicating the flow direction). Component **SystemClock** is a clock component with period 40. The other six components have execution time 10. Their internal behavior may be specified using a formalism based on statecharts [6] or timed automata [7], which we are not explicitly concerned with in this paper. A component starts execution when it receives control input. It then reads its input and proceeds with internal computation. When the internal execution is completed, data and control output is generated for other components.

We will now give the formal semantics of the subset of ProSave used in this paper. For the semantics of the full ProCom language, we refer the reader to [2].

For a ProSave model consisting of components \( C_0, ..., C_n \), we use \( V \) to denote the set of all variables in a model, i.e., \( V = X_0 \cup ... \cup X_n \). The semantics is defined using valuations \( \alpha \) mapping each variable in \( V \) to values in the type (or domain)\(^2\) of \( V \), and vectors \( \beta \) of \( \beta_i \in \{0, ..., e_i, \perp\} \) representing

\(^2\)We assume all variables in \( V \) are of type Boolean or finite domained integers.
the remaining execution time of all components $C_i$.

We use $f_i(\alpha)$ to denote the valuation $\alpha'$ in which $\alpha'(x_i)$ for each $x_i \in P_i \cup O_i$ is the value obtained by applying the function $C_i.f$ in the valuation $\alpha$, and $\alpha'(x') = \alpha(x')$ for all other variables $x'$. To update the execution time vector $\bar{\beta}$ we use $\bar{\beta}[\beta_i := n]$ to denote the $\bar{\beta}'$ in which $\beta'_i = n$ and $\beta'_j = \beta_j$ for all $j \neq i$, and we write $\bar{\beta} \ominus n$ to denote the $\bar{\beta}'$ in which $\beta'_i := \beta_i - n$ for all $\beta_i \geq n$.

**ProSave Semantics** The semantics of a ProSave design model $\langle \{C_0, ..., C_n\}, \rightarrow \rangle$ is defined as a transition system $\langle \Sigma, \sigma_0, T \rangle$ where

- $\Sigma$ is a set of states of the form of a pair $\langle \alpha, \bar{\beta} \rangle$,
- $\sigma_0 \in \Sigma$ is the initial state $\langle \alpha_0, \bar{\beta}_0 \rangle$ which is such that $\alpha_0 \models C_i.in$ for all clock components $C_i$ and $\alpha_0 \models \neg C_j.in$ for all other component $C_j$, and $\bar{\beta}_0 = \bot$,
- $T \subseteq \Sigma \times \{CD_i, CS_i, TP\} \times \Sigma$ is a set of transitions such that the following conditions hold:
  - (component start) $\langle \alpha, \bar{\beta} \rangle \xrightarrow{CS_i} \langle \alpha', \bar{\beta}' \rangle$ if $C_i.in \land (\beta_i = \bot)$, $\bar{\beta}' = \bar{\beta}[\beta_i := e_i]$, and for all $i \neq j : \beta_j \neq 0$,
  - (component done) $\langle \alpha, \bar{\beta} \rangle \xrightarrow{CD_i} \langle \alpha', \bar{\beta}' \rangle$ if $\beta_i = 0$, $\alpha' = f_i(\alpha)$, and $\bar{\beta}' = \bar{\beta}[\beta_i := \bot]$,
  - (time passing) $\langle \alpha, \bar{\beta} \rangle \xrightarrow{TP} \langle \alpha', \bar{\beta}' \rangle$ if for all $i : \neg(C_i.in \land (\beta_i = \bot))$ and $\beta_i \neq 0$, $\bar{\beta}' = \bar{\beta} \ominus 1$, and $(\alpha' = \alpha)$.

where $CS_i \in \{CS_0, ..., CS_n\}$ and $CD_i \in \{CD_0, ..., CD_n\}$.  

Intuitively, in the initial state only the clock components are triggered and the remaining execution time of all components are undefined. The “component start” rule describes how components are started. A component $C_i$ may start its execution provided that all completed components have written their output. When $C_i$ starts, its execution time is set to $e_i$. The “component done” rule describes that when a component $C_i$ completes its execution, its output values are generated and mapped to the input values of the connected components according to connection relation $\rightarrow$, and its remaining execution time is updated to $\bot$ to reflect that it is inactive. Rule “time passing” describes how time progresses in the design model. As time progresses the remaining execution time $\beta_i$ of each active component $C_i$ is decremented by 1.
A trajectory of a design model is an infinite sequence
\[
\pi = \langle \alpha_0, \beta_0 \rangle \xrightarrow{\gamma_0} \langle \alpha_1, \beta_1 \rangle \xrightarrow{\gamma_1} \langle \alpha_2, \beta_2 \rangle \ldots
\]
where \( \langle \alpha_0, \beta_0 \rangle \in \sigma_0 \) is an initial state, and \( \langle \alpha_i, \beta_i \rangle \xrightarrow{\gamma_i} \langle \alpha_{i+1}, \beta_{i+1} \rangle \in T \) is a transition such that \( \gamma_i \in \{CD_i, CS_i, TP\} \) for all \( i \in \mathbb{N} \).

10.3 Case Study: Autonomous Truck

The autonomous truck is part of a demonstrator project conducted at the Progress research centre\(^3\). The truck moves along a specified path (as illustrated in Fig. 10.3), according to a specified application behavior. In this section we give an overview of the truck application followed by a specification, and a design model, described in the modeling languages introduced in the previous section.

We will study a simplified version of the case study, in which the truck should simply follow a line. When it reaches the end of the line, it should try to find back to the line, follow the line again in the opposite direction, and repeat its behavior. The truck will have the following operational modes (see also Fig. 10.1):

- **Follow**: in which the truck follows the line (the thick line of Fig. 10.3) using light sensors. When the end of the line is detected, it changes to **Turn** mode.
- **Turn**: the truck turns right for a specified time duration, and then changes to **Find** mode.

\(^3\)For more information about Progress, see http://www.mrtc.mdh.se/progress/.
10.3 Case Study: Autonomous Truck

Figure 10.4: The design model of the autonomous truck in SaveIDE.

- Find: the truck searches for the line. When it is found, the truck returns to Follow mode.

A specification model of the case study is given in Fig. 10.1. It starts in location Follow. The end of the line is modeled using external event e_o_l(). In location Turn, it turns for four seconds, and then proceeds to location Find when the timer expires. The external event line_found() models that the line is found and control switches back to the initial location Follow.

The schematic view of a ProSave design model of the case study is given in Fig. 10.2. The original model (as shown in Fig. 10.4) was developed using SaveIDE [3], an integrated development environment supporting the subset of ProSave used in this paper. As shown in Fig. 10.2, the design model consists of components SystemClock (a periodic clock), Sensor, Controller, Follow, Turn, Find and Actuator. Component SystemClock triggers the complete model periodically through the component Sensor which reads the light sensors of the truck. The sensor values (left, right) are communicated through the...
data ports $s_l$ and $s_r$. Note, a connection between two components as shown in Fig. 10.2, denotes a collection of independent port connections between corresponding data or trigger ports of the components. Component **Controller** acts as a control switch for triggering the components **Follow**, **Turn**, and **Find** selectively, through control ports $f_0$, $t_0$, $f_i$ respectively, which contain the functionality of the corresponding modes of the truck behavior. The completion of execution of each operational mode (the corresponding component) is indicated by data (port) values $F_{B_0}$, $F_{B_t}$, and $F_{B_f}$, respectively. Component **Actuator**, triggered by control port $f_0$, $t_0$, or $f_i$, actuates the corresponding hardware to cause the physical activity of the truck movement. As discussed previously, the periodicity of the **SystemClock** is 40 time units and the execution times of each of other components is 10 time units.

### 10.4 Methodology Description

In Section 10.2, we have described the syntax and semantics of two models used in the development of embedded system software: the event-based model of UML statemachines, and the time-triggered and data-flow oriented model of ProCom. These are examples of modeling languages that are aimed at providing different views of embedded systems, used in different stages or at different abstraction levels during system development. The common use of different models creates a need for comparing descriptions of systems made in different modeling languages.

In this section, we propose a method for comparing event-based and time-triggered models of embedded systems. The method will be described and illustrated on UML statemachines and ProCom models of the autonomous truck case study described in the previous section. Constructing a semantic bridge between the two models requires a series of steps that need to be systematically applied. Our methodology for bridging the gap between the paradigms consists of the following five steps: (i) given a specification trajectory, generate a corresponding design trajectory by e.g., simulating the model; (ii) simplify the specification trajectory (can be omitted); (iii) simplify the design trajectory; (iv) transform the design trajectory into one comparable to the event-based specification trajectory; (v) compare the reduced specification and design trajectories.

To support above described steps (ii) to (iv) of the method we will present in Sections 4.1 to 4.3 a number of inference rules for simplifying specification and design trajectories, and for transforming between the two. In the latter
transformation step, we need to take two crucial steps. One is to relate events in the UML state machine model to the data-flow of the ProCom model. This is done by mapping events observed in the specification trajectories to predicates over the data variables used in the design model. We expect that a designer will easily be able to provide this mapping based on his insights and knowledge in the models. For the autonomous truck system, we can assume a mapping given in Table 10.4.2 in section 10.4.2. A second important step in relating two models of embedded systems regards the different time scales that may be used. We take a rather straightforward approach and assume a $\delta$, as defined in section 10.4.3, for characterizing the sampling period in design models, in comparison to the time base used in the specification model.

10.4.1 Specification simplification inference rules

In the following rules, we denote by $s_i \in S, i \in \mathbb{N}$, the states of an arbitrary specification model trajectory.

**Skip time rule.** This rule states that a sequence of tick transitions corresponding to a location without an associated timeout can be ignored.

$$s_i \xrightarrow{\text{tick}} s_i \xrightarrow{\text{tick}} \ldots \xrightarrow{\text{tick}} s_i$$ (skip)

By applying this rule to the original specification trajectory of the Autonomous truck (omitted due to space limitations), we get the simplified trajectory shown in Fig. 5.(a).

**Time passing rule.** The intuition behind this rule is that one can collapse a sequence of tick transitions corresponding to a timeout location in the specification model, into a single transition that collects all the ticks. Consequently, the intermediate states generated by the individual ticks become hidden.

$$s_i \xrightarrow{\text{tick}} s_{i+1} \xrightarrow{\text{tick}} \ldots \xrightarrow{\text{tick}} s_{i+n}$$

$$s_i \xrightarrow{\text{n, tick}} s_{i+n}$$ (n_tick)

To show the rule at work, we have used it to reduce the sequence of tick transitions ($s_1$ to $s_5$) displayed in Fig. 5.(a), to the corresponding sequence in Fig. 5.(b).
Timeout start rule. Here, we introduce the virtual event \( tm\_start \) needed to distinguish the transition leading to the corresponding timeout annotated location, from the one fired when the timeout countdown starts. Although not a simplification rule by itself, its usefulness is shown in the rules \( \text{skip} \) and \( n\_TP \), presented later.

\[
\frac{s_i \xrightarrow{\text{event\_label}} s_{i+1}}{s_i \xrightarrow{\text{event\_label}} s_{i+1} \xrightarrow{tm\_start} s_{i+2}} \quad \text{(tm\_start)}
\]

In the above rule, \( \text{value} \in \{0, \varepsilon\} \). In case \( \text{value} = 0 \), that is, \( m = 0 \), it follows that \( \text{event\_label} = tm \); on the other hand, if \( \text{value} = \varepsilon \), that is, \( m = \varepsilon \), then \( \text{event\_label} = a \).

Timeout rule. A sequence of \( n\text{-tick} \) transitions beginning at a location having timeout \( n \) that is then followed by a timeout transition can be reduced to a single transition denoted by \( tm(n) \), as shown below:

\[
\frac{s_i \xrightarrow{n\_tick} s_{i+1} \xrightarrow{tm} s_{i+2}}{s_i \xrightarrow{tm(n)} s_{i+2}} \quad \text{(tm)}
\]

After applying the timeout rule, the sequence of the \( 4\text{-tick} \) transitions \((s_1 \text{ to } s_5)\) followed by the \( tm \) transition \((s_5 \text{ to } s_6)\), depicted in Fig. 5.(b), is reduced to transition \((s_1 \text{ to } s_6)\), as in Fig. 5.(c).

10.4.2 Design simplification inference rules

As already mentioned, in order to be able to relate the specification and design models formally, we require the detailed mapping of the external and timeout events of the specification model onto predicates over data values of the corresponding design model. In addition to the observable events, such mapping should also include the virtual timeout start event, \( tm\_start \). We assume that such a mapping is provided by the ProSave designer, as he/she “implements” the specification model. For the current design model of the autonomous truck, one such mapping is given in Table 10.4.2.

Below, we denote by \( \sigma_i \in \Sigma, i \in \mathbb{N} \), the states of an arbitrary design model trajectory. In Fig. 10.6, we give an excerpt of a design trajectory of the autonomous truck, and, on the right-hand side of the figure, we explain the used notation in terms of Definition 10.2.2 of Section 10.2.
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Skip time rule. This rule states that a sequence of TP-transitions from states that do not satisfy the predicate corresponding to the virtual event \texttt{tm\_start} can be ignored. Such transitions correspond to time passing in the design trajectory, which are of no interest, that is, not related to observable timeout events.

\[ \sigma_i \xrightarrow{TP} \sigma_{i+1} \quad \sigma_i \notin Pred_{tm\_start} \]

We apply the skip time rule on a design trajectory of the autonomous truck (see Fig. 10.7), and, as a result, we simplify the trajectory by reducing states \( \sigma_1, \sigma_2, \sigma_3, \) and \( \sigma_4 \), to state \( \sigma_1 \) only. The complete trajectory is given in the Appendix.

Hide CS rule. By this rule, a CS-transition, hence the target state, can always be ignored.

\[ \sigma_i \xrightarrow{CS_i} \sigma_{i+1} \]

Assuming a design trajectory of our case-study, the application of the above rule on this trajectory is shown in Fig. 10.8.

Figure 10.5: Examples of specification trajectories simplifications of the autonomous truck.
### Events and Predicates

<table>
<thead>
<tr>
<th>Events</th>
<th>Predicates</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>slsr</code></td>
<td><code>sl ∧ sr ∧ F Bf₀</code></td>
</tr>
<tr>
<td><code>line_found</code></td>
<td><code>(sl ∨ sr) ∧ F Bf₁</code></td>
</tr>
<tr>
<td><code>tm_start</code></td>
<td><code>FBtu</code></td>
</tr>
</tbody>
</table>

Table 10.1: Events and corresponding predicates of the autonomous truck models.

- `α₁ <sc.in, β₁ >` → `α₁ <sc.in, β₁ >`: `α₀ := sc.in in i. e. sc.in holds in `α₀. and `β₁ is the initial valuation of `β
- `α₁ < β₁> < β₂> < τ>` → `τ`: `α₂ := β₁ and also no other predicates hold in `α₂
- `α₁ < β₁> < β₂> < τ>` → `τ`: `α₃ := β₂ and `∀ x ∈ `β₃. x ∈ `β₂. `β₃[x] = `β₃ and `β₃[β₃] = 0
- `α₄ <sc.in, sr.in, τ>` → `α₄ <sc.in, τ>`: `α₄ := sc.in ∧ sr.in and `β₄ = `β₄

Figure 10.6: Interpretation of example design trajectory notation w.r.t. Definition 10.2.2.

**Hide CD rule.** This rule stipulates that a CD-transition and the corresponding source state can be ignored if the target state does not satisfy any event occurrence predicate.

\[
\begin{align*}
\sigma_i \xrightarrow{CD} \sigma_{i+1} & \quad \forall a \in A : \sigma_i \not\in Pred_{in} \\
\end{align*}
\]

(hide\_CD)

An example application of the above rule is given in Fig. 10.8.

**Time passing rule.** A sequence of TP transitions starting in a state satisfying the predicate corresponding to `tm_start`, and ending in a state where the corresponding timeout occurs, can be collected into a single transition, while the
Figure 10.7: Application of *skip rule* on a design trajectory of the autonomous truck model.

intermediate states are ignored.

\[
\begin{align*}
\sigma_i \xrightarrow{TP} \sigma_{i+1} & \xrightarrow{TP} \sigma_{i+n} \xrightarrow{CD_j} \sigma_{i+n+1} & \sigma_i \models Pred_{tm_{\text{start}}} \sigma_{i+n+1} \models Pred_{tm} \\
\sigma_i \xrightarrow{n \cdot TP} \sigma_{i+n+1} & \quad (n \_TP)
\end{align*}
\]

We have applied the above rule on a design trajectory of our Autonomous Truck, in Fig. 10.8. The rule works on the states \(\sigma_{42}, \sigma_{46}, \sigma_{50}, \sigma_{53}, \sigma_{55}\) and \(\sigma_{56}\).

**Precedence of inference rules.** In order to get the correct simplified design trajectory, we assume the following precedence rule when applying the above inference rules over design trajectories (rule hide_CS binds the strongest):

\[\text{hide}_{\text{CS}} \text{ precedes hide}_{\text{CD}} \text{ precedes } n \_TP \text{ precedes } \text{Skip}\]

### 10.4.3 Rules for transforming the design model trajectories

The following rules let one obtain design trajectories that are comparable to the event-based specification model trajectories. The first rule focuses on relating the time scales in both models; in order to achieve the goal, we assume a fixed quanta of time (number of time units), called \(\delta\), which can be viewed as the minimum amount of time guaranteed to be free of events. Then, this smallest amount of time becomes the basic time-unit that all time-related elements in both trajectories can be expressed by.

**TimeOut Rule.** We assume that a *TP*-transition “consumes” \(\delta\) time units, the time duration associated with a *tick* event is \((m \cdot \delta)(m \in \mathbb{N})\), and an ’n’ time units timeout in a specification trajectory, \(tm(n)\), equals \((n \cdot \text{tick})\). Then,
Figure 10.8: (a) a partial design trajectory of the autonomous truck, and (b) to (d) corresponding reduced trajectories after application of the inference rules of Section 10.4.2.

it follows that an \(n.m.TP\) transition in the design trajectory is equivalent to the 'n' timeout event, \(tm(n)\):

\[
\exists \sigma_k, \sigma_{k+1} \cdot \sigma_i \xrightarrow{\text{TM}(n)} \sigma_{i+1}
\]

\[
\exists \sigma_k, \sigma_{k+1} \cdot \sigma_i \xrightarrow{\text{CD}} \sigma_{i+1} \quad \sigma_i \models Pred_a
\]

**EventOccur Rule.** An event occurrence in a specification trajectory corresponds to a CD-transition in the design trajectory, such that the predicate associated to the event holds in the target state of the design trajectory.

Next, we apply the above rules on a (simplified) design trajectory of our example, in order to obtain a trajectory comparable to the corresponding specifica-
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10.4.4 Applying the methodology

Here, we show our methods at work, on the Autonomous Truck case study, presented in Section 10.3. We do this by transforming a trajectory of the design model (Fig. 10.2), which we present in the Appendix, into one that is comparable to the corresponding specification model (Fig. 10.1) trajectory. First, the design trajectory is simplified by applying the inference rules introduced in section 10.4.1. Similarly, a trajectory of the specification model is then simplified to a minimal form by applying inference rules in 10.4.2. Both simplified trajectories are shown in Fig. 10.9. Next, we relate these trajectories by using the inference rules of transformation (section 10.4.3), as follows:

- by EO rule, the $CD_{fo}$-transition to state $\sigma_{30}$ corresponds to the occurrence of event $e_{\omega}^d$, since the $(e_{\omega}^d)$ predicate, that is, $FB_{fo} \land sl \land sr$, holds in the target state $\sigma_{30}$. Further, $\sigma_{30}$ corresponds to the completion of the Follow mode of the truck behavior, as $FB_{fo}$ holds (by design).

- similarly, by EO rule, the $CD_{fi}$-transition to state $\sigma_{82}$ corresponds to the occurrence of event $line_{found}$, since $Pred_{line_{found}}$, that is, $FB_{fi} \land sl$, holds in the target state $\sigma_{82}$. Further, $\sigma_{82}$ corresponds to the completion of the Find mode of the truck behavior, as $FB_{fi}$ holds (by design).

- by TO rule, the timeout event, $tm(4)$, between specification states $s_{2}$ and $s_{6}$ corresponds to the 4.$TP$-transition between design states $\sigma_{30}$ and $\sigma_{56}$ that satisfy $Pred_{tm_{start}}$ and $Pred_{tm}$, respectively. Further, $\sigma_{56}$
corresponds to the completion of the Turn mode, as $FB_{tu}$ holds (by design).

By applying the rules on the truck example, we have shown that, at least with respect to this example, it is possible to transform and compare a simplified design model trajectory of the Autonomous Truck with a simplified specification model trajectory. The transformation correlates also the time scales in both models. In this particular case, we have reduced the design model trajectory to an event-based trajectory identical to the specification one.

The above steps are necessary in proving the correctness of design with respect to specification, however they are not sufficient. To get closure, one has to first consider all possible design behaviors for transformation, and then possibly apply refinement techniques to prove that the design does implement the functional and timing requirements represented by the specification model (see Section 10.6).

### 10.5 Related Work

The problem of relating design to specification models is a topic with a growing interest in the research community. For synthesizing executable programs from timed models, a timed automata [7] based semantic framework, relying on non-instant observability of events is proposed [8]. Time-triggered automata (TTA) - a sub class of timed automata (TA) - are used to model finite state implementations of a controller that services the request patterns specified by a TA. This technique enables deciding whether a TTA correctly implements a TA specification. In comparison, although ProCom oriented, our methodology can be applied within a generic component-based framework, and is not being tied to any particular formal verification framework either.

Sifakis et al. propose a methodology for relating the abstractions of both real-time application software and corresponding implementation [9]. The related formal modeling framework integrates event-driven, and time triggered paradigms by defining untiming functions. Problems of correctness, timing analysis, and synthesis are considered in the methodology. In contrast to our approach, this one does not address the intermediate design layer commonly used in system development.

In recent years, component and architecture based developments have been recognized as a viable way of building software systems [10]. Plasil and Vsnovsky describe a formal framework based on behavior protocols, in order to
formally specify the interplay between components [11]. This allows for formal reasoning about the correctness of the specification refinement and about the correctness of an implementation, in terms of the specification. Further, the framework is validated in the SOFA component model environment [12]. While the approach provides much needed formal correctness in component-based development, it does not address timing issues and vertical layers of abstractions in real-time system development.

UML has emerged as an industrial standard notation in system development and provides various sub-languages namely statemachines, sequence diagrams, etc [1]. For specification and design of real-time systems, a sub-language called UML/MARTE has been proposed [13]. In [14], the expressiveness of MARTE for event-triggered, and time-triggered communication is described. MARTE-based approaches facilitate various analytical methods for analysis, e.g., schedulability, system performance analysis; however, it falls short in providing formal support for comparing models at different abstraction levels.

Egyed, A. et al. [15] develop a methodology to mainly bridge the information gap created by heterogeneous models across the software life-cycle by transforming architecture description into (high-level) UML designs. The latter are then further refined into lower level designs. In contrast to our approach, their work does not provide details on the behavioral transformations. Indeed, a formal approach for establishing the semantic links between different terminologies and concepts across an architectural and a number of design models is not sufficiently addressed during the transformation.

## 10.6 Conclusions and Future work

In this paper, we have presented a formal approach for relating system models used in different design stages of embedded systems. For the early specification phases, we chose the UML statemachine language in which system behaviors are described in terms of abstract states, event triggered state changes, and timeouts relating to the external system and timing behavior. For the later design stages, we use the ProCom component design model in which systems are specified using data-flow connectors and time-triggered component behaviors closer to the timing granularity and behavior exhibited on the target platform.

As a main result, we have described a formal way of comparing behavioral models of a system modeled in the two different languages. The solution is based on a set of inference rules that can be applied to gradually transform trajectories of a ProCom design model into a trajectory of a UML specification.
model. This enables a designer to make sure that a component-based and time-triggered ProCom design model implements the behavior of a more abstract and event-triggered UML specification of the same system.

Our initial experiences from applying the proposed technique to a truck control system, indicates that the design model trajectories can often be manually transformed into trajectories of the specification model. However, as this is not the case in general, we plan as future work to apply simulation relation checking to the specification trajectories, to prove (or disprove) conformance between non-identical trajectories. We will apply proof assistant tools to support these techniques.
Figure 10.10: An execution trajectory of the design model of the autonomous truck.
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Abstract

The development of embedded systems often requires the use of various models such as requirements specification, architectural (component-based), and deployment models, across different phases. However, there exists little design support for obtaining suitable component-based designs that satisfy specified requirements and timing constraints. In order to provide guided support for the design process of embedded systems, we introduce several component templates, referred as patterns, which we also formally verify against relevant properties. To illustrate the usefulness of the approach, we have applied the proposed patterns to obtain a component-based design of a temperature control system.
11.1 Introduction

To achieve behavioral predictability of an embedded system, one might need to use, during system development phases, extensive modeling and analysis, prior to the actual system implementation. In general, these phases rely on various models, such as, requirements specification, design, and deployment models, before the implementation stage. As different models are based on different semantics, and focus on different aspects of the system, a guided design process from one phase to another is needed. Further, the design process should ensure that the system aspects, such as, functional requirements, timing constraints etc., are met by all system models, from any design phase to the subsequent ones.

Designing an embedded system in a **component-based** style has become an attractive approach. With benefits ranging from simplification and parallel working to pluggable maintenance and reuse, the advantages are significant. In this context, an embedded system consists of identifiable, relatively independent and generally replaceable units of composition, called **components**, which encapsulate complex functionality. A **component model** defines syntax and semantics of a component language through its architectural level elements, such as, components, ports, connections, and connectors to build system parts and their compositions. There exist several component models such as JavaBeans [1], Koala [2], SOFA [3, 4], and ProCom [5, 6], to name a few.

In this paper, we present a pattern-based design process to develop component based designs of an embedded system that preserve the specified functional requirements and related timing constraints. We propose a set of component templates, called component patterns in this paper, to transform a specification model together with functional and timing constraints, into a corresponding component design. The proposed patterns are described in ProCom [5, 6], a language for component-based design of embedded systems. Further, the patterns are formally verified to satisfy relevant timing properties. This is done by translating the pattern specifications in ProCom, into corresponding timed automata models, and model-check the resulting models using UPPAAL [7].

To specify the functional requirements, and related timing constraints of a system, we use an extended form of UML statemachines [8] together with UML/Marte timing profile [9], as the specification models (also referred as **modemachines** in this paper). The timing constraints are specified using the standard constructs of Marte CCSL (Clock Constraints Specification Language).

Finally, to illustrate the applicability of our approach, we apply the patterns
in the development of a ProCom based component design for a Temperature Control System (TCS).

The rest of the paper is organized as follows. In Section 11.2, we present an overview of the ProCom component language. As a running example, we describe a Temperature Control System (TCS), in Section 11.3. In Section 11.4, we present the specification language for modeling the functionality, and timing constraints of an embedded system. In Section 11.5, we propose a set of component patterns for modeling “timers”, “clocks”, “controllers”, as well as the periodic and sequential behaviors. Also, the formal verification of the patterns with respect to relevant properties is described in Section 11.6. In Section 11.7, a complete ProCom design of TCS is presented. Related work is discussed in Section 11.8. Finally, in Section 11.9, we conclude the paper with future directions of work.

11.2 ProCom Component Model: An overview

In this section, we present an overview of ProCom\(^1\) [5, 6], a recently developed component model for designing real-time embedded systems in the vehicular and telecom domains. To address the different concerns that exist on different levels of granularity or various phases of system development, ProCom is organized into two distinct layers: ProSys and ProSave. The layers also differ in terms of architectural style and communication paradigm. In ProSys, a system is modeled as a collection of communicating subsystems that execute concurrently, and communicate by asynchronous messages sent and received at typed output and input message ports.

On the other hand, the lower layer, i.e., ProSave consists of passive units, and is based on a pipes-and-filters architectural style with an explicit separation between data and control flow. The former is captured by data ports where data of a given type can be written or read, and the latter by trigger ports that control the activation of components. Data ports always appear in a group together with a single trigger port, and the ports in the same group are read and written together in a single atomic action. In addition to simple connections from output- to input ports, ProSave contains connectors that provide detailed control over the data- and control flow, including forking, joining and dynamically changing connection patterns. For detailed description of these elements, we refer to ProCom language reference manual [5].

\(^1\)Developed at MRTC, Mälardalen University, Sweden.
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Fig. 11.1 (a) shows the graphical representation of a ProSys subsystem with one input port and two output ports, and (b) shows a simple ProSave component with one input port group and two output port groups. Triangles and boxes denote trigger- and data ports, respectively.

ProCom architectural elements have a precise formal semantics [10]. The semantics is described in terms of finite state machines extended with notions of urgency, timing, and priorities. Below, we informally describe the semantics of ProSave elements used in this paper. For through details, we refer the reader to [11].

- **Components**: internally, a ProSave component may be described by code or other inter-connected sub-components. The functionality of a component is captured by a set of services.

- **Services**: the services of a component are triggered individually and can execute concurrently, while sharing only data. A service consists of one input port group and zero or more output port groups, and each port group consists of one trigger port and a number of data ports. When triggered, the input ports are read in one atomic step, and then the service switches to an executing state, where it performs internal computations and writes (atomically) at its output port groups. Before the service returns to idle, each of the associated output port groups must have been activated exactly once. This restriction serves for tight read-execute-write behavior of a service.

- **Connections**: the migration of data or trigger over a ProSave connection is loss-less, atomic, and follows a push model. However, the trigger signals are not allowed to arrive to any port before all data have arrived
to all end destinations. This should hold also in case when data passes through a connector. In case more data (trigger) connections are enabled at the same time, the order is non-deterministic.

- **Connectors**: together with connections, connectors can be used to define complex data and control flow for a ProSave composition. ProSave defines different kinds of connectors such as *data fork, control fork, data or, control or, control join* and *selection*. A connector is a stateless component and executes atomically.

- **Clocks**: it is a special type of construct that has one output trigger port, which is activated periodically at a given rate. Clocks are not allowed to drift, but it is not assumed that all clocks are initially synchronized.

Both layers of the ProCom are hierarchical, meaning that subsystems as well as components can be nested. The way in which the two layers are linked together is that a primitive ProSys subsystem (i.e., one that is not composed of other subsystems) can be further decomposed into ProSave components. Thus, a mapping has been defined between the message passing in ProSys and the trigger/data communication used in ProSave. At the bottom of the hierarchy, the behavior of a primitive ProSave component is implemented as a C function.

### 11.3 Example: Temperature Control System (TCS)

As the running example of the paper, we consider a Temperature Control System (TCS), for a heat producing reactor [12]. It has a collection of control rods that can be inserted into the core of the reactor, to control the heat producing (chain) reaction. If inserted, a control rod absorbs neutrons and consequently the reaction is slowed down, with the temperature inside the core decreasing at a fixed rate, depending on the rod inserted. When pulled out, the reaction speeds up, and temperature increases in the core. The main functionality of the TCS is to maintain the temperature in the reactor between the specified MIN and MAX values. However, when a rod has been used for cooling for a fixed duration, say “T” time units, it is then unavailable for a certain time duration, proportional to T.

In the next section, we propose a language for specification of functional, and timing properties of an embedded system. We use the language to specify the functionality, and timing constraints of the TCS system.
11.4 Our Specification Language: Modemachine + Marte CCSL

A specification is a way of explicitly stating system requirements and behavior. In this section, we propose a language for the abstract specification of system functionality, and related timing constraints of an embedded system. We use an extended form of statemachines that we call Modemachines (see Fig. 11.2). A modemachine adds to the original statemachine the system behavior, defined externally, which could be in turn a finite statemachine, a timed automaton etc. Also, in a modemachine, one can specify clock constraints, by using UML/Marte CCSL (Clock Constraint Specification Language) [9]. Graphically, a Modemachine is similar to UML statemachines [8].

11.4.1 Modemachine Definition and Graphical Notation

A modemachine is a tuple \( \langle M, B, T, C, A, s \rangle \), where \( M \) is a set of modes, \( s \) is the entry mode, \( B \) is a set of externally defined behaviors, \( A \) is a set of events, \( T \subseteq M \times A \times M \) is the set of transitions between modes, and \( C \) is a set of clock constraints.

If a mode contains other modes, it is called a composite mode. A mode with no internal modes is called an atomic mode. The elements of a modemachine are further described below, informally.

11.4.2 Modes, and Behaviors

A mode consists of a set of behaviors, where a behavior denotes the specific functionality of the system. A mode instance is the set of active behaviors at a particular instance of time. Behaviors can be externally specified, for example using external modeling tools such as Matlab/Simulink, UML Rhapsody, etc, or denote the reusable code of system functionalities. Within a mode or submode, behaviors execute concurrently, sequentially, or periodically, based on the associated mode constraints. Mode changes occur when a corresponding event or timeout occurs, or implicitly when all behaviors in the mode terminate. Further, an enabled mode change due to a timeout, has higher precedence over other simultaneously enabled mode changes, if any.
11.4.3 Events, Triggers, and Timeouts

The execution of a behavior is triggered by the occurrence of an external event or time event. For an embedded system, the external events are generated by its environment consisting of sensors and actuators. A trigger denotes a periodic time event, and it is usually generated by “system clocks” (e.g., IdealClock in UML/Marte, for measurement of discrete chronometric time). Triggers can be used to specify periodic behaviors within a mode. A timeout denotes the expiry of the specified amount of (discrete) time duration. Timeouts are useful to model delays associated with an embedded system. A timeout can be associated with atomic modes, making them delay in particular states of the system model. The expiry of a timeout is denoted by the internally signaled sigTimeOut event.

11.4.4 Mode constraints using UML/Marte CCSL

The recently adopted UML Profile for Modeling and Analysis of Real-Time and Embedded systems (MARTE)[9] provides necessary and relevant features for modeling software of the real-time and embedded domain. Further, it aims at bringing interoperability between existing languages and formalisms of the real-time embedded domain. MARTE defines an expressive Time-Model for
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A generic timed interpretation of UML models. CCSL is a language annexed to MARTE specification. It is a declarative language that specifies constraints imposed on the clocks, i.e., both physical and logical, denoting the activation conditions of a model. Some of the constraints used in the paper are briefly discussed below:

- **discretizedBy**: specifies a discrete clock from a dense chronometric clock (e.g., IdealClock defined in Marte Time package). Expression (11.1) below defines a clock, whose period is 0.01 s, where s is the time unit of the IdealClock.

  \[
  \text{IdealClock \ discretizedBy 0.01} \quad (11.1)
  \]

- **isPeriodicOn**: specifies a discrete clock from another discrete clock of finer granularity (or faster clock). Expression (11.2) below defines a discrete clock that ticks 10 times slower than C (a tick of C' comes with every 10th tick of C):

  \[
  \text{C' isPeriodicOn C period 10} \quad (11.2)
  \]

- **alternatesWith**: implies causality between two clocks. Expression (11.3) states that each instance of clock C precedes and causes the corresponding instance of clock C'.

  \[
  \text{C alternatesWith C'} \quad (11.3)
  \]

- **NFP\_duration**: supports the description of duration values with respect to an ideal chronometric clock. A **NFP\_Duration** value is defined, in the non-functional types model library in Marte (i.e., MARTE::BasicNFP\_Types), as a tuple containing a real value and a time unit.

Marte constraints in (11.1) and (11.2) are related to the basic synchronous constraint coincidesWith (also denoted by “=”), which can also be used in specifying a mode constraint. The Marte constraint alternatesWith (see (11.3) above), is useful to specify constraints over logical clocks (e.g., non-periodic event occurrences, beginning and termination of behavior paths, etc), for instance, to specify causality dependencies between behavioral paths. Another useful Marte constraint for component models is delayedFor (e.g., “a delayedFor n on b”, i.e., every nth tick of b following a tick of a). Together with precedes relation (\(\leq\)), it can be used to specify complex timing
constraints of particular behaviors, like timing relationships between the start and the end of a behavior (e.g., \( \text{B1}.\text{finish} \preceq (\text{B1}.\text{start} \text{delayedFor} 3 \text{on} \ C) \)).

11.4.5 Example Specification: TCS Modemachine

A *modemachine* specification of TCS is given in Fig. 11.2. At the top level, it contains two composite modes *TempControl*, and *Cooling*. Transitions between the modes are enabled with occurrence of events *Rod_inserted*, and *Rod_deleted*.

The composite mode *TempControl* contains two atomic submodes *MeasureTemp*, and *SelectAndInsertRod*. Further, the submode *MeasureTemp* contains a periodic behavior as specified by the associated Marte constraint *discretizedBy*. Also, the sequential dependency i.e., causality between behaviors of *MeasureTemp*, and *SelectAndInsertRod* is specified by the Marte constraint *alternatesWith*. *SelectAndInsertRod* contains the detailed behavior based on the data inputs received, for e.g., a rod selection and insertion is skipped when the current temperature value, communicated by the *MeasureTemp* component, is within the specified interval \( \text{MIN} \) and \( \text{MAX} \), as described in Section 11.3.

The duration of the delay is specified using the Marte NFP\_duration property. For instance, the composite mode *Cooling* contains a delay mode *Delay* characterized by a duration of 150 sec. When the timeout expires, it triggers the atomic mode *DeleteRod*.

Now let us assume a repository of ProCom components, which should be used for the architectural design of the TCS. Therefore, we will transform the above modemachine into a component-based design. To accomplish this, we need to tackle the following design issues/challenges:

- How to transform a composite mode with periodic, and sequential behaviors, into a component-compliant description?
- How to transform the control structure of a modemachine e.g. event, and signal based transitions?
- How to represent timeout in a component based-design?
- How to integrate different design aspects into a complete system design?

In order to address the above design issues, we introduce a set of component patterns that guides a designer in transforming a modemachine-based
specification, e.g., the specification model of the temperature control system (TCS) in Fig. 11.2, into a corresponding ProCom based architectural design. The patterns are described in the next section.

11.5 Component Patterns

The component patterns, proposed in this section, provide simple mechanisms for modeling the time, and event based executions of system behaviors through reusable, easy to understand component designs. The patterns are described in ProCom component language (see Section 11.2). To illustrate our approach, we apply the proposed pattern-based support, in transforming the elements of the modelmachine specification of the TCS system (see Fig. 11.2), into a corresponding design aspects in ProSave.

For ProCom-based pattern descriptions, we assume that the components are triggered, where necessary, by a clock, say MainClock, of fixed periodicity, say “P”. In turn, the MainClock itself can be defined by the clock pattern (described below) using the IdealClock from the Marte time library. The MainClock is denoted by the conventional clock-icon symbol in the pattern descriptions below. Further, we specify additional constraints on the resulting designs (referred as “pattern constraints”), if any, by the pattern description (in a dotted text box, e.g., Fig. 11.3).

The set of patterns proposed below, address the design issues identified earlier, in the previous section: the “Timer Pattern” characterizes a time out in a component based design; the “Discrete Clock Pattern” addresses the clock synchronization problem between clocks of different granularity; the “Periodic Behavior Pattern” represents the design of periodically executed components; finally the “Controller Pattern” addresses event-triggered executions in a component-based design, and the development of a complete system design.

11.5.1 Timer Pattern

Timers, and timeouts constitute important aspects of an embedded system behavior. The pattern models a timeout (or delay) behavior of a system or its parts. It is triggered by a discrete, chronometric clock e.g., the IdealClock in UML/Marte time package. When triggered, time is internally measured (using a state variable) until the specified duration/delay units are expired. The output, i.e., the timeout sigTimeOut, is indicated as both data and control. This facilitates using the timeout as either sampled data or reactive trigger (de-
Figure 11.3: The timer pattern in ProSave.

sign choice based on the specified timing constraints). Further, the pattern specifies the timer mechanism \texttt{set} to assign the timer value (the value itself can be assigned statically or dynamically).

A ProSave description of the pattern is given in Fig. 11.3. The component \texttt{Timer} contains two services \texttt{set}, and \texttt{tick}. The service \texttt{set}, when triggered, sets the timer value (based on the statically assigned duration value through corresponding data port). The service \texttt{tick}, the periodic behavior triggered by the \texttt{MainClock}, decrements the timer value, if set, during each execution cycle and generates a timeout (denoted by \texttt{sigTimeOut}) when the value becomes zero. The connectors \texttt{Select}, \texttt{DataFork} are required to differentiate the final timeout output from trigger outputs corresponding to individual executions of \texttt{Timer} component (due to the semantics of a ProSave component).

The timer pattern corresponds to the Marte clock constraint in (11.4) below, where \( n \) is a natural number, and \( s \) is the time unit. However, the timer pattern suffers from a \textit{jitter} of one period of the triggering clock i.e., the \texttt{MainClock} (as verified in Section 11.6). This implies the need for choosing a suitable granularity for the \texttt{MainClock}. Further, this should be taken into consideration while evaluating other timing aspects of the design, such as, end-to-end latency.

\[
\text{NFP\_duration} = n \ s \quad (11.4)
\]

**Application of the timer pattern to TCS:** The pattern can be applied to transform a \textit{delay} mode (i.e. an atomic mode with \texttt{NFP\_duration} value) of a modemachine into a corresponding design in ProSave. For example, in TCS specification, the internal mode \texttt{Delay} (within the composite mode \texttt{Cooling}, see Fig. 11.2), is translated into a ProSave design, as shown in Fig. 11.4. Further, if the delay mode is not connected by a transition to any other internal
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Figure 11.4: Transformation of the composite mode Cooling of TCS into a ProSave Design, by applying the timer pattern.

mode, its timeout i.e., sigTimeOut is communicated to the controller (described below, by the controller pattern) of a containing composite mode. For TCS, the time-out from Delay mode triggers the mode DeleteRod.

11.5.2 Discrete Clock Pattern

Clocks are central to embedded system behavior. The pattern models a coarse-grained discrete clock (i.e., a slower clock) triggered by a finer-grained clock (e.g., the MainClock). Also, the pattern facilitates the synchronization of various clocks within a component-based design.

The pattern is similar to the timer pattern described above, but does not require a set operation (as the state variable is simply incremented, when triggered). Further, unlike the timer pattern, the output of a discrete clock pattern is always a trigger rather than data as this is justified by the fact that clock ticks represent causality, between the clock and the triggered component, in a component-based design.

A ProSave description of the pattern is given in Fig. 11.5. The service tick, when triggered by the finer-grained clock, e.g., MainClock, increments the value of the state variable, modulo m (see the associated pattern constraint). The connector Select is needed to output the trigger only when the specified period expires, indicated by the associated boolean data output port. Hence, the final output trigger corresponds to a tick for every m ticks of the triggering clock.

The discrete clock pattern corresponds to the following Marte clock constraints as shown in (11.5), (11.6) below. Except for the initial tick, the discrete clock pattern does not suffer from any jitter (as verified in Section 11.6). This is consistent with the ProSave clock semantics.

\[ \text{MainClock discretizedBy } n \]  

(11.5)
Application of the discrete clock pattern to TCS: The pattern can support the design of periodic behaviors in a component-based design, also described by the following patterns below. Additionally, it can be used to synchronize different clocks in a design. This not only simplifies the design, increasing its readability, and understandability, but avoids clock jitters and corresponding unpredictable delays, if any, which can be caused by different clocks. In the case of TCS component-based design, as shown in Fig. 11.11, the MainClock triggers both the Controller component, and the Timer component. Additionally, it could also trigger the Clock component, which instead is triggered by the Controller, for further simplification of the design.

11.5.3 Periodic Behavior Pattern

An embedded system is commonly described as a collection of periodic behaviors. The pattern describes two behaviors, say B1, and B2, where the periodic behavior B1 triggers the execution of B2. This causality makes the behavior B2 sequential, and also periodic. However, it is generally important for behavior B2 to act on the output generated from B1, which entails the constraint that “B2 must be at idle state when B1 completes the execution”.

In Fig. 11.6, we give the ProSave description of this pattern. The component B1 (containing the behavior B1) is triggered by a clock of corresponding periodicity (can be designed using the discrete clock pattern described above). Further, the output of B1 triggers the component containing the behavior B2. However, the design must ensure that the specified pattern constraint is preserved. That is, B2 must be idle, when B1 completes its execution. The formal
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Figure 11.6: The periodic behavior pattern in ProSave.

verification of the pattern (see Section 11.6), verifies the conditions for the constraint to hold, in terms of the period of $B_1$, and also the end-to-end response time of $B_1$, and $B_2$.

The pattern corresponds to the following Marte clock constraint in (11.7) below.

$$B_1.\text{finish} \text{ alternatesWith } B_2.\text{start} \quad (11.7)$$

Application of the periodic behavior pattern to TCS: The pattern can be used in transforming a mode with periodic behaviors into corresponding component-based design. In the TCS modemachine (Fig. 11.2), the composite mode TempControl contains atomic submodes with periodic, and sequential behaviors MeasureTemp, SelectAndInsertRod, respectively. Thus, the composite mode TempControl can be translated into a ProSave design as shown in Fig. 11.7. The Clock component is designed by the application of the discrete clock pattern, and based on the periodicity of MeasureTemp mode behavior (represented by TempControl component), as specified by the corresponding timing constraint (see Fig. 11.2). When triggered by the Clock component periodically, the TempControl executes by reading the temperature data and provides output, temperature deviation within the allowed interval. This value is read by SelectAndInsertRod component to determine if a control rod is required to be inserted or not.

11.5.4 Controller Pattern

The behavior of an embedded system consists mainly of event-, or time-triggered behaviors. We have already covered the time-triggered behaviors by the patterns described above. Here, we introduce the controller pattern, to describe the event triggered execution of system behaviors. This corresponds to the reactive part of the system behavior.
In principle, a component-based design is based on time-triggered, and control-, data-flow semantics. Hence, the pattern transforms event-based execution of mode behaviors into the executions based on sampling of the environment data corresponding to sensors, and actuators. Within a component-based design, events can be represented by pre-defined predicates over the environment data [13]. When triggered by a system clock (e.g., the MainClock discussed previously), the data is sampled to determine the occurrence of events, through the evaluation of corresponding predicates.

Fig. 11.8 shows the ProSave design of the pattern. The Controller component is triggered by a system clock, e.g., MainClock, periodically (in an implementation, the controller thus becomes a periodic task in the system). The periodicity of the clock is to be determined by the periodicity of data occurrences or their criticality. Also, there can exist multiple clocks of different periodicity (can be or-ed using ProSave connector ControlOr). Further, the controller implements the mode change behavior of a modemachine(e.g., Fig. 11.2). It also implements a datastructure representing the predicate-event mapping ([13]) described above. The controller can be triggered by internal signals i.e., sigTimeOut, when the signal represents a trigger rather than data (as described in the Timer pattern previously).

**Application of the controller pattern to TCS:** The pattern can be used in transforming the control structure of a modemachine specification into corresponding component-based design. For example, the event-based transitions corresponding to the top-level control structure of the TCS modemachine specification (Fig. 11.2), is transformed into the corresponding component-based design in Fig. 11.9. When triggered, the Controller evaluates the predicates corresponding to the event occurrence Rod_inserted, and Rod_deleted, respectively. In this case, no timeout is communicated to the controller, hence using the control-or connector, shown in the pattern, is not required.
11.6 Pattern Verification

In this section, we describe the formal verification with respect to component patterns, presented in the previous section. The approach is based on the formal semantics of the architectural elements of the ProSave language [10, 11]. The formal semantics is based on an extension of finite state machine formalism with the notions of urgency, priority etc. The semantics of the formalism itself was given in terms of timed automata (TA) [14]. This provides a mechanism to formally verify ProSave designs using UPPAAL, the timed automata based model-checker [7].

For formal verification, a component pattern is translated into the corresponding network of timed automata, based on the underlying semantics of constituting ProSave elements.

11.6.1 Verification of periodic behavior pattern

For periodic behavior pattern (in Fig. 11.6), the corresponding network of timed automata is given in Fig. 11.10. Each of the timed automata ClockTA,
ClockToB1, B1, B1ToB2, B2 correspond to the periodic trigger to B1, trigger connection to B1, component B1, trigger connection from B1 to B2, and component B2, respectively. Also, the end-to-end response time (say, R) of components B1, B2 are modeled in corresponding TA (3, 4 in this example). ChannelsTA denotes the timed automaton that contains complementary channels, corresponding to urgent channels A, B of other TA.

On the above models, we have verified with UPPAAL [7], that the following properties are satisfied by the periodic behavior pattern:

\[ A[] \text{ not deadlock} \) (11.8) \]

\[ A[] \ B1.trigOut \text{ imply } (\text{not} \ B2.InExecution) \) (11.9) \]

Property (11.8) states that there is no deadlock in the pattern. Though basic, this is a very important model feasibility property. Property (11.9) verifies the main constraint of the pattern i.e., that B2 is idle, that is, ready to begin execution, whenever B1 terminates its execution. However, it is observed that this property is satisfied, provided that the following conditions hold:

\[
\text{Periodicity of B1}= \begin{cases} 
\leq E_{B1} & \text{if } E_{B1} > E_{B2} \\
> E_{B2} & \text{if } E_{B2} > E_{B1}
\end{cases}
\]

where
$E_{B1}, E_{B2}$ denote the response time of B1, B2 respectively.

### 11.6.2 Verification of other Patterns

In addition to “no deadlock”, we have verified other properties like the ones expressed by (10 - 12), this time for the Timer pattern (see Fig. 11.3). Expression (11.10) describes a liveness property (also called leads to, or response property [7]), as follows: when the timer is set, it eventually performs a time-out. Formulae (11.11), (11.12), verified to be satisfied by the pattern, indicate that the timer duration has a jitter of one period of the $MainClock$.

\begin{equation}
timerValue == Set.N \Rightarrow timerValue == 0 \tag{11.10}
\end{equation}

\begin{align*}
A[] (TimeOut \implies (obsClk >= (m - 1) * P)) & \tag{11.11} \\
A[] (TimeOut \implies (obsClk <= (m + 1) * P)) & \tag{11.12}
\end{align*}

For the discrete clock pattern, we have model-checked the corresponding network of automata against the following properties: deadlock freedom, liveness (as given by (11.10)), and jitter freedom (see (11.13)). The latter means that the $Clock$ discretizes the $MainClock$ perfectly, without any jitter, unlike the timeout duration of the timer pattern:

\begin{equation}
A[] TimeOut \implies (obsClk = m * P) \tag{11.13}
\end{equation}

### 11.7 Temperature Control System: A Complete ProCom Design

In this section, we complete the approach introduced in sections 11.4 and 11.5, by describing the final steps leading to a complete ProCom system design.

We have applied the Timer pattern, of the Fig. 11.3, to transform the composite mode Cooling of the TCS specification (Fig. 11.2), which contains the delay mode Delay, and an atomic mode DeleteRod with its corresponding behavior. The expiration of the timeout, signaled by the event $sigTimeOut$ from the Timer component, triggers the execution of the behavior in DeleteRod.
To recall, Fig. 11.5 presents a ProSave design corresponding to the composite mode TempControl in the TCS specification. The corresponding design in ProSave, is obtained by applying the discrete clock pattern to the composite mode.

Also, the top level control structure, corresponding to the reactive behavior of the TCS modemachine (Fig. 11.2), with respect to the events Rod_inserted, and Rod_deleted is translated into the corresponding ProSave design in Fig. 11.8, through the controller pattern.

The complete ProCom design of the TCS is presented in Fig. 11.11. For simplicity, the complete system is represented as a single ProSys subsystem (see Section 11.2). For integrating different design parts, for instance, those described above, the following design steps are applied:

- **Synchronize the clocks using discrete clock pattern**: different clocks in the component-based design can be synchronized by applying the discrete clock pattern, and a finest-grained clock, e.g., the MainClock. This not only simplifies the component design, but also minimizes clock jitters, if any. For TCS, the different clocks, due to Controller, PeriodicBehavior, and Timer patterns, are synchronized using the MainClock.

- **Interconnect ProSys message ports with ProSave ports**: the system can be designed as a basic ProSys system (also called ProSave Subsystem) by connecting message ports to ProSave control, and data ports (as shown in Figure 11.11). Sensor and other data values, received as messages through ProSys message ports are forwarded to the internal ProSave components through their ports.

### 11.8 Related work

In the domain of synchronous languages [15], mode automata and the notion of running modes have been introduced, to reduce the gap between the initial design of a system and the program written for it. The formalism has been proposed to support both dataflow, and imperative styles. The modemachine described in this paper corresponds to the event-based, hierarchical, high-level control structure of the system and associated timing constraints.
11.8 Related work

Sandén proposes the “state-machine” pattern [16], for designing concurrent real-time software in Ada [17]. Many possible implementations of the pattern, corresponding to concurrent, reactive, and time-triggered behaviors, are described. Also, patterns for non-functional aspects such as resource usage, quality-of-service have been proposed [18]. However, such patterns focus on the design or implementation phase of the system. The patterns proposed in this paper support the design process, by directly mapping the specification aspects, with associated timing constraints, into the corresponding design elements.

Maxwell et al. have proposed a formal framework [19] for heuristics-based transformation of architectural designs. The authors capture heuristics in a structured and formal manner, such that the architectural transformations can be performed for optimizing the non-functional qualities of a system. Denford et al. have proposed an architectural refinement method [20] that focuses on non-functional requirements e.g., reliability, performance, while still addressing the functional requirements. While these works focus on non-functional aspects such as performance, we address architectural designs through timing constraints of embedded systems. However, this is done by including the functional requirements also.

UML/Marte profile is extensively used in the context of AADL (Architecture analysis and design language [21]) for component-based designs of real-time, embedded systems [22, 23]. AADL supports the modeling of both software components such as thread, subprogram, process, and platform components, e.g., bus, memory, processor, and device. However, AADL introduces
avoidable redundancies that obscure the model and may even lead to design inconsistence. To address this deficiency, the Marte clock constraints have been used [23] to precisely specify both event, and time triggered communications for AADL models, and to compute end-to-end flow latency. These works focus on models related to software and platform mapping. In this paper, we offer formally verified support for component-based system design, in the form of patterns based on timing constraints.

EastADL [24] is a layered architecture language for model-based development of automotive software. To address various concerns of system’s lifecycle development, it provides abstraction layers such as feature level, requirements, analysis, design, and implementation. Mallet et al. have described Marte CCSL specification of EastADL timing requirements [25]. This enables the use of Marte tools for timing verification of EastADL requirements. The work is similar to model driven aspects underlying the proposed patterns in this paper.

11.9 Conclusions

In this paper, we have proposed a set of component based patterns for developing embedded system designs. The patterns are based on the specification of reactive, and time-triggered behaviors of an embedded system. An extended form of statemachine, referred as modemachine, combined with UML/Marte clock constraints is used as the specification language. We have proposed component patterns for clocks, timers, periodic, and reactive behaviors. Also, we have described the implementation of the proposed patterns in the ProCom language, in order to support the design process based on the specification of functionality, and timing constraints. Further, we have described the correspondence of the proposed patterns with related UML/Marte clock constraints.

To guarantee timing correctness aspects, we have formally verified our patterns, by model checking their corresponding timed automata models, in UPPAAL. This facilitates the development of component based-design models with precise timing aspects. We have demonstrated the approach, by transforming the modemachine specification of an example temperature control system, into a corresponding design in ProCom component model. The explicit representation of running modes in the design, by application of the proposed patterns, may be useful for developing efficient deployment models. However, this requires further validation. Also, we intend to extend the approach to other Marte constraints, and validate the approach with complex systems. Further,
we plan to work on the compositional verification of timing properties of the resulting component-based system designs.
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