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{saad.mubeen, jukka.maki-turja, mikael.sjodin}@mdh.se

Abstract

Existing response-time analysis for Controller Area Net-
work (CAN) messages in networks where some nodes
implement FIFO queues while others implement prior-
ity queues, assumes that at every node, CAN messages
are queued for transmission periodically or sporadically.
However, there are a few high level protocols for CAN
such as CANopen and Hägglunds Controller Area Network
(HCAN) that support the transmission of mixed messages
as well. A mixed message can be queued for transmission
both periodically and sporadically. The existing analysis
of CAN with FIFO queues does not support the analysis
of mixed messages. We extend the existing response-time
analysis of mixed-type CAN messages. The extended analy-
sis can compute the response-times of mixed (periodic/ spo-
radic) messages in the CAN network where some nodes use
FIFO queues while others use priority queues.

1. Introduction
Controller Area Network (CAN) [5] is a real-time,

event-triggered, serial communication bus protocol. It sup-
ports bus speeds of up to 1 mega bits per second. CAN
is a largely used real-time network in automotive domain.
There are many high level protocols and commercial exten-
sions of CAN developed for many industrial applications.
These include CAN Application Layer (CAL), CANopen,
Hägglunds Controller Area Network (HCAN), CAN for
Military Land Systems domain (MilCAN), etc.

1.1. Related Work
The schedulability analysis of CAN was developed by

Tindell et al. [9] by adapting the theory of fixed prior-
ity preemptive scheduling for uniprocessor systems. This
analysis has been implemented in the analysis tools that
are used in the automotive industry [2]. Moreover, it has
served as the basis for many research projects. Later on,
the analysis was refuted, revisited and revised by Davis
et al. [3]. The communication model used in the analy-
sis [9, 3] supports CAN messages that are queued for trans-
mission periodically (with a period) or sporadically (with a
minimum inter-arrival time). The analysis does not sup-
port the response-times computation of mixed-type CAN
messages, i.e., the messages that are simultaneously time
(periodic) and/or event triggered.

Moreover, the analysis assumes that CAN device drivers

in every node in the network implement priority-based
queues. This means that the highest priority message at
each node enters into arbitration on the network. Davis et
al. [4]pointed out that this assumption may become invalid
when a node, in a CAN network, implements FIFO queues.
They extended response-time analysis of CAN messages in
the networks where some nodes implement priority-based
queues and some implement FIFO queues. However, the
extended analysis does not support mixed messages.

In [7], we extended the analysis developed by Tindell et
al. [9] and revised by Davis et al. [3] for mixed-type CAN
messages. The extended analysis supports response-time
computation of CAN messages that are queued for trans-
mission periodically, sporadically and both periodically/
sporadically (mixed). However, the extended analysis uses
the same assumption as in [9, 3], that all nodes in the CAN
network implement priority-based queues.

1.2. Paper Contribution
We extend the response-time analysis of CAN messages

by integrating CAN analysis with FIFO queues [4] and
CAN analysis for mixed messages [7]. The extended anal-
ysis is able to compute the response times of periodic, spo-
radic and mixed CAN messages in networks where some
nodes implement priority-based queues while others imple-
ment FIFO queues.

2. Mixed Transmission of a CAN Message
If a message can be queued periodically as well as at the

arrival of an event then the transmission type of a message
is called mixed (periodic/ event) or simply mixed transmis-
sion. We identified two different implementation methods
of mixed CAN messages.

2.1. Method 1: Implementation of a Mixed Message
The CANopen protocol [1] provides an example of the

first implementation method of a MIXED message. A mixed
message can be queued for transmission at an arrival of
an event provided an Inhibit Time has expired. The In-
hibit Time is the minimum time that must be allowed to
elapse between the queueing of two consecutive messages.
A mixed message can also be queued periodically at the
expiry of an Event Timer. Hence, the expiry of an Event
Timer is considered as an additional event for queueing of
a mixed message. The Event Timer is reset every time
the message is queued. It should be noted that once a
mixed message is queued for transmission, any additional
queueing of the same message will not take place dur-
ing the Inhibit Time [1]. The transmission pattern of a



mixed message in CANopen is illustrated in Figure 1. The
down-pointing arrows (labeled with numbers) symbolize
the queueing of messages while the upward lines (labeled
with alphabets) represent arrival of the events.
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Figure 1. Transmission pattern of a Mixed
Message in CANopen

In Figure 1, message 1 is queued for transmission as
soon as an event A arrives (assume that the Inhibit Timer
was expired). In this case, the Event Timer is reset along
with the Inhibit Time. As soon as the Event Timer expires,
message 2 is queued for transmission and both the Event
Timer and Inhibit Time are reset. Similarly, message 3 is
queued for transmission because of the expiry of the Event
Timer. When an event B arrives, message 4 is immediately
queued for transmission because the Inhibit Time has al-
ready expired. Note that the Event Timer is also reset at
the same time when the message 4 is queued. The message
5 is transmitted because of the expiry of the Event Timer.
Hence, there exist a dependency relationship between the
Inhibit Time and the Event Timer.
2.2. Method 2: Implementation of a Mixed Message

The HCAN protocol [10] provides an example of the
second implementation method of a MIXED message. A
mixed message defined by HCAN protocol contains signals
of which some are periodic and some are of event type. A
mixed message is queued for transmission not only peri-
odically but also, as soon as, an event occurs that changes
the value of one or more event signals provided MUT be-
tween the queueing of two successive event messages has
elapsed. Hence, the transmission of a mixed message due
to arrival of events is constrained by MUT . The transmis-
sion pattern of a mixed message is illustrated in Figure 2.
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Figure 2. Transmission pattern of a Mixed
Message in HCAN

In Figure 2, message 1 is queued for transmission be-
cause of the partly periodic nature of a mixed message. As
soon as the event A arrives, message 2 is queued. When
the event B arrives it is not queued immediately because
MUT is not expired yet. As soon as MUT expires, mes-
sage 3 is queued. Message 3 contains the signal changes
that correspond to event B. Similarly, a message is not
immediately queued when an event C arrives because the

MUT is not expired. Message 4 is queued because of the
periodicity. It should be noted that although, MUT was
not yet expired, the event signal corresponding to event C
was packed in message 4 and queued as part of the periodic
message. Hence, there is no need to queue an additional
event message when MUT expires. It should be noted that
the periodic transmission of a mixed message cannot be
blocked by the event transmission. When an event D ar-
rives, an event message 5 is immediately queued because
the MUT has already expired. Message 6 is queued due to
the periodicity.

2.3. Discussion
In the first method, the Event Timer is reset every time a

mixed message is queued for transmission. The most nat-
ural interpretation of a mixed message from the specifica-
tion of CANopen is that there is an implicit requirement
that the periodicity of transmission of a mixed message can
never be higher than the Inhibit Time [1] [8]. Hence, it
can be assumed that in the worst case, a mixed message
is queued for transmission every time the Inhibit Timer
expires. Therefore, the original CAN analysis [9, 3] can
be used for mixed messages in the first method. More-
over, schedulability analysis of CAN messages with FIFO
queues [4] is also applicable for mixed CAN messages that
are implemented using method 1.

The second method of implementing a mixed message
is more complex because the periodic transmission is in-
dependent of the event transmission. In other words, the
Event Timer is not reset with every event transmission. In
this case, for the purpose of analysis we treated a mixed
message as two separate message streams with same IDs
and priorities [7]. However, this analysis does not support
the nodes with FIFO queues. This calls for the need for the
extension of CAN analysis with FIFO queues to support
the analysis of mixed messages.

3. System Scheduling Model
The system scheduling model is based on the commu-

nication model that was developed by Tindell et al. [9]. It
combines the communication model for the response-time
analysis of CAN messages with FIFO queues [4] with the
communication model of CAN analysis for mixed mes-
sages [7]. The system consists of a number of nodes (pro-
cessors) connected to a single CAN network. The message
queue in each node may have priority-based or FIFO-based
implementation. If a node implements a priority-based
queue, it is designated as PQ-node. On the other hand, if a
node implements a FIFO queue then it is identified as FQ-
node. For a PQ-node, the highest priority message enters
into the bus arbitration whereas, the oldest message enters
into the bus arbitration in a FQ-node [4].

Each CAN message m has an IDm which is a
unique identifier. Associated to each message is a
FRAME TYPE that specifies whether the frame is
a Standard or an Extended CAN frame. The differ-
ence between the two frame types is that a standard
CAN frame uses an 11-bit identifier whereas an ex-
tended CAN frame uses a 29-bit identifier. There is a
TRANSMISSION TYPE of each message that specifies
whether the message is PERIODIC or EVENT or MIXED (both
PERIODIC and EVENT). Each message has a unique prior-
ity (Pm ), transmission time (Cm ) and queueing jitter (Jm )
which is inherited from the response time of the task queue-
ing the message.



Each message can carry a data payload (ranges from 0
to 8 bytes) denoted by sm . In case of PERIODIC transmis-
sion, each frame has a period, denoted by Tm . In case of
EVENT transmission, each frame has a MUTm that refers to
the minimum time that should elapse between the transmis-
sion of any two EVENT frames. Each message has a block-
ing time Bm which refers to the largest amount of time
this message can be blocked by any lower priority message.
Each message has a worst-case response time, denoted by
Rm , and defined as the longest time between the queue-
ing of the message (on the sending node) and the delivery
of the message to the destination buffer (on the destination
node).

When a message has a MIXED transmission type, we du-
plicate the message in the analysis model. Hence, each
MIXED message has two copies which are treated as sepa-
rate messages. One copy is the PERIODIC message and the
other is an EVENT message. All the attributes of duplicates,
including ID, priority, release jitter, transmission time and
blocking time, are the same except the PERIODIC copy in-
herits Tm while the EVENT copy inherits MUTm .

If an FQ-node transmits a message m then the set of all
the messages transmitted by this node is defined byM(m).
The Lowest priority message in M(m) is defined by Lm.
The sum of the transmission times of all the messages in
M(m) is defined by CSUMm . Moreover, the transmission
time of the shortest and longest messages in M(m) is des-
ignated by CMIN

m and CMAX
m respectively. fm denotes

the maximum buffering time between the instant a message
m enters the priority-based or FIFO queue and the instant
it takes part in priority-based arbitration or it becomes the
oldest message in the queue respectively [4].

4. Extended Analysis with FIFO Queues for
Mixed Messages

We extend the existing analysis of CAN with FIFO
queues [4] by adapting the schedulability analysis of CAN
for mixed messages [7]. Let the message under analysis
be denoted by m. We treat a message differently based on
its transmission type. In order to keep the notations simple
and consistent, we define a function ξ(m) that represents
the transmission type of a message m. It can be either
periodic or event or mixed. Formally, the domain of this
function can be defined as:

ξ(m) ∈ [PERIODIC, EVENT, MIXED]

4.1. Case: When m is a Periodic or an Event Message
According to [4], the worst-case response time of a mes-

sage under analysis is computed differently for PQ-and FQ-
nodes.

4.1.1 Priority-Queued Messages
The worst-case response time of each instance q of a peri-
odic or event-type message that is queued at a PQ-node is
computed by the following equation.

Rm(q) =


Jm + ωm(q)− qTm + Cm,

if ξ(k) = PERIODIC

Jm + ωm(q)− q(MUTm) + Cm,

if ξ(k) = EVENT

(1)

where, q is computed according to [7]. ωm represents the
worst-case queueing delay and is equal to the longest time

that elapses between the instant a message m is queued by
the sending task in the send queue and the instant when the
message starts its transmission. For a message queued at
a PQ-node, ωm is computed by the following fixed-point
iteration.

ωn+1
m (q) = max(Bm, Cm) + qCm +

∑
∀k∈hp(m)

IkCk (2)

4.1.2 FIFO-Queued Messages
The worst-case response time of each instance q of a peri-
odic or event-type message that is queued at an FQ-node is
computed by the following equation.

Rm(q) =


Jm + ωm(q)− qTm + CMIN

m ,

if ξ(k) = PERIODIC

Jm + ωm(q)− q(MUTm) + CMIN
m ,

if ξ(k) = EVENT

(3)

ωm is computed by the following fixed-point iteration.

ωn+1
m = max(BLm

, CMAX
m ) + (CSUMm − CMIN

m ) +∑
∀k∈hp(Lm)∧k/∈M(m)

IkCk (4)

In (2) and (4), Ik is computed differently for differ-
ent values of ξ(k) (k is the index of any higher priority
message) as shown below. Note that the interference by
a higher priority MIXED message contains the contribution
from both the duplicates.

Ik =



⌈
ωn

m(q)+Jk+fk+τbit
Tk

⌉
, if ξ(k) = PERIODIC⌈

ωn
m(q)+Jk+fk+τbit

MUTk

⌉
, if ξ(k) = EVENT⌈

ωn
m(q)+Jk+fk+τbit

Tk

⌉
+⌈

ωn
m(q)+Jk+fk+τbit

MUTk

⌉
, if ξ(k) = MIXED

(5)
4.2. Case: When m is a Mixed Message

When a message under analysis is mixed, we treat the
message as two separate message streams i.e., periodic and
event. The response time of each is computed separately
and maximum between the two is selected as the worst-
case response time of the mixed message as shown below.

Rm = max(RmP
, RmE

) (6)

RmP
= max(RmP

(qmP
)) (7)

RmE
= max(RmE

(qmE
)) (8)

where, RmP
and RmE

are computed separately for the
messages queued at PQ-nodes and FQ-nodes.

4.2.1 Priority-Queued Messages

The worst-case response time of each instance q of the pe-
riodic and event copies of a mixed message under analysis
that is queued at a PQ-node is computed by the following
equations:
RmP

(qmP
) = Jm + ωmP

(qmP
)− qmP

Tm + Cm (9)

RmE
(qmE

) = Jm + ωmE
(qmE

)− qmE
MUTm + Cm (10)



where ωm for periodic and event copies are computed by
the following fixed-point iterations.

ωn+1
mP

(qmP
) = max(Bm, Cm) + qmP

Cm +∑
∀k∈hp(m)

IkPCk +

⌈
qmP

Tm + Jm
MUTm

⌉
Cm (11)

ωn+1
mE

(qmE
) = max(Bm, Cm) + qmE

Cm +∑
∀k∈hp(m)

IkECk +

⌈
qmE

MUTm + Jm
Tm

⌉
Cm (12)

4.2.2 FIFO-Queued Messages

The worst-case response time of each instance q of a pe-
riodic and event copy of a mixed message under analysis
that is queued at an FQ-node is computed by the following
equations:

RmP
(qmP

) = Jm + ωmP
(qmP

)− qmP
Tm + CMIN

m (13)

RmE
(qmE

) = Jm + ωmE
(qmE

)− qmE
MUTm

+CMIN
m (14)

where ωm for periodic and event copies are computed by
the following fixed-point iterations.

ωn+1
mP

(qmP
) = max(Bm, Cm) + qmP

Cm +∑
∀k∈hp(Lm)∧k/∈M(m)

IkPCk +

⌈
qmP

Tm + Jm
MUTm

⌉
Cm (15)

ωn+1
mE

(qmE
) = max(Bm, Cm) + qmE

Cm +∑
∀k∈hp(Lm)∧k/∈M(m)

IkECk +

⌈
qmE

MUTm + Jm
Tm

⌉
Cm (16)

where, IkP and IkE are computed according to the follow-
ing fixed-point iterations.

IkP =



⌈
ωn

mP
(qmP

)+Jk+fk+τbit

Tk

⌉
, if ξ(k) = PERIODIC⌈

ωn
mP

(qmP
)+Jk+fk+τbit

MUTk

⌉
, if ξ(k) = EVENT⌈

ωn
mP

(qmP
)+Jk+fk+τbit

Tk

⌉
+⌈

ωn
mP

(qmP
)+Jk+fk+τbit

MUTk

⌉
, if ξ(k) = MIXED

(17)

IkE =



⌈
ωn

mE
(qmE

)+Jk+fk+τbit

Tk

⌉
, if ξ(k) = PERIODIC⌈

ωn
mE

(qmE
)+Jk+fk+τbit

MUTk

⌉
, if ξ(k) = EVENT⌈

ωn
mE

(qmE
)+Jk+fk+τbit

Tk

⌉
+⌈

ωn
mE

(qmE
)+Jk+fk+τbit

MUTk

⌉
, if ξ(k) = MIXED

(18)

5. Conclusion
Existing response-time analysis of CAN with FIFO

queues does not support the analysis of mixed messages.
A mixed message is simultaneously time (periodic) and/or
event triggered. Mixed messages are supported by some
high-level protocols for CAN, e.g., CANopen and HCAN.
We identified two methods of implementation of mixed
messages in the high-level protocols for CAN. We extended
the existing response-time analysis of CAN messages, in
the networks that comprise of PQ- and FQ-nodes, to sup-
port the response-time computation of mixed-type CAN
messages. A PQ-node implements a priority-based queue
while an FQ-node implements a FIFO queue. While ex-
tending the response-time analysis, we considered the im-
plementation of mixed message in HCAN protocol.

In future, we plan to implement the extended analysis
in an existing industrial tool suite, the Rubus-ICE [6], that
provides a component-based development environment for
resource-constrained distributed real-time systems.
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