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Abstract: Processes considered rendering information dynamics have been studied, among 
others in: questions and answers, observations, communication, learning, belief revision, 
logical inference, game-theoretic interactions and computation. This article will put the 
computational approaches into a broader context of natural computation, where 
information dynamics is not only found in human communication and computational 
machinery but also in the entire nature. Information is understood as representing the world 
(reality as an informational web) for a cognizing agent, while information dynamics 
(information processing, computation) realizes physical laws through which all the changes 
of informational structures unfold. Computation as it appears in the natural world is more 
general than the human process of calculation modeled by the Turing machine. Natural 
computing is epitomized through the interactions of concurrent, in general asynchronous 
computational processes which are adequately represented by what Abramsky names “the 
second generation models of computation” [1] which we argue to be the most general 
representation of information dynamics. 

Keywords: philosophy of information; information semantics; information dynamics; 
natural computationalism; unified theories of information; info-computationalism 

 

1. Introduction 

This paper has several aims. Firstly, it offers a computational interpretation of information 
dynamics of the info-computational universe [2,3]. Secondly, it argues for the necessity of 
generalization of the model of computation beyond the traditional Turing machine model [4]. In doing 
so, it addresses a number of frequent misunderstandings when it comes to the models of computation 
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and their relationships to physical computational systems. Thirdly, I suggest that info-computationalism 
as a new philosophy of nature provides a basis for unification of knowledge from currently disparate 
fields of natural, formal and technical sciences [5]. The on-going developments of among others 
Bioinformatics, Computational Biology, Neuroscience, Computational Evolutionary Biology and 
Cognitive Science show that in practice biological systems already are studied as information 
processing systems and modeled by the advanced computational tools, theories and machinery which 
belong to the new generation paradigms of computing related to networks of concurrent computational 
processes, unlike Turing machines, which represent formalization of a human calculation process.  

Both information and computation are concepts and phenomena still intensely researched from the 
multitude of perspectives. In order to be able to meaningfully model the universe as a computational 
network, the model of computation must be adequate. When it comes to generalization of the idea of 
computation, there are several confusions. The recurrent one is about the relationship between the 
universe and the computer. It must be emphasized that the universe is not equivalent to a PC in any 
interesting way and when we talk about computing universe, the notion of computation must be 
generalized to be able to reflect the richness of phenomena found in nature. The attempt to represent 
vastly complex systems comprising a huge number of different organizational levels by a Turing 
machine model is inadequate, and indeed presents too powerful a metaphor, as already noticed by 
critics [6]. Among typical criticisms of naturalist computationalism are those grounded in the belief 
that computationalism necessarily implies digital (discrete) computation. Of course if the computing 
system is continuous then computation should be continuous at least on some level of abstraction. The 
continuous/discrete and analog/digital are interesting questions with deep consequences and there has 
been no consensus on this topic in the scientific community to date [7]. Some would claim that  
space-time can be discretized without loss of explanatory power, while the others argue that 
discretization necessarily breaks symmetry in such a fundamental way that Lorentz invariance is lost. 
The article presents some of the questions about the nature of computation in terms of 
discrete/continuum and analog/digital dichotomies and answers criticisms regarding the ability of 
computational models to adequately represent the dynamics of physical systems.  

2. Different Approaches to the Dynamics of Information 

Van Benthem and Adriaans [8] define several dynamic information stances: the logical stance 
(dynamics of information update), the Shannon view (dynamics of information 
communication/transmission), and the Kolmogorov view (dynamics of encoding and decoding). 
Processes considered representing information dynamics are: questions and answers (Kamp and 
Stokhof), observations (Baltag, van Ditmarsch and Moss), communication (Devlin and Rozenberg), 
learning (Adriaans, Kelly), belief revision (Rott), inference (van Benthem and Martinez),  
game-theoretic interactions (Walliser) and computation (Abramsky). Which of them will be in focus 
depends on what aspect of information dynamics we are interested in. 

The early developments of the field of dynamic of information such as seminal work of Dretske [9] 
(information flow as linguistic regularities) and Barwise and Seligman [10] (informational relation 
between situations) are described in [8], as well as [11] and [12]. Information was considered to be a 
building block of knowledge and thus supposed to always be true. For Dretske, even though false 



Information 2011, 2 
 

 

462 

information contains no information at all, it still can have a meaning. Burgin on the other hand argues 
in [11] (Sections 2.4 and 2.5) that both false information and false knowledge should be taken into 
account and studied as real-world phenomena in knowledge production. He also points out that 
information comes in degrees and it is often fuzzy, all of which must be accounted for in modeling of  
information dynamics. 

Depending on the understanding of information, different types of information dynamics are 
defined by Floridi [13] as: “(i) the constitution and modeling of information environments, including 
their systemic properties, forms of interaction, internal developments, applications, etc.;  
(ii) information life cycles, i.e., the series of various stages in form and functional activity through 
which information can pass, from its initial occurrence to its final utilization and possible 
disappearance; and (iii) computation, both in the Turing-machine sense of algorithmic processing, and 
in the wider sense of information processing. This is a crucial specification. Although a very old 
concept, information has finally acquired the nature of a primary phenomenon only thanks to the 
sciences and technologies of computation and ICT (Information and Communication Technologies). 
Computation has therefore attracted much philosophical attention in recent years”.  

The first two types of the dynamics of information refer to the classical notion of information as 
constituent of knowledge. Information processing is a more general type of dynamics and can be 
applied to any type of information. 

A study of information dynamics within a framework of logic is presented in van Benthem’s recent 
book [14] developed as a theory of information-based rational agency including intelligent interaction 
between information-processing agents. Van Benthem describes dynamic logics for inference, 
observation and communication, with update of knowledge and revision of beliefs, changing of 
preferences and goals, group action and strategic interaction in games.  

Informational dynamics is by Hofkirchner [15] characterized as a process of self-organization of a 
system. According to this view, whenever a self-organizing system relates to the environment, it 
creates information, rather than processes it. This concept might be called emergent information. 
Hofkirchner’s “triple-c” model [16] describes information generation as consisting of cognition 
(information generation of a self-organizing system vis-á-vis its environment); communication  
(the coupling of cognitive processes of self-organizing systems) and cooperation.  

3. The Dynamics of Information as Computation: Info-Computationalism 

Info-computationalism (ICON) [2,3,17,18] is one of the approaches that takes information 
dynamics to be a process of computation. It is built on a dual-aspect foundation with information and 
computation as basic elements. Within this framework, reality is a hierarchy of levels, starting from the 
basic proto-information as a stuff of the universe, and building a number of higher levels of 
organization through computational processes.  

Info-computationalism is a unifying approach that brings together informationalism (Informational 
Structural Realism of Floridi [19]; Informational Realism of Sayre [20]) with the naturalist 
computationalism/pancomputationalism (Zuse, Fredkin, Wolfram, Chaitin, Lloyd) [21–25]. 
Informationalism argues that the entire existing physical universe is an informational structure, while 
(pan)computationalism takes the universe to constantly be computing its own next state. With the 
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universe represented as a network of computational processes at different scales or levels of 
granularity, information is both a substrate and a result of natural computation [26].  

In sum: if the physical universe is an informational structure, natural computation is a process 
governing the dynamics of information. Information and computation are two mutually defining 
concepts [3]. Being inextricably connected, information and computation are often conceptually mixed 
together. Burgin [11] (p. 462) quotes Nonaka as claiming that “information is the flow, and knowledge 
is the stock”—while more accurate description would be that knowledge represents informational 
architecture whereas the flow of information is a process of computation. 

Information dynamics expressed as computation is related to information by Burgin in the article 
Information Dynamics in a Categorical Setting. It is based on two types of representation of 
information dynamics, the categorical representation and the functorial representation. This approach 
enables building a common framework for information and computation. Burgin emphasizes that 
category theory is also “used as unifying framework for physics, biology, topology, and logic, as well 
as for the whole mathematics. This provides a base for analyzing physical and information systems 
and processes by means of categorical structures and methods” [27]. 

Information is fundamental as a basis for all knowledge and its processing lies behind all our 
cognitive functions. In a wider sense of proto-information, information represents every 
physical/material phenomenon, [28]. Information is for an agent created by the process of 
differentiation. Bateson [29] famously defined information as “a difference which makes a difference”.  

Instructive in this context is connecting the information flow in computation, interactive process 
and games (representing the rules or logic) as steps towards a “fully-fledged dynamical theory” [30]. 
The idea is to study the processing of information as it appears in computational systems. It discusses 
the information flow in computation, using game-based models of interactive processes, and 
explicating the interplay of information and computation. Nondeterministic concurrent games are used 
in [31] to formalize games in which both Player(s) and Opponent(s) can interact in a distributed way, 
and without the assumption that their moves alternate. 

The claim that “information is what information does” is made several times by van Benthem  
in [8], paraphrasing Lewis who famously asserted: “In order to say what a meaning is, we may first ask 
what a meaning does, and then find something that does that” [32]. 

Abramski [30] takes the process stance and studies information in action. He makes clear that “in a 
computational perspective, it makes little sense to talk about static data structures in isolation from the 
dynamic processes that manipulate them”. This is in agreement with van Benthem who declares that 
“structure should always be studied in tandem with a process!” and “No information  
without transformation!”  

From everyday experiences we know that computation can provide information. Some typical 
examples are search functions and automatic translation. On the web, a search engine finds by 
computation the information we are interested in. Wolfram’s Alpha computes even further by filling in 
the gaps in the information that exists on the web. Or, in short, as [30] points out: a useful output of a 
computation has two aspects: making information explicit, i.e., extracting the normal form (so that we 
can understand) and reducing the data—eliminating redundant/irrelevant information. Both of the 
aspects are important for the user of processed information, who in general is an agent–biological 
(typically human), software or a robotic system. In many informational theories agents are supposed to 



Information 2011, 2 
 

 

464 

be humans and information is exchanged and processed among humans. However when studying 
evolution and the development of different kinds of natural agents (organisms) and their information 
processing capabilities and behaviors it becomes evident that the idea of an agent must be generalized 
to encompass the whole spectrum of agency, from very rudimentary to the most complex. 

In agent-based models, which are a class of computational models for simulating the behavior of 
autonomous agents, not only the notion of an agent but also the idea of their interactions must be 
generalized. What is exchanged during communication between agents can be different, not always 
necessarily words or written symbols. “Agents and their interactions are intrinsic to the study of 
information flow and increase in computation. The classical theories of information do not reflect this 
adequately ” [30]. 

4. The Turing Machine Model of Computation 

The notion of computation as a formal (mechanical) symbol manipulation originates from 
discussions in mathematics in the early 20th century. The most influential program for formalization 
was initiated by Hilbert, who treated formalized reasoning as a symbol game in which the rules of 
derivation are expressed in terms of the syntactic properties of symbols. As a result of Hilbert’s 
program large areas of mathematics have been formalized. Formalization implies the establishment of 
the basic language which is used to formulate the axioms and derivation rules defined such that the 
important semantic relationships are preserved by inferences defined only by the syntactic form of 
expressions. Hilbert’s Grundlagen der Mathematik, and Whitehead and Russell’s Principia Mathematica 
are examples of such formalization. 

The basic idea was that any operations that are sensitive only to syntax can be simulated 
mechanically. What the human following a formal procedure/algorithm does by recognition of 
syntactic patterns, a machine can be made to do by purely mechanical means. Formalization and 
computation are closely related and together entail that reasoning which can be formalized can also be 
simulated by the Turing machine. Turing assumed that a machine operating in this way would actually 
be doing the same thing as the human performing computation.  

The Turing machine is supposed to be given from the outset—its logic, its physical resources, and 
the meanings ascribed to its actions. The Turing machine model essentially presupposes a human as a 
part of the system—the human is the one who provides material resources, poses the questions, and 
interprets the answers.  

5. The Church-Turing Thesis 

The Church-Turing thesis states that Turing machine can perform any effective computation, i.e., 
calculation defined by “purely mechanical” procedure or “rule of thumb”. In its original  
formulation [33,34], the thesis says that effectively calculable function of positive integers is identical 
with a recursive function of positive integers or of a lambda-definable function of positive  
integers [34] (p. 356). Actually, the Church-Turing thesis has served as a definition for computation. 
Computation was considered to be a process of computing the function of positive integers. There has 
never been a proof, but the evidence for its validity comes from the equivalence of several 
computational models such as cellular automata, register machines, and substitution systems. 
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The Church-Turing thesis has been extended to a proposition about the processes in the natural 
world by Stephen Wolfram in his Principle of computational equivalence [23] in which he claims that 
there are only a small number of intermediate levels of computing before a system is universal and that 
most natural systems can be described as universal computational mechanisms in a Turing sense. If 
the physical systems quickly reach the expressive power of universal Turing machine, the question is if 
that is all computational expressive power physical systems may possess. A number of computing 
specialists and philosophers of computing (Siegelman, Burgin, Copeland, and representatives of 
natural computing) question the claim that all computational phenomena in all relevant aspects are 
equivalent to the Turing machine.  

One of the problems in the discussion about the Turing machine model is the word “machine” as 
the model of computing is often confused with a physical machine. Turing’s original nomenclature was 
more apt. He used the expression LCM (logical computing machines) which makes it clear that they 
are not physical machines, but logical models. The next source of confusion (apart from understanding 
of Turing machine as a machine) is the fact that models can be expressed in terms of each other. That 
does not imply that they possess the same behavior or the same expressive power. It is not only the 
function that is important to be calculated when a program executes and stops, delivering a result, but 
sometimes it is actually the behavior (which is often not supposed to cease) that we expect from 
computing machines today. Internet does not calculate a function and it is not expected to stop. Even 
though some would object that particular programs may well be executing and delivering specific 
results, the system as a whole is not. Also, even though one may connect physical implementations of 
Turing machines in a network, a network itself cannot be modeled as a Turing machine in any 
interesting way.  

6. Paradigms and Models of Computation  

Ever since Turing proposed his machine model which identifies computation with the execution of 
an algorithm, there have been questions about how widely the Turing machine model might be 
applicable. Church-Turing Thesis establishes the equivalence between a Turing machine and an 
algorithm, interpreted as to imply that all of computation must be algorithmic. However, with the 
advent of computer networks, the model of a computer in isolation, represented by a Turing machine, 
has become insufficient. Today’s software-intensive and intelligent computer systems have become 
large, consisting of massive numbers of autonomous and parallel elements across multiple scales. At 
the nano-scale they approach programmable matter; at the macro scale, huge numbers of cores 
compute in clusters, grids or clouds, while satellite data are used to track global-scale phenomena. The 
common for these modern computing systems is that they are ensembles (composed of the parts which 
act together to achieve a common goal) and they are physical (as they act in the physical world and 
communicate with their environment through sensors and actuators). 

At the moment, the closest to common acceptance is the view of computation as information 
processing, found in different mathematical accounts of computation as well as Cognitive science and 
Neuroscience [35]. Basically, for a process to be a computation a model must exist such as algorithm, 
network topology, physical process or in general any mechanism which ensures definability of its 
behavior [4]. 
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Unlike the Turing machine model which originates from Hilbert’s program for logics and 
mathematics (proposed in the early 1920s), other types of models of computation such as process 
models (Petri nets, Process Algebra, and Agent-Based models) appeared in the past decades  
(the theory of Petri nets in 1962), specifically in Computer Science. Indicatively, the present day 
formal methods in Systems Biology include Rule-Based Modeling of Signal Transduction, Process 
Algebras, Abstract Interpretation, Model Checking, Agent-Based Modeling of Cellular Behavior, 
Boolean Networks, Petri Nets, State Charts and Hybrid Systems. However, concurrency models have 
emerged in a bottom-up fashion in order to tackle present day networks of computational systems and 
it will take a few years until they reach the shared world view as tools of thinking in a new paradigm  
of computation. 

7. Natural Computation/Physical Computation 

Natural computation/physical computation is a new paradigm of computing which deals with 
computability in the physical world, that has brought a fundamentally new understanding of 
computation [36]. 

Kampis for example, in his book Self-Modifying Systems in Biology and Cognitive Science [37] 
claims that the Church-Turing thesis applies only to simple systems. According to Kampis, complex 
biological systems must be modeled as component-systems which are self-referential, self-organizing 
and self-generating and whose behavior is computational in a general sense which goes beyond Turing 
machine model:  

“a component system is a computer which, when executing its operations (software) 
builds a new hardware.... [W]e have a computer that re-wires itself in a hardware-software 
interplay: the hardware defines the software and the software defines new hardware. Then 
the circle starts again” [37] (p. 223). 

Natural computing is characterized by a bidirectional research [38] as the natural sciences are 
rapidly absorbing ideas of information processing, and computing at the same time assimilates ideas 
from natural sciences.  

Compared with new computing paradigms, Turing machines form the proper subset of the set of 
information processing devices, in much the same way that Newton’s theory of gravitation is a special 
case of Einstein’s theory, or Euclidean geometry is a limit case of non-Euclidean geometries.  

Natural computation is a study of computational systems including the following: (1) Computing 
techniques that take inspiration from nature for the development of novel problem-solving methods;  
(2) Use of computers to simulate natural phenomena; and (3) Computing with natural materials  
(e.g., molecules, atoms). 

Natural computation is well suited for dealing with large, complex, and dynamic problems. It is an 
emerging interdisciplinary area closely related with the artificial intelligence and cognitive science, 
vision and image processing, Neuroscience, Systems Biology, Bioinformatics—to mention but a few.  

Fields of research within natural computing are among others Biological Computing/Organic 
Computing, Artificial Neural Networks, Swarm Intelligence, Artificial Immune Systems, computing 
on continuous data, Membrane Computing, Artificial Life, DNA computing, Quantum computing, 
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Neural computation, Evolutionary computation, evolvable hardware, self-organizing systems, 
emergent behaviors, machine perception and Systems Biology. 

Evolution is a good example of natural computational process. The kind of computation it performs 
is Morphological computation [39,40]. The result of this computation is the body shape and material 
optimized for the class of organisms in a given type of environment. 

For computationalism, interactive computing (such as, amongst other, agent-based) is the most 
appropriate model, as it naturally suits the purpose of modeling a network of mutually communicating 
processes [2,3]. 

According to pancomputationalism (naturalist computationalism) [2–5,17,18,26,27,41–50] one can 
view the time development (dynamics) of physical states in nature as information processing, and  
learn about its computational characteristics. Such processes include self-assembly, developmental 
processes, gene regulation networks, gene assembly in unicellular organisms, protein-protein 
interaction networks, biological transport networks, and similar.  

Natural computing has specific criteria for the success of a computation. Unlike the case of the 
Turing model, the halting problem is not a central issue, but instead the adequacy of the computational 
behavior. Organic computing system, e.g., adapts dynamically to the current conditions of its 
environments by self-organization, self-configuration, self-optimization, self-healing, self-protection 
and context-awareness.  

In many areas, we have to computationally model emergence not being algorithmic [51–53] which 
makes it interesting to investigate computational characteristics of non-algorithmic natural 
computation (sub-symbolic, analog). 

Much like the research in other disciplines of Computing such as AI, SE, and Robotics, Natural 
computing is interdisciplinary research, and has a synthetic approach, unifying knowledge from a 
variety of related fields. Research questions, theories, methods and approaches are used from 
Computer Science (such as Theory of automata and formal languages, Interactive computing), 
Information Science (e.g., Shannon’s theory of communication), ICT studies, mathematics (such as 
randomness, Algorithmic theory of information), Logic (e.g., pluralist logic, game logic), 
Epistemology (especially naturalized epistemologies), evolution and Cognitive Science  
(mechanisms of information processing in living organisms) in order to investigate foundational and 
conceptual issues of Natural computation and information processing in nature. 

“(O)ur task is nothing less than to discover a new, broader, notion of computation, and to 
understand the world around us in terms of information processing ” [38]. 

This development necessitates what [42] calls computational research “beyond the constraints” of 
“normal science”. In other words, a paradigm shift or [30] “the second generation models of 
computation” (“the first generation” being the Turing machine model). 

8. The Computing Universe: Naturalist Computationalism/Pancomputationalism 

Konrad Zuse was the first to suggest (in 1967) that the physical behavior of the entire universe is 
being computed on a basic level, possibly on cellular automata, by the universe itself which he referred 
to as “Rechnender Raum” or Computing Space/Cosmos. Consequently, Zuse was the first 
pancomputationalist (naturalist computationalist). Here is how Chaitin explains pancomputationalism: 
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“And how about the entire universe, can it be considered to be a computer? Yes, it 
certainly can, it is constantly computing its future state from its current state, it's 
constantly computing its own time-evolution! And as I believe Tom Toffoli pointed out, 
actual computers like your PC just hitch a ride on this universal computation!” [24]. 

Fredkin in his Digital Philosophy [54] suggests that particle physics can emerge from cellular 
automata. For “computational universe” according to Fredkin, “reality is a software program run on a 
cosmic computer. The universe is digital, time and space are discrete. Humans are software running on 
a universal computer”. 

Even Wolfram in his A New Kind of Science advocates pancomputationalist view, a new dynamic 
kind of reductionism, in which complexity of behaviors and structures found in nature are derived 
(generated) from a few basic computational mechanisms. Natural phenomena are thus the products of 
computation processes. In a computational universe new and unpredictable phenomena emerge as a 
result of simple algorithms operating on simple computing elements such as, e.g., cellular automata, 
and complexity originates from the bottom-up driven emergent processes. Cellular automata are 
equivalent to a universal Turing machine. Von Neumann provided a proof that an automaton 
consisting of cells with four orthogonal neighbors and 29 possible states may simulate a Turing 
machine for some configuration of about 200,000 cells [55] (p. 227). Cook has proven Wolfram’s 
conjecture that one of the simplest possible cellular automata (number 110) is capable of universal 
computation [56]. This result was first described in [23].  

Wolfram’s critics remark however that cellular automata do not evolve beyond a certain level of 
complexity. The mechanisms involved do not necessarily produce evolutionary development. Actual 
physical mechanisms at work in the physical universe appear to be quite different from simple cellular 
automata. Critics also claim that it is unclear if the cellular automata are to be thought of as a metaphor 
or whether real systems are supposed to use the same mechanism on some level of abstraction. 
Wolfram meets this criticism by pointing out that cellular automata are models, and as such, 
surprisingly successful ones. 

9. Criticisms of the Computational Views of the Universe 

In his article on Physical Computation for Stanford Encyclopedia of Philosophy, Piccinini [57] 
presents several critical arguments against Pancomputationalism/Naturalist computationalism.  
The unlimited Pancomputationalism, the most radical version of Pancomputationalism, according to 
Piccinini asserts that “every physical system performs every computation—or at least, every 
sufficiently complex system implements a large number of non-equivalent computations”. I find these 
to be two substantially different claims. The first one, that every system executes every computation, 
has little support in physics and other natural sciences. Different sorts of systems perform different 
sorts of dynamical behaviors. The second claim, that a sufficiently complex systems implement a large 
number of different computations, is in accordance with natural sciences and essentially different from 
the claim that every system performs every computation. 

The limited pancomputationalism on the other hand is a belief that “every physical system performs 
some (as opposed to every) computations. A slightly stronger version maintains that everything 
performs a few computations, some of which encode the others in some relatively unproblematic  
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way (…)”. Depending on how the difference between “large number” (second type of unlimited 
pancomputationalism) and “some” or “few” (in limited pancomputationalism) are defined, all versions 
(except for the “every system-every computation” type of unlimited pancomputationalism) are more or 
less similar. 

As for the sources of pancomputationalism, Piccinini identifies several. One holds that it is  
“a matter of relatively free interpretation” which computation a system performs. This may well be 
true of human computational devices like fingers, pebbles, abacuses, and computers even though 
interpretations once chosen are kept constant (and thus no longer free) in order to allow social 
communication of computational results. Another source of pancomputationalism is the causal 
structure of the physical world. That claim goes one step further than the first one about free 
interpretation, actually searching for the basis of free interpretation. We can freely chose systems used 
for calculation/computation, but the computational operations performed are predictable because of the 
laws of physics which guarantee that physical systems behave in the same way and according to 
physical laws so that we can predict their behavior. 

Info-computationalism is in Piccinini’s scheme kind of limited computationalism based on the  
third source: 

“A third alleged source of pancomputationalism is that every physical state carries 
information, in combination with an information-based semantics plus a liberal version of 
the semantic view of computation. According to the semantic view of computation, 
computation is the manipulation of representations. According to information-based 
semantics, a representation is anything that carries information. Assuming that every 
physical state carries information, it follows that every physical system performs the 
computations constituted by the manipulation of its information-carrying states (cf. Shagrir 
2006). Both information-based semantics and the assumption that every physical state 
carries information (in the relevant sense) remain controversial” [57]. 

The use of the word “manipulation” seems to suggest a conscious intervention (“the practice of 
manipulating”, Wiktionary), while computation in general is a dynamical process that drives  
(through the interaction mechanisms) changes in informational structures. Notwithstanding Piccinini’s 
skepticism there are well established theories in computer science, see [30] which do exactly the job of 
connecting computational processes and informational structures as suggested by Info-computationalism.  

10. Discrete vs. Continuous and Digital vs. Analog 

One of the frequent criticisms of computational approaches is based on the understanding that 
computation always must be discrete and that some continuous processes (as human mind) can never 
be adequately represented by computational models. Here, several confusions act together, and it is 
useful to disentangle them. 

Wolfram and Fredkin assume that the universe on a fundamental level is a discrete system, and so a 
suitable basis for an all-encompassing digital computer. But the hypothesis about the discreteness of 
the physical world is not decisive for pancomputationalism/naturalist computationalism. As is well 
known, besides digital there are analog computers. On a quantum-mechanical level, the universe 
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performs computation [25] on characteristically dual wave-particle objects. There are interesting 
philosophical connections between digital and analog processes. Moreover, even if some 
representations may be purely digital (and thus conform to Pythagorean ideal of number as a principle 
of the world)—computation in the universe is performed on many different levels of organization, such 
as bio-computing, membrane computing, spatial computing, morphological computing, etc. which 
presuppose continuous representations. Toffoli in [58] (p. 374) claims that whenever there is an infinite 
lattice there is continuity, which means the dynamics of continuous functions. Calude [58] (p. 376) 
supports the similar view arguing that e.g. in non-standard analysis both continuum and discreteness 
appears. In The Age of Intelligent Machines, Kurzweil discusses the question if the ultimate nature of 
reality is analog or digital, and points out that:  

“as we delve deeper and deeper into both natural and artificial processes, we find the 
nature of the process often alternates between analog and digital representations of 
information. As an illustration, I noted how the phenomenon of sound flips back and forth 
between digital and analog representations. (…) At a yet deeper level, Fredkin, and now 
Wolfram, are theorizing a digital (i.e., computational) basis to these continuous equations. 
It should be further noted that if someone actually does succeed in establishing such a 
digital theory of physics, we would then be tempted to examine what sorts of deeper 
mechanisms are actually implementing the computations and links of the cellular automata. 
Perhaps, underlying the cellular automata that run the Universe are yet more basic analog 
phenomena, which, like transistors, are subject to thresholds that enable them to perform 
digital transactions” [59]. 

Now it should be emphasized that “computational” is not identical with “digital”, and Maley [7] 
demonstrates that it is necessary to distinguish between analog and continuous, and between digital 
and discrete representations. Even though typical examples of analog representations use continuous 
media/formats, this is not what makes them analog; rather, it is the relationship that they maintain with 
what they represent. Similar holds for digital representations. The lack of proper distinctions in this 
respect is the source of much confusion, especially in cognitive science. 

Lloyd makes a statement equivalent to Calude’s [58] about digital/analog in case of  
quantum mechanics: 

“In a quantum computer, however, there is no distinction between analog and digital 
computation. Quanta are by definition discrete, and their states can be mapped directly 
onto the states of qubits without approximation. But qubits are also continuous, because of 
their wave nature; their states can be continuous superpositions. Analog quantum 
computers and digital quantum computers are both made up of qubits, and analog 
quantum computations and digital quantum computations both proceed by arranging logic 
operations between those qubits. Our classical intuition tells us that analog computation is 
intrinsically continuous and digital computation is intrinsically discrete. As with many 
other classical intuitions, this one is incorrect when applied to quantum computation. 
Analog quantum computers and digital quantum computers are one and the same device” 
(Lloyd, 2006). 
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Thus establishing a digital basis for physics at certain level of granularity, will not resolve the 
philosophical debate as to whether physical universe is ultimately digital or analog. Nonetheless, 
establishing a feasible computational model of physics would be a major achievement. 

11. Continuum as a Result of Interaction. Asynchronous Communicating Systems 

Let us start from the assertion that a dichotomy exists between the discrete and continuous nature of 
reality in classical physics. From the cognitive point of view it is clear that most of the usual 
dichotomies are coarse approximations. They are useful, and they speed up our perception and 
reasoning considerably. Following Kant, however, we can say that “Ding an Sich” (thing-in-itself) is 
nothing we have knowledge of. This is also true in the case of the discrete-continuous question. 
Human cognitive categories are the result of natural evolutionary adaptation to the environment. Given 
the bodily morphology we have, they are definitely strongly related to the nature of the physical world 
which we live in, but they are by no means general tools for understanding the universe as a whole at 
all levels of organization and for all types of phenomena that exist. If we adopt the dichotomy as our 
own epistemological necessity, how could the continuum/discrete universe be understood? 

In what follows I will argue that discrete and continuous are dependent upon each other—that 
logically there is no way to define the one without the other. Let us begin by assuming that the basic 
physical phenomena are discrete. Let us also assume that they appear in finite discrete quanta, 
packages, amounts or extents. If the quanta are infinitely small then they already form a continuum. So 
in order to get discretization, quanta must be finite. 

Starting with finite quanta one can understand the phenomenon of continuum as a consequence of 
the processes of (asynchronous) communication between different systems. Even if the time interval 
between two signals that one system produces has always some definite value different from zero, 
(discrete signals), two communicating phenomena can appear arbitrarily in time, so that the overlap is 
achieved, which means that a continuum is realized in a communicative (interactive) process such as 
computation. It is interesting to note the related insight of Sloman about computation in asynchronous 
communicating systems. Sloman [52] points out, that concurrent and synchronized machines are 
equivalent to sequential machines (Turing machine is such), but some concurrent machines are 
asynchronous. Turing machines can in principle approximate machines with continuous changes, but 
cannot implement them exactly. This argument may also be found in [60]. A continuous machine with 
non-linear feedback loops may be chaotic and impossible to approximate discretely, even over short 
time scales. If a machine is composed of asynchronous concurrently running subsystems and their 
relative frequencies vary randomly then such a machine cannot be adequately modeled by Turing 
machine [4]. 

12. A Paradigm Shift in Modeling of Computing 

Abramsky summarizes the process of changing paradigm of computing as follows: 

“Traditionally, the dynamics of computing systems, their unfolding behavior in space and 
time has been a mere means to the end of computing the function which specifies the 
algorithmic problem which the system is solving. In much of contemporary computing, the 
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situation is reversed: the purpose of the computing system is to exhibit certain behaviour. 
(…) We need a theory of the dynamics of informatic processes, of interaction, and 
information flow, as a basis for answering such fundamental questions as: What is 
computed? What is a process? What are the analogues to Turing completeness and 
universality when we are concerned with processes and their behaviours, rather than the 
functions which they compute?” [30]. 

This also suggests a possibility that a lack of an “adequate structural theory of processes” may 
explain the lack of fundamental progress in theory of complexity. For example, Calude in [58] argues 
about the P vs. NP problem that it is “a very challenging and deep and interesting mathematical 
question”, but “one that has no computer science meaning whatsoever. For the simple fact that P is not 
an adequate model of feasible computation, and there are lots of results—both theoretical and 
experimental—which point out that P does not model properly what we understand as feasible 
computation. Probably the simplest example is to think about the simplex algorithm which is 
exponentially difficult, but works much better in practice than all known polynomial solutions”. This is 
in accordance with the view expressed by Abramsky that we lack an adequate theory of computation 
and the emphasis on the importance of agent models and explicit dynamics. Game Semantics and 
Geometry of Interaction are developed as dynamical theories of computation explicitly based on 
interaction between agents, and they expose both geometrical and logical structure of information flow.  

According to [30], there is the need for second generation models of computation, and in particular 
process models such as Petri nets, Process Algebra, and similar. The first generation models of 
computation were originating from problems of formalization of mathematics and logic, while 
processes or agents, interaction, and information flow are genuine product of the developing of 
computers and Computer Science. In the second generation models of computation, previous isolated 
systems with limited interactions with the environment are replaced by processes or agents for which 
the interactions with each other and with the environment are fundamental. As a result of interactions 
among agents and with the environment, complex behavior emerges. The basic building block of this 
interactive approach is the agent, and the fundamental operation is interaction. This approach works at 
both macro-scale (processes in operating systems, software agents on the Internet, transactions, etc.) 
and on micro-scale (program implementation, down to hardware). The same conceptual model is 
appropriate both for design/synthesis and for description/analysis of both artificial and natural 
information processing systems. This view of the relationship between information and computation 
presented in [30] agrees with the ideas of Info-computational naturalism which is based on the same 
understanding of computation and its relation to information. 

13. Complexity and Emergence 

If computation is understood as a physical process, if Nature computes with physical bodies as 
objects (informational structures) and physical laws governing process of computation, then the 
computation necessarily appears on many different levels of organization. Natural sciences provide 
such a layered view of Nature. One sort of computation processes will be found on the  
quantum-mechanical levels of elementary particles, atoms and molecules; yet another on the level of 
classical physical objects. In the sphere of biology, different processes (computation, information 
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processing) are going on in biological cells, tissues, organs, organisms, and eco-systems. Social 
interactions are governed by still another kind of communicative/interactive processes. In short, 
computation on a given level of organization is implementation of the laws that govern the interaction 
between different parts that constitute that level. Consequently, what happens on every next level of 
organization is that a set of rules governing the system switches to the new level. How exactly this 
process goes on in practice, remains yet to learn. Recently, simulation tools are being developed which 
allow for study of the behavior of complex systems modeled computationally. For the analysis of the 
time development of dynamic systems various simulation techniques are developed, from purely 
mathematical approaches, e.g., equation based modeling, simulated by iterative evaluation, to formal 
modeling approaches, such as Petri Nets and Process Algebra together with Object-oriented and 
Agent-oriented simulation methods based on the emulation of constituent system elements. 

One of the criticisms of pancomputationalism based on cellular automata is presented by Kurzweil, 
and concerns complexity. Cellular automata are a surprisingly fruitful model, and they have led to the 
development of a new kind of scientific method—generative modeling [23]—but they do not evolve 
beyond a certain limit.  

“Wolfram considers the complexity of a human to be equivalent to that a Class 4 
automaton because they are, in his terminology, "computationally equivalent." But Class 4 
automata and humans are only computationally equivalent in the sense that any two 
computer programs are computationally equivalent, i.e., both can be run on a Universal 
Turing machine. It is true that computation is a universal concept, and that all software is 
equivalent on the hardware level (i.e., with regard to the nature of computation), but it is 
not the case that all software is of the same order of complexity. The order of complexity of 
a human is greater than the interesting but ultimately repetitive (albeit random) patterns of 
a Class 4 automaton” [61]. 

My comments are the following: What seems to be missing in cellular automata is the dependence 
of the rules (implemented in the process of computation) on the underlying structure of the system. In 
a physical system such as magnetic iron, the mean electromagnetic field of the whole system affects 
each of its parts (magnetic atoms in a crystal lattice), so interactions are not only local, with the closest 
neighbors but reflect also global properties of the system. Cellular automata are synchronously updated, 
which according to Sloman makes them computationally less expressive than systems with 
asynchronous interactions. Agent based models which are currently developed are generalizations of 
cellular automata and they can avoid those limitations. They are essentially decentralized, bottom-up, 
in general asynchronous models. (Synchronous communication where agents exchange information all 
at the same time is a special case of asynchronous information exchange. The behavior is defined at 
individual agent level, and the global behavior emerges as a result of interaction among numerous 
individuals communicating with each other and with the environment. For a quick and concise 
introduction to Agent Based Models, see for example Castiglione’s article in Scholarpedia.) 

In short, solutions are being sought in natural systems with evolutionary developed strategies for 
handling complexity in order to improve modeling and construction of complex networks of massively 
parallel autonomous engineered computational systems. The research in the theoretical foundations of 
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Natural computing is needed to improve understanding on the fundamental level of computation as 
information processing which underlie all of the computing in nature.  

14. Summary 

The mutually interrelated objectives of this paper were to:  

− Offer computational interpretation of information dynamics of the info-computational universe; 
− Suggest the necessity of generalization of the models of computation beyond the traditional 

Turing machine model and acceptance of “second generation” models of computation; 
− Elucidate a number of frequent misunderstandings when it comes to the models of computation 

and their relationships to physical computational systems; 
− Argue for info-computationalism as a new philosophy of nature providing a basis for 

unification of currently disparate fields of natural, formal and technical sciences; 
− Answer some of the most prominent criticisms of naturalist computationalism. 

The developments supporting info-computational naturalism are expected from among others 
Complexity Theory, Theory of Computation (Organic Computing, Unconventional Computing), 
Cognitive Science, Neuroscience, Information Physics, Agent Based Models of social systems and 
Information Sciences as well as Bioinformatics and Artificial Life [5]. 
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