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†Arcticus Systems, Järfälla, Sweden
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Abstract

The existing response-time analysis for Controller Area
Network (CAN) does not support mixed messages that are
scheduled with offsets. Mixed messages are implemented
by several high-level protocols for CAN that are used in
the automotive industry. We extend the existing offset-based
analysis which is applicable to any high-level protocol for
CAN that uses periodic, sporadic and mixed transmission
of messages. Moreover, we implement the extended anal-
ysis as a standalone simulator that will be integrated as a
plug-in with the existing industrial tool suite (Rubus-ICE).
The experiments, that we performed, indicate that it is pos-
sible to achieve up to 4.48% improvement in schedulability
when mixed messages are scheduled with offsets.

1. Introduction

The Controller Area Network (CAN) [24] is one of the
widely used real-time networks in automotive domain. It is
a multi-master, event-triggered, serial communication bus
protocol supporting bus speeds of up to 1 mega bits per sec-
ond. It has been standardized by the International Organi-
zation for Standardization as ISO 11898-1 [17]. According
to CAN in Automation (CiA) [2], the estimated number of
CAN enabled controllers sold in 2011 are about 850 mil-
lion. CAN also finds its applications in other domains such
as industrial control, medical equipments, maritime elec-
tronics, production machinery, etc. There are several high-
level protocols for CAN that are developed for many indus-
trial applications such as CAN Application Layer (CAL),
CANopen, Hägglunds Controller Area Network (HCAN),
CAN for Military Land Systems domain (MilCAN).

System providers of hard real-time systems are required
to ensure that the system meets its deadlines. In order to
provide evidence that each action by the system will be
provided in a timely manner, i.e., each action will be taken
at a time that is appropriate to the environment of the sys-
tem, a priori analysis techniques, such as schedulability
analysis, have been developed by the research community.
Response-Time Analysis (RTA) [8, 26] is a powerful, ma-
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ture and well established schedulability analysis technique.
It is a method to calculate upper bounds on the response
times of tasks or messages in a real-time system or a real-
time network respectively. In crux, RTA is used to perform
a schedulability test which means it checks whether or not
tasks (or messages) in the system (or network) will sat-
isfy their deadlines. RTA applies to systems (or networks)
where tasks (or messages) are scheduled with respect to
their priorities and which is the predominant scheduling
technique used in real-time operating systems (or real-time
network protocols, e.g., CAN) today [23].

1.1. Motivation and related work
The schedulability analysis of CAN was developed by

Tindell et al. [29] by adapting the theory of fixed prior-
ity preemptive scheduling for uniprocessor systems. This
analysis has been implemented in the analysis tools that
are used in the automotive industry [6, 21, 22]. The analy-
sis has also served as the basis for many research projects.
Later on, Davis et al. [11] refuted, revisited and revised
the analysis developed by Tindell et al. In [12], Davis et
al. extended the analysis in [29, 11] which is applicable
to the CAN network where some nodes implement priority
queues and some implement FIFO queues. All these anal-
yses assume that the messages are queued for transmission
periodically or sporadically. They do not support mixed
messages in CAN, i.e., the messages that are simultane-
ously time (periodic) and event (sporadic) triggered.

Mubeen et al. [20] extended the existing analysis to sup-
port the worst-case response time computation of mixed
messages in CAN where the nodes implement priority-
based queues. Recently, Mubeen et al. [25, 19] further
extended the analysis for CAN to support mixed messages
in the network where some nodes implement priority-based
queues while others implement FIFO-based queues. But,
none of the analysis discussed above supports messages
that are scheduled with offsets i.e., using externally im-
posed delays between the times when the messages can be
queued.

In order to avoid deadlines violations due to high tran-
sient loads, current automotive embedded systems are of-
ten scheduled with offsets [30]. Furthermore, the worst-
case response times of messages (especially with lower pri-



ority) in CAN increase with the increase in the network
load. However, the worst-case response-times of lower pri-
ority messages in CAN can be reduced if the messages are
scheduled with offsets [27, 14, 15]. A method for the as-
signment of offsets to improve the overall bandwidth uti-
lization is proposed in [14, 15]. The worst-case response-
time analysis for CAN messages with offsets has been de-
veloped by several researchers [10, 13, 27, 30].

However, none of the existing offset-based analysis for
CAN facilitates the response-time computation of mixed
messages. Hence, an extension in the existing offset-based
analysis for CAN messages is required to support mixed
messages. Among several existing analyses for CAN mes-
sages with offsets, we selected to extend the analysis in
[10] for mixed messages because it provides sufficient and
safe upper bounds on the response times, has lower com-
putational complexity and supports the analysis of CAN
messages in the priority-queued as well as FIFO-queued
nodes.

1.2. Paper contribution
We identified that the existing offset-based RTA for

CAN [10, 13, 27, 16] does not support the analysis of com-
mon message transmission patterns (i.e., mixed messages)
which are implemented by some high-level protocols used
in the industry. We extended the existing offset-based RTA
for CAN [10] to support the worst-case response-time com-
putation of mixed messages. The extended analysis is ap-
plicable to any high-level protocol for CAN that uses pe-
riodic, sporadic and mixed transmission of messages that
are scheduled with offsets. We implemented the extended
analysis as a standalone simulator that will be integrated as
a plug-in with the existing industrial tool suite Rubus-ICE
[1, 21]. We also performed a number of experiments by
analyzing practical sets of messages with both the existing
analysis of mixed messages without offsets [20] and the
extended analysis of mixed messages with offsets. We ob-
served up to 4.48% improvement in system schedulability
when messages are scheduled with offsets.

1.3. Paper layout
The rest of the paper is organized as follows. In Section

2, we discuss mixed transmission patterns supported by
several high-level protocols for CAN. Section 3 describes
the scheduling model. In Section 4, we extend the existing
analysis. In Section 5, we discuss the implementation and
evaluation of the analysis. Section 6 concludes the paper
and discusses the future work.

2. Mixed transmission patterns supported by
high-level protocols

When CAN is employed for network communication
in a distributed real-time system, each node (processor)
is equipped with a CAN interface that connects the node
to the bus [28]. Application tasks in each node, that re-
quire remote transmission, are assumed to queue messages

for transmission over CAN bus. The messages are actu-
ally transmitted according to the protocol specification of
CAN. The existing analyses for CAN messages with offsets
[10, 13, 27, 16] assumes that the tasks queueing CAN mes-
sages are invoked either by periodic events with a period or
sporadic events with a minimum inter-arrival time. How-
ever, there are some high-level protocols and commercial
extensions of CAN in which the task that queues the mes-
sages can be invoked periodically as well as sporadically.
If a message can be queued for transmission periodically
as well as at the arrival of a sporadic event then the trans-
mission type of the message is said to be mixed. In other
words, a mixed message is simultaneously time (periodic)
and event triggered (sporadic). We identified three types of
implementations of mixed messages used in the industry.
Consistent terminology. To stay consistent, we will use
the terms message and frame interchangeably because we
only consider messages that will fit into one frame (max-
imum 8 bytes). For the purpose of using simple notation,
we will call a CAN message as periodic, sporadic or mixed
if it is queued by an application task that is invoked pe-
riodically, sporadically or both (periodically and sporadi-
cally) respectively. If a message is queued for transmis-
sion at periodic intervals, we will use the term “Period”
to refer to its periodicity. A sporadic message is queued
for transmission as soon as an event occurs that changes
the value of one or more signals contained in the message
provided a Minimum Update Time (MUT ) between the
queueing of two successive sporadic messages has elapsed.
Hence, the transmission of a sporadic frame is constrained
by MUT . We will overload the term “MUT ” to refer to
“Inhibit Time” in CANopen protocol [4] and “Minimum
Delay Time (MDT)” in AUTOSAR communication [5].

2.1. Method 1: Implementation of a mixed message by
CANopen

The CANopen protocol [4] supports mixed transmission
mode that corresponds to the Asynchronous Transmission
Mode coupled with the Event Timer. The Event Timer is
used to transmit an asynchronous message cyclically. A
mixed message can be queued for transmission at the ar-
rival of an event provided the Inhibit Time has expired. The
Inhibit Time is the minimum time that must be allowed to
elapse between the queueing of two consecutive messages.
A mixed message can also be queued periodically at the
expiry of the Event Timer. The Event Timer is reset ev-
ery time the message is queued. Once a mixed message is
queued, any additional queueing of the same message will
not take place during the Inhibit Time [4].

The transmission pattern of a mixed message in
CANopen is illustrated in Figure 1. The down-pointing
arrows symbolize the queueing of messages while the up-
ward lines (labeled with alphabets) represent arrival of the
events. Message 1 is queued as soon as the event A ar-
rives. Both the Event Timer and Inhibit Time are reset. As
soon as the Event Timer expires, message 2 is queued due
to periodicity and both the Event Timer and Inhibit Time



are reset again. Similarly, message 3 is queued due to the
expiry of the Event Timer. When the event B arrives, mes-
sage 4 is immediately queued because the Inhibit Time has
already expired. Note that the Event Timer is also reset at
the same time when message 4 is queued as shown in Fig-
ure 1. Message 5 is queued because of the expiry of Event
Timer. Hence, there exists a dependency relationship be-
tween the Inhibit Time and the Event Timer.
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Figure 1. Mixed transmission pattern in CANopen

2.2. Method 2: Implementation of a mixed message by
AUTOSAR

AUTOSAR (AUTomotive Open System ARchitecture)
[3] can be viewed as a high-level protocol if it uses CAN
for network communication. Mixed transmission mode in
AUTOSAR is widely used in practice. A mixed message
can be queued for transmission repeatedly with a period
equal to the mixed transmission mode time period. The
mixed message can also be queued at the arrival of an event
provided the Minimum Delay Time (MDT ) has been ex-
pired. However, each transmission of a mixed message, re-
gardless of being periodic or sporadic, is limited byMDT .
This means that both periodic and sporadic transmissions
are delayed until MDT expires. The transmission pat-
tern of a mixed message implemented by AUTOSAR is
illustrated in Figure 2. Message 1 is queued (MDT is
started) because of partly periodic nature of a mixed mes-
sage. When the event A arrives, message 2 is queued im-
mediately because MDT has already expired. The next
periodic transmission is scheduled 2 time units after the
transmission of message 2. However, next two periodic
transmissions corresponding to messages 3 and 4 are de-
layed because MDT is not expired. This is indicated by
“Delayed Periodic Transmissions” in Figure 2. The peri-
odic transmissions corresponding to messages 5 and 6 take
place at the scheduled time because MDT is already ex-
pired in both cases.

2.3. Method 3: Implementation of a mixed message by
HCAN

A mixed message defined by HCAN protocol [7] con-
tains signals out of which some are periodic and some are
sporadic. A mixed message is queued for transmission not
only periodically, but also as soon as an event occurs that
changes the value of one or more event signals, provided

Implementation of Mixed Messages

Implementation in CANopen

Event 
Arrival

Message 

Delayed Periodic Transmissions

Saad Mubeen WFCS-2012, Lemgo/Detmold May22, 2012
7

Implementation

in HCAN

Message 
Queued for 

Transmission
A

1 2 5 63 4

Figure 2. Mixed transmission pattern in AUTOSAR

MUT between the queueing of two successive sporadic
instances of the mixed message has elapsed. Hence, the
transmission of a mixed message due to arrival of events is
constrained byMUT . The transmission pattern of a mixed
message is illustrated in Figure 3.
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Message 1 is queued because of periodicity. As soon as
event A arrives, message 2 is queued. When event B ar-
rives it is not queued immediately becauseMUT is not ex-
pired yet. As soon as MUT expires, message 3 is queued.
Message 3 contains the signal changes that correspond to
event B. Similarly, a message is not immediately queued
when an event C arrives because MUT is not expired.
Message 4 is queued because of the periodicity. Although,
MUT was not yet expired, the event signal corresponding
to event C was packed in message 4 and queued as part of
the periodic message. Hence, there is no need to queue an
additional sporadic message when MUT expires. This in-
dicates that the periodic transmission of a mixed message
cannot be interfered by its sporadic transmission (a unique
property of HCAN protocol). When the event D arrives,
a sporadic instance of the mixed message is immediately
queued as message 5 because MUT has already expired.
Message 6 is queued due to the periodicity.

2.4. Discussion
In the first method, the Event Timer is reset every time a

mixed message is queued for transmission. The implemen-
tation of a mixed message in method 2 is similar to method
1 to some extent. The main difference is that in method 2,
the periodic transmission can be delayed until the expiry of
MDT . Whereas in method 1, the periodic transmission is
not delayed, in fact, the Event Timer is restarted with every



sporadic transmission. The MDT timer is started with ev-
ery periodic or sporadic transmission of a mixed message.
Hence, the worst-case periodicity of a mixed message in
methods 1 and 2 can never be higher than Inhibit Timer
and MDT respectively. Therefore, the existing analyses
for CAN messages with offsets [10, 13, 27, 16, 30] can be
used for analyzing mixed messages in the first and second
implementation methods.

However, the periodic transmission is independent of
the sporadic transmission in the third method. The peri-
odic timer is not reset with every sporadic transmission.
A mixed message can be queued for transmission even if
MUT is not expired. Hence, the worst-case periodicity
of a mixed message is neither bounded by period nor by
MUT . Therefore, the analyses in [10, 13, 27, 16, 30] can-
not be used for analyzing mixed messages in the third im-
plementation method. This calls for the need to extend the
existing analysis of CAN messages with offsets to support
mixed messages.

3. System scheduling model

The system scheduling model extends the scheduling
model for the response-time analysis of mixed messages
in CAN [20] by adding offset-related information from
the system model of CAN messages with offsets [10].
The system, S, consists of a number of CAN controllers
(nodes), i.e., CC1 ,CC2 , ...CCn which are connected to
a single CAN network. The nodes implement priority-
ordered queues, i.e., the highest priority message in a node
enters into the bus arbitration. The total number of mes-
sages in the system are defined in a set ℵ. Let a set ℵc
defines the set of messages sent by a CAN controller CCc .

Each CAN message m has an IDm which is a unique
identifier. Pm denotes a unique priority of m. We assume
that the priority of a message is equal to its ID. The prior-
ity of m is considered higher than the priority of another
message n if Pm < Pn. Let the sets hp(m), lp(m), and
hep(m) contain the messages with priorities higher, lower,
and equal and higher than m respectively. Although the
priorities of CAN messages are unique, the set hep(m) will
be used in the case of mixed messages. Associated to each
message is a FRAME TYPE that specifies whether the
frame is a standard or an extended CAN frame. The differ-
ence between the two frame types is that the standard CAN
frame uses an 11-bit identifier whereas the extended CAN
frame uses a 29-bit identifier. In order to keep the nota-
tions simple and consistent, we define a function ξ(m) that
denotes the transmission type of a message. ξ(m) speci-
fies whether m is periodic (P ), sporadic (S) or mixed (M ).
Formally the domain of ξ(m) can be defined as:

ξ(m) ∈ [P, S, M ]

Each message m has a transmission time (Cm ) and
queueing jitter (Jm ) which is inherited from the task that
queues m, i.e., the sending task. Each message can carry a
data payload that ranges from 0 to 8 bytes. This number is

specified in a header field of the frame called Data Length
Code and denoted by sm . In the case of periodic transmis-
sion, m has a period which is denoted by Tm . Whereas
in the case of sporadic transmission, m has a MUTm that
refers to the minimum time that should elapse between the
transmission of any two sporadic messages. Bm denotes
the blocking time of m which refers to the largest amount
of time m can be blocked by any lower priority message.

We duplicate a message when its transmission type is
mixed. Hence, each mixed message m is treated as two
separate messages, i.e., periodic and sporadic. All the at-
tributes of these duplicates are the same except the periodic
copy inherits Tm while the sporadic copy inherits MUTm .
Each message has a worst-case response time, denoted by
Rm , and defined as the longest time between the queue-
ing of the message (on the sending node) and the delivery
of the message to the destination buffer (on the destination
node). A message m is deemed schedulable if its Rm is
less than or equal to its deadline Dm . A system S is con-
sidered schedulable if all of its messages are schedulable.
We assume the deadline of a message is less than or equal
to its period or MUT .

Let Om denotes the offset of m. We assume that the
offset of m is always smaller than its period or minimum
update time. Let the arrival times of m be denoted by
An

m(where, n = 0, 1, 2, ...). The first arrival time of m
is equal to its offset, i.e., A0

m = Om. The subsequent ar-
rivals of m occur periodically with respect to its first ar-
rival. It should be noted that there is no global synchroniza-
tion among CAN controllers. Therefore, An

m is the local
time of a CAN controller that transmits m. We assume that
the offset relations exist only among the periodic messages
and periodic copies of mixed messages within a node. We
further assume that there are no offset relations:

1. Among sporadic messages.

2. Between a periodic message and a sporadic message.

3. Between a periodic copy of a mixed message and a
sporadic message.

4. Between the duplicates of a mixed message.

5. Between any two periodic messages belonging to dif-
ferent nodes.

All periodic messages and periodic copies of mixed
messages in a node (say) CCc belong to a single transac-
tion denoted by ΓP

c . All sporadic messages in node CCc

are combined in a single transaction denoted by ΓS
c . There

is no relation among the messages in this transaction except
that all of them are sporadic and belong to the same node.
Similarly, sporadic copies of all mixed messages in node
CCc are combined in a single transaction denoted by ΓMS

c .
It should be emphasized again that the offset relations exist
only within ΓP

c .
We define an operator ⊕ that adds multiple functions

with maximum slope equal to 1. It will be used to add



multiple interferences in the extended analysis (next Sec-
tion). ⊕ operation is demonstrated in Figure 4. There are
two functions of time , i.e., f(t) and g(t) whose graphs
are depicted in Figure 4(a) and 4(b) respectively. By defi-
nition, ⊕ operator adds two functions such that their sum
at any value of time (say) t1 cannot be greater than t1. If
sum of the functions (at t = t1) is greater than t1 then
f(t1)

⊕
g(t1) will be assigned the value that is equal to

t1. For example, at t equal to 1 the sum of f(1) and
g(1) is 2 (i.e., 1 + 1). However by definition, the value of
f(1)

⊕
g(1) cannot be greater than 1 (i.e., the current value

of t). Hence, f(1)
⊕
g(1) is assigned the current value of

t, i.e., 1 as shown in Figure 4(c). Similarly, at t equal to 3
the sum of f(3) and g(3) is 4 (i.e., 2 + 2) which is greater
than the current value of t (i.e., 3). Therefore, f(3)

⊕
g(3)

is assigned the current value of t, i.e., 3. Now, consider the
time when t is equal to 5. The value of the sum of f(5) and
g(5) is 5 (i.e., 3 + 2) which is not greater than the current
value of t (i.e., 5). Therefore, f(5)

⊕
g(5) is equal to 5.
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Figure 4. Demonstration of
⊕

operation

4. Response-time analysis of mixed messages
with offsets

We will treat a message differently based on its trans-
mission type. Hence, we will consider three different cases.
Let m be the message under analysis that belongs to the
node CCc.

4.1. Case: When m is a periodic message
In order to calculate the worst-case response time of m,

the maximum busy period for priority level-m should be
known first. The maximum busy period is a term defined in
the classical response-time analysis [29, 11] as the longest
contiguous interval of time during which m is unable to
complete its transmission because (1) the bus is occupied
by the higher priority messages in the system (2) a lower
priority message already started its transmission whenm is
queued for transmission.

The maximum busy period starts at the so-called criti-
cal instant [18]. In a system where messages are scheduled
without offsets, the critical instant is the point in time when
all higher priority messages are assumed to be queued si-
multaneously with m while their subsequent instances are
assumed to be queued after the shortest possible interval
of time [11]. However, this assumption does not hold in
the system where messages are scheduled with offsets. Let
us denote the set of periodic messages and periodic copies
of mixed messages in the node CCj with priorities higher

CC m Pm ξm Tm MUTm Cm Om

CC1 m1 1 M 10 10 1 2
CC1 m2 2 P 10 - 1 0
CC1 m3 3 P 10 - 1 4
CC2 m5 5 P 10 - 1 0
CC2 m6 6 P 10 - 1 1
CC3 m4 4 S - 10 1 -
CC3 m7 7 P 10 - 1 0

Table 1. Example message set containing peri-
odic, sporadic and mixed messages with offsets

than m by hpP,MP

j (m). Similarly, hpS,MS

j (m) denotes the
set of sporadic messages and sporadic copies of mixed mes-
sages in the node CCj with priorities higher than m. We
redefine the critical instant as the instant that meets all the
following conditions.

1. Condition 1: m or any other higher priority message
belonging to node CCc is queued for transmission.

2. Condition 2: At least one message from the set
hpP,MP

j (m) from every node CCj , other than node
CCc, is queued at its respective node.

3. Condition 3: All messages in the set hpS,MS

j (m) from
every node CCj , including node CCc, are simultane-
ously queued at their respective nodes.

4. Condition 4: A lower priority message just started its
transmission when m is queued.

Worst-Case Candidates
All of the above conditions, except condition 2, are easy to
check. The problem here is that which message in the set
hpP,MP

j (m) in each node is the candidate to start the criti-
cal instant and hence, contributes to the worst-case queue-
ing delay [11] for m. The answer is that any message in
this set can be the worst-case candidate. Hence, we need
to check each message from this set in every node in the
interval [0, LCM ] as the potential worst-case candidate.
LCM is the least common multiple of the periods of all
messages in the set hpP,MP

j (m) in the corresponding node
CCj . It should be noted that sporadic messages and spo-
radic copies of mixed messages are not considered while
calculating LCM . The arrival of all these messages are re-
peated periodically after every LCM time in their respec-
tive node. The response time of m should be computed
from every worst-case candidate and the maximum among
all should be considered as the worst-case response time of
m.

Consider an example system consisting of three nodes
as shown in Table 1. There are seven messages that are
sent by these nodes. The timing attributes are specified in
msec. The queueing jitter of all the messages in Table 1
is assumed to be zero. Let the message under analysis be
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Figure 5. Worst-case candidates for m6 in the example message set shown in Table 1

m6 that belongs to node CC2. There are six scenarios that
depict the worst-case candidates that meet the four condi-
tions as shown in Figure 5. In all six scenarios: the first
and second time lines (from the top) correspond to condi-
tion 3; third time line corresponds to condition 4; fourth
time line corresponds to condition 2; and the last time line
corresponds to condition 1.

Factors contributing to the response-time of m
There are six factors that contribute to the worst-case re-
sponse time of m.

1) Blocking delay. If a lower priority message just starts
its transmission when m is queued for transmission then m
has to wait in the send queue and is said to be blocked by
it. The lower priority message cannot be preempted once
it starts its transmission as CAN uses fixed-priority non-
preemptive scheduling. m can also be blocked from its own
previous instance due to push-through blocking [11]. The
maximum blocking delay for m is denoted by Bm. It can
be calculated as follows.

Bm = max
∀k∈ℵ∧Pk≥Pm

Ck (1)

2) Delay due to interference from the message sets
hpP,MP (m) belonging to all nodes except CCc. Since
CAN uses fixed-priority non-preemptive scheduling, a

message cannot be interfered by higher priority messages
during its transmission on the bus. Whenever we use the
term interference, it refers to the amount of time m has to
wait in the send queue because the higher priority messages
win the arbitration, i.e., the right to transmit before m.

Interference Function (IF). The definition of IF is adapted
from [10]. Formally, IFST

c [Pm](t) represents the interfer-
ence in a time interval [ST, t] received by m from the mes-
sage set hpP,MP (m) in node CCc. ST represents the start-
ing time of the interference function. It should be noted
that there is a limitation in the existing analysis [10] that IF
considers only periodic higher priority messages.

Consider again the example system shown in Table 1.
The node CC1 sends three messages, i.e., m1, m2 and m3.
The least common multiple of their periods, denoted by
LCM1, is equal to 10 as shown in Figure 6. There are three
arrival times of these messages in the interval [0, LCM1],
i.e, 0, 2, and 4 as shown in Figure 6(a). Hence, there will
be three IF functions (corresponding to these three arrival
times) that may cause interference to a lower priority mes-
sage (say m6). These three interference functions denoted
by IF 0

1 [P6](t), IF 2
1 [P6](t) and IF 4

1 [P6](t) are shown in
Figure 6(a), 6(b) and 6(c) respectively. Although, we as-
sumed the queueing jitter of the messages to be zero in this
example, the effect of jitter from every message should be
taken into account when IF function is drawn.
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Figure 6. Graphs of IFs and MIF in CC1 in the example message set shown in Table 1

For the example system shown in Table 1, there are six
worst-case candidates. In practical systems, there can be
hundreds of messages and the set of worst-case candidates
may become too large and hence, the computational com-
plexity of the analysis may become too high. In order to
reduce this complexity, all IF functions in a node may be
replaced by a single function MIF that is adapted from the
existing analysis [10].

Maximum Interference Function (MIF). The maximum
interference function, denoted byMIFj [Pm](t), is defined
as the maximum interference received by m in an interval
from the set hpP,MP (m) belonging to the node CCj . It
should be noted that MIF in the existing analysis [10] con-
siders only periodic higher priority messages. MIF can be
calculated as follows.

MIFj [Pm](t) = max
k∈hpP,MP

j (m),0≤An
k≤LCMj

IF
An

k
j [Pm](t)

(2)

Where, LCMj refers to the least common multiple of peri-
ods of all messages in the set hpP,MP

j (m). Consider again
the message set belonging to node CC1 as shown in Table
1. The maximum interference function for a lower prior-
ity message (say m6) received from node CC1, denoted by
MIF1[P6](t), will be the maximum of the three interfer-
ence functions IF 0

1 [P6](t), IF 2
1 [P6](t) and IF 4

1 [P6](t) at
each instant as shown by the bold line graph in Figure 6(d).

The worst-case candidates for m6 are reduced from 6 to
2 by using MIF instead of individual IFs. That is, first three
candidates can be combined by replacing their fourth time
line (from the top) by a single function MIF1[P6](t). We
call this combined candidate as the reduced worst-case can-
didate 1 as shown in the upper block in Figure 5. It should
be noted that the computational complexity of the analysis
is reduced by replacing a single MIF function instead of
several IFs from the same node but the analysis may not
remain exact, although, it is sufficient and safe [10].

3) Delay due to interference from sporadic messages
from all nodes. We define a sporadic interference function
to represent delay due to interference from sporadic mes-
sages from each node. The Sporadic Interference Function
(IFS

j ) represents the interference received by m from a set
of sporadic messages that belong to the nodeCCj and have
priorities higher than Pm. Mathematically, it can be repre-
sented as follows.

IFS
j =

⊕∑
∀i∈hpj(m)∧i∈ΓS

j

Ii (3)

Where, Ii represents the interference by a higher priority
sporadic message i in the interval [ST, t]. It should be
noted that Ii may contain more than one instances of i. The
number of instances of i in the interval [ST, t] is equal to
d(sizeof[ST, t]/MUTi)e. In (3), ⊕ operation adds multi-
ple interferences with maximum slope equal to 1. Consider
m6 as the message under analysis in the example system of
Table 1. The sporadic interference function from nodeCC3

is shown as IFS
3 [P6](t) in Figure 7.

4) Delay due to interference from sporadic copies of
mixed messages from all nodes. We define a mixed spo-
radic interference function to represent delay due to inter-
ference from sporadic copies of mixed messages from each
node. The Mixed Sporadic Interference Function (IFMS

j )
represents the interference received bym from a set of spo-
radic copies of mixed messages that belong to the node
CCj and have priorities higher than Pm. Mathematically it
can be represented as follows.

IFSM
j =

⊕∑
∀i∈hepj(m)∧i∈Γ

MS
j

Ii (4)

Where, Ii represents the interference by the sporadic copy
of a higher priority mixed message i in the interval [ST, t].
Once again, Ii may contain more than one instances of
i. The number of instances of i in the interval [ST, t] is
equal to d(sizeof[ST, t]/MUTi)e. It should be noted that
the set hep(m) is used in (4) as compared to (3) where
hp(m) was used. This is because we need to consider the
effect of self interference when a message under analysis
is mixed. That is, the periodic copy of a mixed message
m can be interfered by its sporadic copy. Consider m6 as
the message under analysis in the example system of Ta-
ble 1. The mixed sporadic interference function from node
CC1 is shown as IFMS

1 [P6](t) in Figure 7. Although, we
assumed the queueing jitter of the messages to be zero in
this example, the effect of jitter from every message should
be taken into account when IFS

j and IFMS
j functions are

drawn.

5) Delay due to interference from the set hpP,MP (m) be-
longing to CCc. All messages in the set hpP,MP (m) be-
longing to the same nodeCCc as that ofm can add delay to
the response time of m if they are queued in the maximum



busy period. This interference is denoted by IFST
c [Pm](t).

ST belongs to a set WTm that includes the arrival times of
all candidate messages from the node CCc within the in-
terval [0, LCMc] [10]. Consider m6 as the message under
analysis in the example system shown in Table 1. The set
WT6 will contain the first arrival times of m5 and m6, i.e.,
WT6 = {A0

5, A
0
6} = {0, 1}. So, the possible values for

ST are 0, and 1 that correspond to the two reduced worst-
case candidates as shown in their last time lines in Figure 5.

6) Queueing jitter of m. It is equal to the difference be-
tween the worst-case and best-case response times of the
task that queues m.

Calculations for the worst-case response-time of m

The response time of m is calculated for each value of ST
by combining all six delays due to interferences, blocking
and jitter as follows.

RST
m = EIT

[
BST

⊕
IFST

c [Pm](t)
⊕ ⊕∑
∀CCj

IFS
j
⊕

⊕∑
∀CCj ,CCj 6=CCc

MIFj [Pm](t)
⊕ ⊕∑
∀CCj

IFMS
j

]
+Cm + Jm + ST −AST

m (5)

Where, the operationEIT (X) is adapted from the existing
analysis [10]. Basically, it calculates the time at which the
slope of the function X becomes zero, i.e., the earliest bus
idle time to transmit the message under analysis. Consider
again the example message set shown in Table 1. Let m6

be the message under analysis. Figure 7 demonstrates the
computation of response time of m6 for the reduced worst
case candidate 1 (that corresponds to ST = 0). All the
factors contributing to the response-time of m6 for ST =
0 are also shown in Figure 7. In this case, the value of
EIT (X) is equal to 7 time units. Similarly, the calculated
response-time of m in this case is:

R0
6 = EIT (X)+C6+J6+ST−AST

6 = 7+1+0+0−1 = 7

The worst-case response time of m denoted by Rm is
the largest value among the response times of m that are
computed for all values of ST .

Rm = max
∀ST∈{WTm}

RST
m (6)

4.2. Case: When m is a sporadic message
Let again the message under analysis be m that belongs

to the node CCc. Since a sporadic message does not have
any offset relations with any other message in the system,
we will not consider the interference due to the fifth delay
factor (discussed in the previous subsection). Instead, we
will consider the interference from the node CCc as well in
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Figure 7. Demonstration for the calculation of re-
sponse time of m6 from its reduced worst-case
candidate 1

the second delay factor (discussed in the previous subsec-
tion). The worst-case response time of a sporadic message
m can be calculated as follows.

Rm = EIT

[
Bm

⊕ ⊕∑
∀CCj

MIFj [Pm](t)
⊕

⊕∑
∀CCj

IFS
j
⊕ ⊕∑
∀CCj

IFMS
j

]
+ Cm + Jm (7)

The difference between (5) and (7) is that equation (7) does
not include IFST

c [Pm](t), ST and AST
m . Moreover, the

calculation of MIF in (7) includes all nodes in the system.

4.3. Case: When m is a mixed message
Since a mixed message is duplicated as two separate

messages, the extended analysis treats them separately. Let
m be the message under analysis that belongs to the node
CCc. Let the periodic and sporadic copies ofm be denoted
by mP and mE . The worst-case response time of mP , de-
noted by RmP

, is computed in a similar fashion as that of
a periodic message using (5) and (6). Similarly, the worst-
case response time of mE , denoted by RmE

, is computed
using (7). The worst-case response time of m is the maxi-
mum between RmP

and RmE
as follows.

Rm = max(RmP
, RmE

) (8)

5. Implementation and evaluation

The offset-aware analysis that we extended for mixed
messages in the previous Section is also implemented as
a standalone simulator. This simulator will be integrated
as a plug-in with the existing industrial tool suite (Rubus-
ICE) after extensive evaluation. Rubus-ICE is used for
model- and component-based development of distributed
real-time systems in automotive domain by several inter-
national companies. It supports several high-level proto-
cols for CAN. There already exists a plug-in in Rubus-ICE



Message m1 m2 m3 m4 m5 m6 m7

Rm 2 4 5 6 7 8 8

ROffset
m 2 3 6 5 6 7 8

Table 2. Calculated response times of message
set shown in Table 1.

that implements the existing analysis for mixed messages
in CAN that are scheduled without offsets [20, 21]. This
plug-in is already in the industrial use.

Let us analyze the example message set in Table 1 with
the existing and extended analysis for mixed messages.
First, we analyze the messages without their offset infor-
mation by using the existing analysis plug-in in Rubus-
ICE. Second, we analyze the messages along with their
offset-related information with the new standalone simula-
tor that implements the extended analysis. The worst-case
response times of the messages calculated in both the cases
are listed in Table 2.

The analysis results indicate that the worst-case re-
sponse times of most of the messages decrease if the mes-
sages in the example message set are scheduled with off-
sets. Only one message m3 has a higher response time
comparatively when scheduled with offsets. In Table 2,
ROffset

m and Rm represent the worst-case response times
of messages calculated from the offset-aware analysis of
mixed messages (extended in this paper) and the existing
analysis of mixed messages that does not considers offsets
[20] respectively.

We generated several message sets using the NETCAR-
BENCH [9] tool that assigns offsets to messages accord-
ing to the offset assignment method in [14, 15]. There is
a limitation in NETCARBENCH that it cannot generate
mixed messages. Therefore we had to modify the gener-
ated message sets manually by randomly selecting certain
percentage of messages from the generated message sets
as mixed, sporadic and periodic. Off course, the modified
message set does not remain optimized according to the
offset-assignment method in [14, 15].

Figure 8 shows the graph between Rm/Dm (ratio of the
response times to the corresponding deadlines) and mes-
sage priorities in one of the modified message sets gen-
erated from NETCARBENCH tool. The system consists
of the following parameters: 10 Nodes; 50 messages; 250
Kbps CAN bus speed; 50% network load. Moreover, we
selected 40%, 10% and 50% messages from the generated
message set as mixed, sporadic and periodic respectively.
The response times were calculated separately using the
existing analysis plug-in in Rubus-ICE (that does not sup-
port offset-aware analysis for mixed messages) and the new
simulator that implements offset-aware analysis for mixed
messages. The deadlines of messages are the same in both
the cases.

In this experiment, we observed that the worst-case re-
sponse time of 68% messages decreased when the mes-
sages were scheduled with offsets. Whereas, the worst-
case response times of 28% and 4% messages increased
and remained the same when scheduled with offsets respec-
tively. We observed 4.48% improvement in the schedula-
bility of the system when the messages are scheduled with
offsets. It should be noted that the minimum improvement
in schedulability in all experiments was 1.12%. The per-
centage improvement in schedulability is calculated as fol-
lows:

[( ∑
∀m∈ℵ

[
Rm −ROffset

m

Dm

])/
(sizeof(ℵ))

]
∗ 100

Where, ℵ represents the set of all messages in the system.
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Figure 8. Plot of (Rm/Dm) against priorities for
messages scheduled with and without offsets

It is interesting to note from Figure 8 that the offset-
aware analysis sometimes calculates higher worst-case re-
sponse times as compared to that of the analysis without
offsets. The reason behind this anomaly is that the mes-
sage sets in our experiments were generated from the NET-
CARBENCH tool that implements the offset-assignment
method that is optimized for only periodic messages [14,
15]. Since NETCARBENCH does not support mixed mes-
sages, we manually introduced a certain percentage of
mixed messages (discussed above) within the message sets
generated from NETCARBENCH. Therefore, the offset as-
signment does not remain optimized for the modified mes-
sage sets.

We believe, this anomalous effect can be significantly
minimized while the percentage improvement in schedula-
bility can be maximized by developing an optimized offset-
assignment method for the systems that contain periodic as
well as mixed messages.

6. Conclusion

The existing worst-case response-time analysis for mes-
sages with offsets in Controller Area Network (CAN) as-
sumes that messages are queued for transmission period-
ically or sporadically. It does not support the analysis of



mixed messages that are simultaneously time and event
triggered. A mixed message can be queued both period-
ically and sporadically, i.e., it may not have a periodic
activation pattern. Mixed messages are implemented by
several high-level protocols for CAN that are used in the
automotive industry today. We identified three different
implementation methods for mixed messages in high-level
protocols. For some implementations of mixed messages,
the existing offset-based analysis still provides safe upper
bounds on the response times. Whereas for the others, the
existing analysis is not applicable.

We extended the existing offset-based analysis for CAN
to provide safe upper bounds on the response times of
mixed messages. The extended analysis is generally ap-
plicable to any high-level protocol for CAN that supports
periodic, sporadic, and mixed transmission of messages.
We also implemented the extended analysis as a standalone
simulator that will be integrated as a plug-in with the exist-
ing industrial tool suite (Rubus-ICE). We performed a num-
ber of experiments to compare the analysis of mixed mes-
sages with and without offsets. The results indicate that it
is possible to achieve up to 4.48% improvement in schedu-
lability when mixed messages are scheduled with offsets.

In the future, we plan to conduct an industrial case study
by modeling an automotive embedded application with the
Rubus-ICE and analyzing it with the extended analysis
plug-in. We also plan to develop an optimized offset as-
signment method for the systems that contain periodic as
well as mixed messages.
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