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Abstract

Managing complexity is an increasing challenge in the development of embedded systems (ES). Some of the factors contributing to the increase in complexity are the growing complexity of hardware and software, and the increased pressure to deliver full-featured products with reduced time-to-market. An attractive approach to manage the software complexity, reduce time-to-market and decrease development costs lies in the adoption of component-based development that has been proven as a successful approach in other domains. Another raising challenge, due to complexity increase, in ES, is predictability, i.e., the ability to anticipate the behavior of a system at run-time. The particular predictability requirements of ES call for a development framework equipped with techniques and tools that can be applied to deal with requirements, such as timing, and resource utilization, already at early-stage of development. Modeling and formal analysis play increasingly important roles in achieving predictability, since they can help us to understand how systems function, validate the design and verify some important properties.

In this thesis, we present a resource-aware framework for designing predictable component-based ES. The proposed framework consists of (i) the formally specified ProCom component model that takes into account the characteristics of control-intensive ES, and (ii) the resource-aware timed behavioral language - REMES for modeling and reasoning about components’ and systems’ functional and extra-functional behavior that includes relevant resource types for ES, associated analysis techniques for various resource-wise properties, and a set of associated tools. To demonstrate the potential application of our framework, we present a number of case studies, out of which one is an industrial research prototype, where ProCom and REMES are applied.
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Chapter 1

Introduction

Embedded systems, such as mobile phones, car engines, elevators, etc., are part of our daily life, and we are increasingly depending on their reliability in operation. According to IEEE Glossary [3] "an embedded system is a computer system that is part of a larger system and performs some of the requirements of that system". Embedded systems are designed to perform dedicated functions, often under real-time computing constraints. In most cases, they are made of components that communicate with each other and the environment via sensors and actuators.

During last decades, the amount of software in embedded systems is increasing at a breathtaking pace. For example, a modern upper-class car holds between a dozen and nearly 100 crosslinked electronic control units (ECU), each with a microprocessor software that amounts to about 1MByte compiled code [42]. This is comparable to what a typical desktop computer runs today. Reasons for this tremendous increase include the demand for new functionality on the one hand, and the availability of powerful and cheap hardware on the other hand. In contrast to the changing nature of software, the resources that such systems use (like computation power, memory, and channel bandwidth) are limited in capacity, expensive and usually not extensible during system’s lifetime. The limited nature of the available resources, especially memory size and computation resources, complicates meeting the real-time constraints and dependability requirements.

As pointed out by Henzinger and Sifakis, designing embedded systems is not a straightforward application of either hardware or software
design methods [55]. The demanding extra-functional requirements of modern embedded systems, coupled with the increasing complexity of the underlying software, require techniques for managing complexity and for ensuring predictable system behavior. One of the ways to ensure predictable behavior of an embedded system design is to formally check it against different requirements pertaining to various kinds of constraints including functional, timing, safety, and resource usage constraints. Meeting this demanding goal resorts to a resource-aware embedded system modeling and analysis perspective, that is, consider from the start of the development the resource constraints imposed from the underlying hardware and/or software platforms that host the embedded system.

Designing an embedded system in a component-based manner, by building it from pre-existing well-specified and verified components, intends to lower its complexity, reduce time-to-market, introduce structure and abstraction. The underlying paradigm of component-based development (CBD) is that individual components are designed and developed to provide functionality that is potentially reusable for future systems. The central point of CBD has been reuse, but for embedded systems the structure and abstractions introduced by components are equally important as a basis for the construction of abstract formal models. An essential benefit of a formal model is that it enforces a precise and unambiguous way of component and system specification, which may reveal inconsistencies and gaps in the original informal description. Through abstraction formal models allow software engineers to focus on the critical issues facing them. Through logical foundations they support predictable development already at early design time, where predictability refers to the possibility to guarantee absence or presence of certain properties, or to predict/guarantee quantified properties. This avoids cost intensive redesigns of systems in late development phases [80]. In practice, it may often be necessary to replace a component with another one having the same functionality, yet using a more sophisticated control algorithm that requires bigger memory resources. The predictability analysis should guide the design and selection of hardware and software system components. The final implementation of the system should be arrived at, as much as possible, by using automatic transformation and synthesis from formal models describing the system behavior in order to ensure implementations that are "correct by construction" [41].

In the remainder of this chapter, we describe in detail the research
1.1 Problem Statement and Research Goals

In the previous section, we have argued that the development of embedded systems is a challenging task, due to their growing complexity and the pervasive nature of their most critical property: resource limitations. Resource usage should be predicted and assessed already at the early design phases, since access to such information at early stages of design might help the designer to get insights into the overall system resource usage, which in turn could help him/her prevent resource misuse at run-time. Moreover, early design prediction for embedded systems is both important and feasible, since in most cases, in particular for safety-critical systems, the embedded systems are not changed during runtime.

Based on the above discussion, we identify our general research problem coming from the embedded systems practice as:

\textit{The need to address the complexity and resource limitations of embedded systems in a structural way and ensure predictability during early stages of system development.}

In order to refine this general research problem, we narrow our focus from different perspectives. Firstly, we consider that in order to achieve predictability throughout the development of embedded systems, the designer needs to employ a design framework equipped with analysis methods and tools that can be applied at various levels of abstraction. These methods and tools should provide estimations and guarantees of relevant system properties.

Secondly, we rely on the principle that CBD introduces structure in design, and provides means of abstraction, while enabling reusability of various types of analysis. Hence, we assume the CBD paradigm in our framework.
Thirdly, in our view, formal analysis of functionality, timeliness and resource usage is an important complement to testing. For instance, ensuring the resource-wise feasibility of a system/component is hard to obtain through testing. Such property can state that the composition of the worst-case resource requirements of components stays within the available resources provided by the implementation platform, or that there exists an execution path that uses no more than the available resources to behave correctly.

Taking into account these objectives, we consider that in order to be able to synthesize a predictable embedded system from components and compositions, a resource-aware design framework is needed. Therefore, we specify our refined research problem as an overall research goal:

*Develop a resource-aware design framework encompassing modeling and formal analysis of component-based embedded systems.*

**Research Goals**

Decomposing the overall research goal, we formulate three smaller research goals that we address in this thesis.

**Research goal 1. (A component model formalization)**

The potential benefits of CBD are as attractive in the domain of embedded systems as they are in other areas of the software industry. Component models are indispensable to CBD, as they define rules for constructing individual components and for assembling them into systems. Beside component models, component technologies form another central concept of CBD. They make use of component models in practice, that is, a particular component technology provides tools that enable development and deployment of systems that adhere to a corresponding component model. Although there exist several component models and technologies for the development of embedded systems (e.g., AUTOSAR [18], BlueArX [67], COMDES-II [66], Koala [101], Pecos [108], Robocop [78], Rubus [52], and SaveCCM [8]), CBD is still not broadly used in the embedded systems industry. An important reason for such limited success is the difficulty of providing solutions that meet typical embedded system requirements.
Wolf [109] discusses about which domain specific requirements a component technology targeting embedded system development should be aware of. In the embedded systems domain, designing for predictability requires architectures that meet both the corresponding functional requirements (e.g., expected services, functionality and features), as well as extra-functional ones (resource-feasibility, timing and/or reliability). In order to simplify analysis and help the intuition behind the embedded system’s functioning, one could create a hierarchy of models that will allow him/her to reason about timed behavior, resource consumption, etc., without going down to the instruction level. For instance, architectural models may be used for modeling the system’s structure, and high-level functionality, assuming different views, whereas behavioral models can be associated with architectures to express much richer semantic models, and describe internal functional and extra-functional behavior, as well as interface behavior [46, 89]. Also, embedded system developers must be able to verify that applications meet their functional and extra-functional specifications. All these demands should be possible to meet when employing a particular component model. However, the specifications of many component models are defined informally and component models suffer from incomplete and imprecisely defined syntax and semantics. A formalization of the component model is then needed, in order to achieve an unambiguous model that can be formally analyzed. Consequently, it is essential to associate the component model and its constructs with a formal execution semantics to which any design should conform. Such motivation justifies our first research goal:

**Develop a formal description of a component model for real-time embedded systems.**

\[(RG1)\]

Research goal 2. (A resource-aware behavioral language)

The diversity of approaches on resource modeling and analysis existing in the literature [15, 39, 45, 48, 75–77, 85, 88] indicate the complexity of handling all relevant embedded resources within the same formal model. This calls for an innovative look on resource-aware design methods, based on the experience gathered from the existing modeling approaches. In order to properly specify and analyze embedded systems, the designer
requires a modeling language that incorporates resources as primitive types, that is, built in the model. Ideally, the language should be rich enough to support modeling and analysis of functional and timing behavior too. This would allow for both separation of concerns, as well as easier model-to-model transformations, for analysis purposes. Accordingly, the second research goal can be formulated as:

*Develop a behavioral language and associated tool support for modeling and formal analysis of functional, timing and resource-wise behavior of components and their compositions.*

(RG2)

Research goal 3. (Validation)

The usefulness, applicability, and scalability of embedded systems modeling languages and analysis methods can be exercised by performing their validation against measured, quantified behavioral properties. In order to illustrate, as well as validate the applicability of our design framework, we must apply our proposed framework on a number of relevant case-studies. Thus, our third research goal is:

*Exercise the applicability of the proposed design framework by modeling and analyzing example embedded systems that are motivated by reality.*

(RG3)

1.2 Contributions

In this section, we map the contributions of the thesis to the goals formulated earlier.

Research goal 1. (A component model formalization)

*Develop a formal description of a component model for real-time embedded systems.*

(RG1)
RG1 has been addressed with the following contribution:

- **The formally specified ProCom component model for embedded systems.** To address RG1, we have contributed to the development of ProCom, the component model used in this thesis. ProCom is particularly designed to target control-intensive distributed systems, which are a special class of embedded systems that can be found in many products, such as vehicles, automation systems, or distributed wireless networks. In order to address the different concerns at different levels of granularity, ProCom is structured in two distinct, but related, layers (ProSys and ProSave). The two layers differ in terms of granularity, architectural style and communication paradigm. To facilitate analysis, we have defined the formal execution semantics of ProCom, based on an extension of finite-state machines (FSM). The proposed FSM language has notions of urgency, implicit timing and priorities. Its formal semantics is expressed in terms of timed automata with priorities [38] and urgent transitions [23]. The FSM language has graphical appeal, making it simpler than the corresponding timed automata model, by, e.g., abstracting from real-valued variables and synchronization channels. We present the ProCom component model and its formalization in Chapter 3.

Research goal 2. (A resource-aware behavioral language)

*Develop a behavioral language and associated tool support for modeling and formal analysis of functional, timing and resource-wise behavior of components and their compositions. (RG2)*

The contributions addressing RG2 are as follows:

- **The Remes behavioral language.** Our REsource Model for Embedded Systems (Remes) is intended as a meaningful basis for modeling and analysis of resource-constrained behavior of embedded systems. Remes is a dense time state-based hierarchical behavioral language that has a notion of explicit entry- and exit points, continuous variables, flows and progress invariants, making
it fit for component-based system modeling of timed systems. We introduce the Remes language in Chapter 4.

- **ProCom and Remes integration.** In order to specify the ProCom behavior via Remes, we need to integrate the two models. The integration is done via a general attribute framework [92], that enables a developer of a ProCom component to specify the corresponding behavior by pointing to a Remes model. Both the ProCom component and the associated Remes model are seen as a reusable unit of composition. To accomplish this, in this thesis, we propose a way of connecting ProCom and Remes together. The relation between the ports of the component and the variables in the Remes model is given by a mapping between the ProCom and Remes interfaces. This contribution we present in Chapter 5.

- **Performing resource-wise analysis.** To analyze the resource-wise behavior in Remes models, we encode the total resource usage, as a weighted sum, in which the variables capture the accumulated consumption of each resource, respectively. Assuming the encoding, we perform three types of analysis: feasibility analysis, optimal and worst-case resource consumption analysis, and trade-off analysis. Feasibility analysis checks whether the accumulated values of the resources used during all possible system behaviors are within the available resource amounts provided by the implementation platform. Optimal resource usage analysis returns the cost of the of the “cheapest” trace, whereas worst-case resource consumption analysis calculates the cost of the most “expensive” trace that will eventually reach some goal. The latter analysis may help in resolving the possible non-determinism in a component implementation. Trade-off analysis is an approach to balancing trade-offs between conflicting resource requirements: memory vs. execution time, energy vs. memory, etc. The result of this analysis is the best alternative between the conflicting requirements. These analysis goals are encoded in Weighted Computation Tree Logic (WCTL) [32], which is our property specification language. In Chapter 4 we show how a number of resource analysis problems can be formalized in the framework of priced timed automata.

- **A tool-chain for the Remes language.** To be able to apply our framework, we have developed automated support, as an integrated
tool for modeling and analysis of embedded systems. The core elements of the tool-chain are as follows: (i) the Remes editor for modeling behaviors of embedded components, (ii) the Remes simulator to test timing and resource behavior prior to formal analysis, and (iii) an automated transformation from Remes into priced timed automata, needed for formal analysis. The Remes simulator is out of the scope of this thesis and therefore will only be shortly described. We present the Remes tool-chain in Chapter 6.

Research goal 3. (Validation)

*Exercise the applicability of the proposed design framework by modeling and analyzing example embedded systems that are motivated by reality.*

*(RG3)*

RG3 has been addressed with the following contribution:

- **Validating the resource-aware framework.** ProCom and Remes have been applied on simple, yet relevant “toy examples”: an electronic stability control system (see Chapter 3), a temperature control system (see Chapter 4 and 5) and a turntable drilling system (see Chapter 5). In Chapter 7, we also show how to model behavior, and verify the resulted behavioral models of an industrial prototype, a component-based Ericsson Nikola Tesla prototype telecommunication system. In this last case, we validate our models by using the actual values of timing, CPU, and memory usage in our models, measured by Ericsson researchers on the prototype’s source code.

Hence, all three smaller research goals have been targeted, and consequently, also the overall research goal "develop a resource-aware design framework encompassing modeling and formal analysis of component-based embedded systems": Needless to say, we have provided only one solution to the overall research problem, out of a possibly large pool of valid solutions.

The resource-aware design framework that we present in this thesis includes two parts:
1. The formally specified ProCom component model that fulfills the requirements coming from a class of embedded systems that primarily perform real-time controlling tasks;

2. The REMES behavioral language for describing component’s and system’s functional and extra-functional behavior (such as timed behavior and resource consumption), associated analysis techniques for various resource-wise properties, and a set of tools implementing the former.

1.3 Publications

This section presents planned and published papers related to the thesis. The publications are divided into two categories: (i) papers that are fundamental for the thesis contributions; and (ii) papers that are related to the thesis.

1.3.1 Description of fundamental publications

Licentiate thesis


**Summary:** In this thesis, we introduce the ProCom component model for building embedded systems, as well as the REMES behavioral language for describing the internal behavior of components.

**Usage in the thesis:** This doctoral thesis is a continuation of the research work presented in the licentiate thesis. In the doctoral thesis we extend the REMES behavioral language, introduce a set of transformation rules that semantically translate REMES modes into priced timed automata, show a tool for modeling and analysis of REMES models, present an integration of ProCom and REMES, and validate the REMES behavioral language.
Journals


  **Summary:** This paper is based on the work presented in papers E and G. Additionally, the paper presents an extension of the REMES behavioral language, reveals a solution for the problem regarding the access to shared variables of REMES modes, and presents a set of transformation rules for translating REMES modes into priced timed automata.

  **Contribution:** I and Marin Orlić are the main authors of this paper. I am responsible for addressing the problem with access to shared variables of REMES modes. Together, Marin Orlić and I have formally defined the automated transformation from REMES into priced timed automata, with equal contribution. All the coauthors have contributed with writing sections of the paper, as well as with valuable suggestions and ideas.

  **Usage in the thesis:** This paper is a basis for Chapter 4 and Chapter 6. It describes the extended version of the REMES behavioral language, the set of transformation rules for translating REMES modes into priced timed automata, and the REMES toolchain.


  **Summary:** This paper presents a survey of a number of component models, described and classified with respect to a three dimensional classification framework, which groups different aspects of the development process of component models. As such, this classification framework identifies common characteristics as well as differences between selected component models. The results of the comparison have led to some observations which are discussed in this paper.

  **Contribution:** This paper was written with an equal contribution of the first three authors. All the coauthors have contributed with
ideas, discussions, and reviews. I was responsible mainly for the lifecycle dimension and shared the responsibility with Séverine Sentilles for collecting, analyzing and classifying in tables the included component models. The classification framework was developed in several iteration steps including observations and analysis. It was discussed with several CBD and empirical software engineering researchers and experts from different engineering domains.

Usage in the thesis: This paper is used in Chapter 8 for describing the state of the art of component models for embedded systems. In addition, the knowledge gained from this paper is used as a basis for designing the ProCom component model, presented in Chapter 3.

Conferences and workshops


Summary: In this paper, we show how to model extra-functional behavior, and verify the resulted behavioral models of a component-based Ericsson Nikola Tesla prototype telecommunications system. The models are described in our REMES language, with Priced Timed Automata semantics that allows us to apply UPPAAL - based tools for model-checking the system’s response time and compute optimal resource usage traces. The validation of our models is ensured by using actual values of timing, CPU, and memory usage in our models, measured by Ericsson researchers on the prototype’s source code. For timing, the result of our verification is then compared to the measured value.

Contribution: I was the main author of this paper. I contributed to this paper with modeling and analyzing the ENT system. All the coauthors have contributed with valuable discussions and reviews. The requirements and measurements of the ENT system were given by the last two coauthors of this paper, researchers at Ericsson, Croatia.

Usage in the thesis: This paper is a basis for Chapter 7, and
describes the validation of the REMES behavioral language on the ENT system.


**Summary:** In this paper, we show how the ProCom component model can be combined with the REMES behavioral language. This permits analysis of system properties, while also supporting reuse of behavioral models when components are reused.

**Contribution:** I was the main driver of this paper. I proposed a way of mapping the ProCom component interface onto the entry and exit variables of REMES modes, such that the two models become connected. Séverine Sentilles was in particular responsible for implementing this connection through a general attribute framework. I was also responsible for exemplifying the connection on a turntable system. All the coauthors have contributed with valuable discussions and reviews.

**Usage in the thesis:** This paper is a basis for Chapter 5 where the integration of ProCom and REMES is presented.


**Summary:** In this paper, we present our REMES tool-chain that can be employed for construction and analysis of embedded behavioral models. The core elements of the tool-chain are as follows: (i) the REMES editor for modeling behaviors of embedded components, (ii) the REMES simulator to test timing and resource behavior prior to formal analysis, and (iii) an automated transformation from REMES into priced timed automata, needed for formal analysis.

**Contribution:** I and Marin Orlić were the main authors of this paper. I was the REMES tool-chain leader and supervisor, and
contributed with suggesting a design of the REMES editor and the REMES meta-model. I and Marin Orlić developed an algorithm for transforming REMES into priced timed automata. Dinko Ivanov developed the REMES editor and Marin Orlić developed the REMES simulator. Cristina Seceleanu coordinated the work on the REMES tool-chain and reviewed the paper.

Usage in the thesis: This paper is a basis for Chapter 6 where the REMES editor and the transformation from REMES into priced timed automata are presented.


Summary: In this paper, we define the formal execution semantics of the ProCom component model in a small but powerful finite state-machine based formalism, with notions of urgency, timing, and priorities. As such, the formalism provides an unambiguous description of the modeling elements of ProCom, sets the ground for formal analysis using other formalisms, and provides and intuitive and useful description for both practitioners and researchers.

Contribution: I was the main author of this paper. I and Jagadish Suryadevara contributed with defining a formal execution semantics of the ProCom component model and exemplifying it on the modeling elements of ProCom. All the coauthors have contributed with valuable discussions and reviews. The paper proceeded from a technical report that was written together with Jagadish Suryadevara.

Usage in the thesis: This paper is used in Chapter 3 for describing the formal execution semantics of the ProCom component model.


Summary: This paper introduces the model REMES for formal
modeling and analysis of both functional and extra-functional behavior of interacting embedded components. Remes is a state-based behavioral language with support for hierarchical modeling, resource description, continuous time, and notions of explicit entry and exit points that make it suitable as a semantic basis for component-based modeling of embedded systems. The analysis of Remes-based systems is placed around a weighted sum in which the variables capture the accumulated consumption of resources, respectively.

**Contribution:** This paper was written with equal contribution from all the authors. I particularly worked on the classification of the resources and specified, modeled in Remes, and analyzed in Uppaal Cora [100] the TCS system presented as a case study in the paper.

**Usage in the thesis:** This paper is a basis for Chapter 4 where the Remes behavioral language is introduced.


**Summary:** In this paper, the two-layered ProCom component model for design and development of control-intensive distributed embedded systems is introduced. ProCom takes into account the most important characteristics of these systems and employs the concept of reusable components throughout the whole development process, from early design to deployment. The two-layered model is developed to efficiently cope with different design paradigms that exist at different abstraction levels of embedded systems (high level view of loosely coupled subsystems and a low-level view of control loops controlling a particular piece of hardware). Additionally it provides ground for analysis and predicting properties (e.g., timed behavior and resource consumptions) in such systems.

**Contribution:** This paper was written with equal contribution from all the authors, and proceeded from a technical report that was written together with all the authors. I took part in the discussions and contributed with writing and improving parts of the pa-
per, particular in the discussions about the semantics of the component model, analysis and predicting properties and the related work section. The ProCom component model that we describe in this paper was developed in several iteration steps resulting from the conducted discussions between the authors.

**Usage in the thesis:** This paper is a basis for Chapter 3 where the ProCom component model is introduced.


  **Summary:** In this paper, we discuss several representative frameworks that model and estimate resource usage of embedded systems, identifying their advantages and limitations. As such, we divide the variety of approaches existing in the literature into three distinctive categories: code-level resource modeling and analysis of component assemblies, UML-based description of embedded resources and higher-level formal approaches based on temporal logics and process algebras. In the end, we present the resource-aware development view that we are adopting throughout the rest of the thesis.

  **Contribution:** This paper was written with equal contribution from both authors. I was specifically working on the code-level and UML-based resource modeling and analysis.

  **Usage in the thesis:** This paper is used in Chapter 8 for describing the state of the art of embedded systems resources modeling and analysis. In addition, the knowledge gained from this paper is used as a basis for designing the REMES behavioral language, presented in Chapter 4.

1.3.2 Publications related to the thesis

**Journals**

Conferences and workshops


MRTC reports


1.4 Research Methodology

Depending on the kind of problem to solve and the context of the problem, different research methodology can be used. Research methods and research methodology are two terms that are often interchangeably used.
1.4 Research Methodology

Strictly speaking, there is a slight difference between the two. Research methods aim to find solutions to research problems and they describe the concrete ways in which one could solve a given problem. Example research methods are: conducting experiments, testing, surveys, interviews, lessons learned, critical analysis of the literature and the like. We refer the reader to [57] for a summary of computing research methods.

On the other hand, the Merriam-Webster dictionary defines methodology as a "a body of methods, rules, and postulates employed by a discipline: a particular procedure or set of procedures". In other words, methodology is the general plural term for all the individual research methods one has chosen, but there are certain types of methodologies which encompass and use specific methods e.g., quantitative/qualitative methodologies.

In our view, a research process describes the stages for conducting a research; it starts with defining a problem, and ends with proposing a solution for that problem. During the research process, one may use one or combine several research methods in order to address a certain research goal. The use of one or more research methods to address a certain research goal may create several research results. The research process that is used in this thesis is presented in Figure 1.1. It consists of four main stages as follows: identification of a general research problem, identification of a refined research problem, studying and addressing the refined problem and validation. As such, the process begins with identification and formulation of a general research problem from embedded systems practice, and the ultimate goal is to provide a solution to this practical problem. The solution is obtained in a research setting by refining and narrowing down the general problem, expressing the refined problem in a form of an overall research goal, addressing the overall research goal, and finally validation. Solving the research problem is not a straightforward process but an iterative one, allowing feedbacks between stages. First the overall goal is decomposed into smaller research goals, which are clarified, formulated, studied, refined, and even sometimes left aside. When the research results are mature enough, we move to the validation stage that makes us examine the validity of our research results. In using this research process, the validation of the results is crucial in both research and industry settings. If the validation stage fails, the research goals and results need to be revisited, improved, polished, and if necessary discarded.

We have considered the general research problem, the need to ad-
dress the complexity and resource limitations of embedded systems in a structural way and ensure predictability during early stages of system development, and have transferred the problem to a research setting (see Section 1.1). In order to understand the problem both from an industrial and also scientific perspective, we have performed information gathering and studied the state of the art and state of the practise covering previous work done on the research problem. In scientific research, the role of previous work is to give a background for the research problem, and especially explicate the industrial relevance and scientific novelty of the research. During this stage we have used the research method that
is close to the so called critical analysis of literature [110] method. This method is a historical one that aims to provide an exhaustive summary of literature relevant to a research problem, by collecting and analyzing data from published materials. The analysis part provides the opportunity to draw conclusions from a broad range of approaches. We have performed our literature review in several iterations, and we have discussed the concluded results. In difference to the traditional critical analysis of literature, we have not identified a list of databases for searching related work, and have not classified the papers covering the related work according to their citation indexes. The investigation of the related work has resulted in two papers: paper B and paper I (see Section 1.3). As a result we have studied several (embedded systems') component models and a number of frameworks that model and estimate resource usage of embedded systems.

On this basis we have moved to the next stage of our research process - studying the refined research problem. During this stage we have used the proof of concept (also known as proof of principle) research method [47]. It involves creating solutions, methodologies, concepts, and techniques in an iterative manner. Note that this research method has a lot in common with software development [79], as in software development the goal is to create a working software system.

Our studying research stage has included several iterations where the research results have been improved through discussions and analysis. First we have conceptualized the refined research problem, expressed it as an overall research goal. Then we have decomposed the overall research goal into smaller research goals, presented in Section 1.1. After that, we have moved to addressing the smaller research goals by developing solutions, presenting achieved research results and comparing these research results with the research goals. In developing our solutions we have drawn ideas from the related work. In papers A, D, E, F, G and H we have presented our research results on developing a resource-aware design framework encompassing modeling and formal analysis of component-based embedded systems. We have proposed a language for component-based design of control-intensive embedded systems (ProCom), and a resource-aware behavioral language for describing component’s and system’s functional and extra-functional behavior (Remes).

The last stage of our research process is validation. Out of the many existing validation techniques [94], in our research, we use validation
by persuasion, analysis, and example validation. Firstly, we give an explanation and persuade the reader that it is reasonable to use our resource-aware framework in addressing the general research problem. Secondly, by developing examples and performing formal analysis we show how the research results work in practise and whether they can be found satisfactory. According to Shaw [94] the validation described in this thesis covers toy-, as well as slice of life examples. A toy example presents a simplified example, which might have been motivated by reality, whereas a slice of life example is a system that the author has developed. As such, our research results have been illustrated on simple yet relevant “toy examples”, presented in papers D, G, and H. Accordingly, in paper H we have exemplified the ProCom component model on an electronic stability control system of a car. Further, in paper A and G, we have performed a small case study demonstrating the principles of our resource modeling and analysis approach. The case study have been conducted on an abstracted version of the internal design of a temperature control system for heat producing reactor. In paper D, we have exemplified our resource-aware framework on a turntable example system, which we modeled as a collection of ProSys components that we have connected to their associated behavioral Remes models. Finally, in paper C, we have showed how to model extra-functional behavior, and verify the resulted behavioral models on a slice of life component-based Ericsson Nikola Tesla (ENT) telecommunications system. The salient point of our model, which enables its validation, is the fact that we have built it by using the timing and resource values extracted from the actual prototype implementation of the ENT system. The Remes behavioral language and the associated analysis techniques have been compared with the related work and have shown to be applicable for the development and analysis of the ENT system.

1.5 Thesis Outline

The outline of the rest of the dissertation is as follows.

- Chapter 2 - Background introduces basics in the areas of component-based development, and formal modeling and analysis of software systems. Section 2.1 discusses concepts of components, component-based systems and component models. Section 2.2 gives an
overview of (priced) timed automata and model-checking, as they will be used throughout this thesis.

- **Chapter 3 - ProCom: A Component Model for Embedded Systems** proposes a two-layer component model for design and development of control-intensive distributed embedded systems. The upper layer - ProSys - is presented in Section 3.3.1, and the lower layer - ProSave - is described in Section 3.3.2. Section 3.3.3 defines the relation between the two layers. The formal execution semantics of ProCom (Section 3.4) is defined by using a finite state machine (FSM) underlying formalism with notions of urgency, timing and priority, in which the semantics of each ProCom element is defined as a translation relation from ProCom to the FSM language. The ProCom model and its formal execution semantics are illustrated through a number of interesting examples.

- **Chapter 4 - REMES: A Behavioral Model for Embedded Systems** introduces the behavioral modeling language REMES for formal modeling and analysis of embedded resources, such as storage, energy, communication, and computation (see Section 4.1). Section 4.1.1 presents a classification of embedded resources, based on their rate of consumption over time, and the attribute of being referable, or not. Section 4.3 reveals the transformation rules for translating REMES modes into priced timed automata. Section 4.2 shows how a number of important resource analysis problems can be formalized in the framework of (multi-)priced timed automata. Finally, Section 4.4 demonstrates the principles of REMES on a temperature control system for a heat producing reactor.

- **Chapter 5 - Integrating ProCom and REMES** proposes a way of mapping the ProCom component interface onto the entry and exit variables of REMES modes (see Section 5.1), such that the two models become connected. We exemplify the concepts of mapping ProCom component interfaces and REMES modes on two examples: a temperature control system, where the architecture of the system is modeled in ProSave (see Section 5.3), and on a turntable drilling system, where the system architecture is modeled in ProSys (see Section 5.4). The packaging of a ProCom component and its REMES behavioral model together is done through a general attribute framework (see Section 5.2), which will only be shortly
described since it is out of the scope of this thesis.

- **Chapter 6 - The Remes Tool-chain** presents the tool-chain for the Remes language, which can be used for the construction and analysis of embedded system behavioral models.

- **Chapter 7 - Case Study: Ericsson Nikola Tesla Demonstrator** presents a case study where Remes is applied to model and analyze a telecommunication system by Ericsson Nikola Tesla (see Section 7.4). The ProCom component model is used to model the architecture of the ENT demonstrator, as shown in Section 7.3.

- **Chapter 8 - Related Work** gives a brief survey and relates the contributions presented in the thesis to relevant research, subdivided into two sections. Section 8.1 covers the state of the art of component models for embedded systems. Section 8.2 glances through several representative frameworks that model and estimate resource usage of embedded systems, pointing out advantages and limitations.

- **Chapter 9 - Conclusion** ends our dissertation with concluding remarks, enumerates the limitations of our results and lists future research directions.
Chapter 2

Background

This chapter introduces important technical concepts used throughout the remainder of this thesis. It provides an introduction to component-based development (Section 2.1) and to formal models and analysis techniques (Section 2.2). For more information on component principles and technologies, we refer to [36, 97], and for details on formal models and analysis techniques to [20, 35, 107].

2.1 Component-Based Development

The key principle of component-based development (CBD) [36, 97] is to build software systems by reusing existing software units, termed components, in much the same way as standard components are used in electronics or mechanics: integrated circuits, switches, etc. It is a promising approach for efficient software development, facilitating well defined software architectures and reuse.

With CBD it is possible to divide large and complex software systems into smaller, less complex modules. These modules can be decoupled from each other and thus be implemented in parallel by different developers, independently of each other’s work. Therefore, development time is reduced. Virtually, reliability is increased because components which have been tested thoroughly and worked good for one system may be reused in another system. The extra time and effort required for selecting, evaluating, adapting, and integrating components is mitigated by avoiding the much larger effort that would be required to develop such
components from scratch. Another advantage is that software systems which consist of several modules are more flexible and maintainable than monolithic software systems.

In CBD the smallest functional building unit is a \textit{component}. The idea behind components originates from a paper published by M.D. McIlroy [82] at a NATO conference in Garmisch in 1968 about the idea of mass-produced software components. However, since McIlroy’s paper, component definitions and notions advanced in various, and in the same time contradictory directions. Up until today there is no generally accepted definition of what a component is. An early and commonly cited definition from Szyperski [97], which focuses on the key characteristics of components, states that:

\begin{quote}
“A software component is a unit of composition with contractually specified interfaces and explicit context dependencies only. A software component can be deployed independently and is subject to composition by third parties.”
\end{quote}

This definition implies that in order a component to be deployed independently, a clear distinction between the environment and other components is required. A component must have clearly specified interfaces and the component’s implementation must be encapsulated in the component and not be directly reachable from the environment. The definition inclines that components should be delivered in binary form, and that deployment and composition should be performed at run-time. Regardless of its generality, it was shown that Szyperski’s definition does not fully cover a wide range of component-based technologies (e.g., those which do not support contractually specified interface or independent deployment). Further, embedded systems require optimal utilization of hardware (which in many cases has limited resources), and a predictable behavior, rather than flexibility at run time. A static compilation of components into an image is proven to be more efficient and more accurate than dynamic uploading of components. For this reason in embedded systems components are usually expressed as models or source code.

The ongoing debates about components have led to another definition by Heineman and Councill [4]:

\begin{quote}
“A software component is a software element that conforms to a component model and can be independently deployed and
composed without modification according to a composition standard.”

Here the emphasis has been shifted from a component to a component model (a component model determines what is and what is not a component). Heineman and Councill [4] define a component model as follows

“A component model defines a set of standards for component implementation, naming, interoperability, customization, composition, evolution and deployment.”

This definition points out that a component model covers multiple facets of the development process, dealing with: (i) rules for the construction of individual components, and (ii) rules for the assembly of these components into a system.

A more general definition of a component and a component model is reported by Crnkovic and Chaudron in [34]:

“A software component is a software building block that conforms to a component model. A component model defines standards for (i) properties that individual components must satisfy, and (ii) methods, and possibly mechanisms for composing components.”

In the above definition, the term “component properties”, is meant to include functional and extra-functional specifications of individual components. The term “composing components” is meant to include mechanisms for component interaction.

Nowadays, there exist many component models. Most of them either target general purpose desktop applications or large distributed systems, and are based on certain technological platforms (such as Enterprise Java Beans, DCOM). Several component models (e.g., Koala [101], SaveCCM [8], Pecos [108], Rubus [52], Robocop [78], BlueArX [67]) target design of embedded systems.

In general, a component-based system is a composition of components, where the components accept inputs from the environment and produce outputs. A component interacts with its environment through its interface. The interface explicitly describes the services that the component provides and the services that it requires from other components and its execution environment. Figure 2.1 shows a component-based system made of three components A, B and C that communicate through
their ports i.e., interfaces defined for these ports. The behavior of a component-based system can be inferred from the behavior of its components and its architecture. The interface of a component is used to access internal component behavior: when the component is activated the behavior is started, using the values read from the input interface at that time.

When CBD is applied in the domain of embedded systems, where applications are often safety-critical and subject to real-time constraints, it is of significant importance that reliable predictions of a system’s functional and extra-functional behavior can be derived at design-time. The employed predictability analysis should guide the design and selection of hardware and software system components. Ideally, the behavior of a component should be the same regardless of the environment in which it is deployed, i.e., the other components in the system, but this is not straightforward to achieve for properties, such as timing, resource usage or reliability. Although the behavior modeling and analysis of an embedded system is very important it is often omitted in component models targeting embedded system design. Thus, there is a need to include behavioral modeling and analysis in embedded systems.

Figure 2.1: Example of a component-based system made of three components A, B and C, which are composed by connecting port p1 to p3, and p2 to p4.
2.2 Formal Models and Analysis Techniques

The act of formal analysis is that of rigorously exploring the correctness of system designs expressed as abstract mathematical models, most likely with the assistance of a computer. In this thesis, we consider two types of answers to formal analysis: “yes/no” answers as a result of verifying properties that can be either satisfied or not, but cannot be measured, and answers in form of numbers, in the sense that the formal analysis returns a computed number that might represent, in our case, the minimum/maximum value of the accumulated resource usage for reaching a given goal expressed as a reachability property for instance.

Today the best known formal analysis methods are model-checking and theorem-proving, both of which have sophisticated tool support and have been applied to non-trivial systems [23, 95]. Theorem-proving emphasizes highest assurance (theorems can only be created by a logical kernel, which implements the inference rules of the logic) and handling infinite-state systems, the main challenge being proof automation. Model-checking emphasizes automation, by relying on various efficient algorithms for deciding temporal logic formulas on finite state models, the main challenge being to reduce problems to a form in which they can be efficiently model checked. The advantage of model-checking of providing high level input languages that do not require expert knowledge of logics and support the modeling and checking of complex computer systems, and the highest degree of automation, justify our choice for model-checking as the verification paradigm.

To perform model-checking (see Figure 2.2), an automata model of a system describing the possible system behaviors is fed into a model-checking tool or a verifier, together with a desired property (requirement) typically expressed in a temporal logic. The tool then automatically traverses the system’s state space in an exhaustive manner. If an invariant property is satisfied, the tool finishes the verification successfully, or if the invariant property is violated, it reports one of the traces that violates the property as a counter-example to the model. For reachability properties the opposite is true i.e., a trace is reported when the property is satisfied. Even if the system’s desired behavior is satisfied, one can refine the model and reapply model-checking.

Model-checking has achieved huge success in industry for verifying hardware designs. Companies, such as IBM, Intel, Motorola, Siemens are having in-house model-checking groups. Despite these successes,
formal analysis has not been widely used in the development of embedded systems. One possible reason is the lack of expertise of design engineers for constructing and understanding abstract models in an interactive environment formal specifications.

Due to the real-time requirements of embedded systems and the need to verify the models against them, the designer should be equipped with methods and tools that support modeling of real-valued variables, and the combination of discrete and continuous behaviors. The framework of timed automata is an established formal framework to support such needs. The UPPAAAL [2, 71] tool is one of the most popular and mature verification tools based on timed automata, and it is also used in this thesis. In the following, we recall the model of timed- and (multi) priced timed automata.

### 2.2.1 Timed automata

Timed automata have been proposed by Alur and Dill in the 1990s [11, 14], as a model for real-time systems. UPPAAAL extends the standard framework of timed automata, as it allows utilization of data variables.
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In this thesis we use timed automata, as defined in UPPAAL [22–24].

A timed automaton (TA) is a timed extension of the finite-state automaton. A notion of time is introduced by a set of non-negative real numbers, called clock variables, which are used in clock constraints to model time-dependent behavior.

Let $X$ be a finite set of clocks and $V$ a finite set of all data (i.e., boolean, integer or array) variables. We use $B(X)$ to stand for the set of formulas obtained as conjunctions of atomic constraints of the form $x_i \preceq n$ or $x_i - x_j \preceq n$, where $x_i, x_j \in X$, $n \in \mathbb{N}$, and $\preceq \in \{<, \leq, =, \geq, >\}$. The elements of $B(X)$ are called clock constraints over $X$. A clock constraint is downward closed if $\preceq \in \{\leq, <\}$. Similarly, we use $B(V)$ to stand for the set of non-clock constraints that are conjunctive formulas of $i \sim j$ or $i \sim k$, where $i, j \in V$, $k \in \mathbb{Z}$ and $\sim \in \{<, \leq, =, \neq, \geq, >\}$. We use $B(X, V)$ to denote the set of formulas that are conjunctions of clock constraints and non-clock constraints.

TA consists of a finite set of locations, connected by edges. One of the locations is marked as initial. All clocks in TA start at zero, evolve continuously at the same rate, and can be tested and reset to zero. Each edge may have a guard, an action and an assignment. A guard is a finite conjunction over data constraints and clock constraints. An assignment is a comma separated list of expressions with a side-effect. It is used to reset clocks and set values of variables. We say that an edge is enabled if the guard evaluates to true and the source location is active. Locations are labeled with a downward closed clock constraints called invariants, which enforce that the location is left before they are violated.

**Definition 1.** (Formal Definition of a Timed Automaton). A TA $A$ is a tuple $(L, l_0, X, V, I, Act, E)$, where:

- $L$ is a finite set of locations,
- $l_0$ is the initial location,
- $X$ is a finite set of clocks,
- $V$ is a finite set of data variables,
- $I : L \rightarrow B(X)$ assigns invariants to locations,
- $Act = \Sigma \cup \{\tau\}$ is a finite set of actions, where $\Sigma$ is a finite set of synchronizing actions, and $\tau \notin \Sigma$ denotes internal or empty actions without synchronization.
$E \subseteq L \times B(X, V) \times \text{Act} \times R \times L$ is a finite set of edges, where $B(X, V)$ denote the set of guards and $R$ denotes the reset set i.e., assignments to manipulate clock- and data variables.

For an edge $e = (l, g, a, r, l') \in E$ we also write $l \xrightarrow{g,a,r} l'$. The label $g$ is the guard of $e$, $r$ is the reset set i.e., data- or clock assignment of $e$, and $a$ is the action of $e$.

The semantics of TA is defined in terms of a state transition system. A state of TA depends on its current location and on the current values of its clocks. So, a state of a TA is a pair $(l, u)$, where $l$ is an active location, and $u : X \rightarrow \mathbb{R}_\geq 0$ is a clock valuation for which $l$ evaluates to true. The initial state $(l_0, u_0)$ puts the automation in its initial location $l_0$, where $u_0$ maps all clocks in $X$ to zero i.e., all clocks are zero when entering the initial location initially. Intuitively, there are two kinds of transitions between states:

- **Delay transitions** are result of passage of time and do not cause a change of location. More formally, we have $(l, u) \xrightarrow{d} (l, u \oplus d)$, if $u \oplus d' \models I(l)$ for $0 \leq d' \leq d$. The assignment $u \oplus d$ is the result obtained by incrementing all clocks of the automata with the delay amount $d$.

- **Discrete transitions** are result of following an enabled edge in a TA. As a result, the destination location is activated and the clocks in the reset set are set to zero. More formally, a discrete transition $(l, u) \xrightarrow{a} (l', u')$ corresponds to taking an edge $l \xrightarrow{g,a,r} l'$ for which the guard $g$ evaluates to true in the source state $(l, u)$ and clock valuation $u'$ of the target state is derived from $u$ by resetting all clocks in the reset set, $r$, of that edge, such that $u' \models I(l')$.

**Definition 2. (Run of a Timed Automaton).** A timed action is a pair $(t, a)$, where $a \in \text{Act}$ is an action taken by the automaton $A$ after $t \in \mathbb{R}_+$ time units since $A$ has started. Then a run of $A$ with initial state $(l_0, u_0)$ over a timed trace $\xi = (t_1, a_1)(t_2, a_2)\ldots(t_n, a_n)$ is a sequence of alternating delays and discrete transitions

$$\xi = (l_0, u_0) \xrightarrow{d_1} a_1 \xrightarrow{(l_1, u_1)} \xrightarrow{d_2} a_2 \xrightarrow{\ldots} \xrightarrow{d_n} a_n \xrightarrow{(l_n, u_n)}$$

satisfying the condition $t_i = t_{i-1} + d_i$ for all $i \geq 1$. 

To model a concurrent real-time system, several TA can be composed in an automata system. Uppaal uses the CCS parallel composition operator \[ \parallel \] to build a system or a network of TA. CCS allows individual components to carry out internal actions (i.e., interleaving) as well as pairs of components to perform hand-shake synchronization.

**Definition 3. (Network of Timed Automata).** Let \( N = \{1, \ldots, n\} \) and let \( A_i = (L_i, l_0^i, X_i, V_i, I_i, Act_i, E_i) \) be a timed automaton for \( i \in N \). A network of timed automata \( A_1 \parallel \cdots \parallel A_n \) is defined as the parallel composition of \( n \) TA.

For a network of timed automata, the synchronization actions play an important role. Particular automata in the network synchronize using channels and values can be passed between them using shared (global) variables. A state of a network of TA is defined by the locations of all automata in the network and the values of clocks and discrete variables. Let \( S \) be a set of channel names and out of \( S \), there is a subset \( U \) of urgent channels on which timed automata should synchronize whenever possible. Then the set of synchronization actions of the network of timed automata is defined as \( \Sigma = \{a? \mid a \in S\} \cup \{a! \mid a \in S\} \). A discrete transition with a synchronization action \( a? \in \Sigma \) is only enabled if another automaton in the network simultaneously can perform a complementary action \( a! \in \Sigma \). We use \( \text{name}(a) \) to denote the channel name of \( a \), defined by \( \text{name}(a?) = \text{name}(a!) = a \). Binary channels are used to synchronize one sender with a single receiver, and broadcast channels are used to synchronize one sender with an arbitrary number of receivers. Urgent channels encode synchronization that must be taken when a transition becomes enabled, without delay. Clock guards are not allowed on edges synchronizing over urgent channels.

To restrict the behavior of a timed automaton, Uppaal provides two special types of locations: urgent and committed. Time is not allowed to pass in both locations, but there is a difference between them as follows. When a location is urgent it must take the next transition as soon as this is possible i.e., without any delay. It does not rule out other actions happening. On the other hand, when a committed location is active, a transition from a committed location has to be taken immediately, and no other transition in other automaton can be taken in between. If such a transition does not exist or is not enabled, the system will deadlock.

The Uppaal model checker supports verification of temporal properties, including safety and liveness properties, specified in a sub-set of
Timed Computation Tree Logic (TCTL) [12]. The simulator can be used to visualize counter examples produced by the model checker.

Illustrative example

![Timed Automaton Diagram](image)

Figure 2.3: A timed automaton of a lamp and a user.

An example of a network of timed automata modeled in UPPAAL is shown in Figure 2.3. The network consists of an automaton of a lamp and an automaton of a user. The behavior of the lamp depends on when the user presses the on/off switch. The automaton of the lamp consists of three locations Off, Dim and Bright, and one clock $t$. The automaton starts at initial location Off. In case the user presses the switch the automaton of the lamp switches to location Dim and the clock $t$ is reset, by the assignment $t:=0$. In location Dim the automaton can remain as long as the clock is smaller or equal to 10. However, if the user presses the switch of the lamp before 5 time units have elapsed then the automaton of the lamp switches to location Bright, in which it stays until the next pressing of the switch. Processes lamp and user synchronize via synchronization actions i.e., by sending and receiving events through channels. Sending and receiving via a channel press is denoted by press! and press?, respectively.

2.2.2 Priced timed automata

Priced (or weighted) timed automata [21, 73] extend timed automata with prices/costs on both locations and edges. The cost-rate for staying in a location represents the price/cost per time-unit for staying in that
location, whereas the cost labeling an edge represents the price/cost for taking the edge.

**Definition 4. (Formal Definition of a Priced Timed Automaton).** A linearly Priced Timed Automaton (PTA) is a tuple \((L, l_0, X, V, I, Act, E, P)\), where \((L, l_0, X, I, V, Act, E)\) is a TA and \(P : (L \cup E) \to \mathbb{N}\) is a cost function that assigns price-rates (or cost-rates) to locations and prices (or costs) to edges.

Every run in a PTA has a global cost, which is the accumulated cost along the run of every delay and discrete transition. The cost is never tested in the automaton. In delay transitions,

\[(l, u) \xrightarrow{d_P} (l, u \oplus d)\]

the assignment \(u \oplus d\) is the result obtained by incrementing all clocks of the automata with the delay amount \(d\), and \(p = P(l) \ast d\) is the cost of performing the delay. Discrete transitions

\[(l, u) \xrightarrow{a_p} (l', u')\]

correspond to taking an edge \(l \xrightarrow{g,a,r} l'\). The cost \(p = P((l, g, a, r, l'))\) is the cost associated with the edge.

**Definition 5. (Run of a Priced Timed Automaton).** A timed trace \(\xi\) of a PTA is a sequence of transitions:

\[\xi = (l_0, u_0) \xrightarrow{a_1,p_1} (l_1, u_1) \xrightarrow{a_2,p_2} \ldots \xrightarrow{a_n,p_n} (l_n, u_n)\]

and the cost of performing \(\xi\) is \(\sum_{i=1}^{n} p_i\).

For a given state \((l, u)\), the minimum cost of reaching \((l, u)\) is the infimum of the costs of the finite traces ending in \((l, u)\). Dually, the maximum cost of reaching \((l, u)\) is the supremum of the costs of the finite traces ending in \((l, u)\).

In order to specify properties of PTA, the Weighted CTL (WCTL) logic has been introduced [32]. WCTL extends TCTL with resets and testing of cost variables. WCTL syntax is given by the following grammar:

\[WCTL \ni \phi ::= \text{true} | a | \neg \phi | \phi \lor \psi | E P_{\preceq c} \phi | A P_{\preceq c} \phi\]
where $a$ is an atomic proposition, $P$ is a cost function, $c$ ranges over $\mathbb{N}$, and $\sim \in \{<,\leq,=,\geq,>\}$. Here, $A$, and $E$ are the universal and existential path quantifiers of WCTL, respectively, and $Up_{\sim}$ is the “until” temporal modality. The temporal operators $F$ (i.e., “eventually”) and $G$ (i.e., “always”) are derived in the usual way. We interpret formulas of WCTL over labeled PTA, that is, PTA having a labeling function that associates with every location $l$ a subset of atomic propositions. The satisfaction relation of WCTL is defined over configurations of the labeled PTA. We refer the reader to [32] for semantic details of WCTL.

Multi Priced Timed Automata

Multi priced automata (MPTA) [32, 73] are extension to priced timed automata in which a priced automation is augmented with more than one cost variable. In the case of two costs associated with a PTA, the minimal cost reachability problem corresponds to finding a set of minimal cost pairs $(p_1, p_2)$ (both $p_1$ and $p_2$ are minimized) reaching a goal state. Since the costs contributed from the individual costs can be incomparable, when, e.g., for the costs of two traces, say $(p_1, p_2)$ and $(p'_1, p'_2)$, $p'_1 < p_1$ and $p_2 < p'_2$, the solution is a set of pairs, rather than a single pair. In this setting, the minimal cost reachability problem is to find the set of incomparable pairs with minimum cost, reaching the goal state. Dually, the maximization cost problem is defined as finding the set of incomparable pairs with maximal cost reaching the target location, or to conclude $(\infty, \infty)$ if the target location is avoidable in a path that is infinite, deadlocked, or has a location in which it can make an infinite delay. A specific problem is the optimal conditional reachability problem, in which one of the costs should be optimized, and the other bounded by an upper/lower bound. We refer the reader to [73] for a thorough description of optimization problems in MPTA.

In this thesis, the framework of (multi) priced timed automata is used for formally analyzing resource consumption in embedded systems.

Illustrative Example

Switching on a lamp and letting it burn uses energy, therefore in Figure 2.4 is depicted a priced timed automaton of the lamp elaborated earlier. The energy consumption is modeled by using costs. A special variable cost can be increased explicitly on an edge by an update, or
implicitly by specifying a rate in a location. Guards and invariants are, however, not allowed to refer to the cost variable. The switch of the lamp from location Off to Dim is labeled with an update cost\(+=50\), indicating that the cost is 50 for switching on the lamp. In locations Dim and Bright we have the cost rates cost\('==10\) and cost\('==20\), respectively, which indicate that the energy consumption is 10 and 20 units per time unit in the respective locations. When staying in these locations, cost is increasing linearly with time, with rate 10 and 20, respectively.
Chapter 3

ProCom: A Component Model for Embedded Systems

In this chapter, we describe a component model called ProCom, intended for development of embedded software for control-intensive distributed systems, which are a special class of embedded systems that primarily perform real-time controlling tasks. They can be found in many products, for example vehicles, automation systems, or distributed wireless networks.

The ProCom component model [33, 93, 96, 106] was developed as part of the PROGRESS project [58] that distinguishes three key activities in the development: design, analysis and deployment. The design activity addresses the architectural description of the system, following the component model presented in this chapter, as well as the implementation of individual components. Analysis is carried out to ensure that the developed system meets its dependability requirements and constraints in terms of timing and resource usage. In particular, an early analysis based on models (see Chapter 4 for resource-aware behavioral analysis), budgets and estimated properties, provides means to explore and evaluate different design alternatives. The deployment activity concerns the allocation of functionality to the physical nodes of the system, which can have a significant impact on the overall system performance. This
activity also includes the gradual progression from design entities to executable units, such as processes and tasks.

This chapter is oriented towards design, focusing on the component model which serves as the underlying formalism for that activity. The two supplementary activities (analysis and deployment), although outside the scope of this chapter, have significantly influenced many aspects of the component model.

The remainder of the chapter is organized as follows. In Section 3.1 we identify the key concerns and requirements coming from the class of control-intensive distributed embedded systems, and in Section 3.2 we describe how the design choices of our ProCom component model were influenced by these requirements. In Section 3.3 we present each element of ProCom in detail together with its informal execution semantics. In Section 3.4 we describe how the architectural elements of the ProCom component model have been given a formal execution semantics.

3.1 Key Requirements for Development of Control-Intensive Distributed Embedded Systems

The class of control-intensive distributed embedded systems has specific requirements that need to be reflected by a component model.

Motivating example

As an example demonstrating the specific concerns of control-intensive distributed embedded systems, we consider the electronic systems of Volvo XC90 car focusing on an anti-lock braking system (ABS) in particular. The role of an ABS is to improve the braking performance by preventing the wheels from locking. Figure 3.1 shows the complex physical system architecture of Volvo XC90 that consists of approximately forty computational nodes (ECUs), connected to a number of different networks, and Figure 3.2 shows the ABS subsystem architecture. Functionally, the ABS is fairly independent from other subsystems, although it shares some information about the state of the vehicle with other subsystems. In its simple form the ABS includes rotation sensors physically placed on or close to the wheels, a brake valve actuator, and an ECU that
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includes control software. Typically the ECU includes a set of software components that together provide the service.

Figure 3.1: Overview of the electronic system architecture of Volvo XC90.

Component granularity

In an embedded system, components constituting big parts of the system are different from those responsible for a small part of some low-level control task. Components at different granularity have different needs in terms of execution model, communication style, synchronization, etc.,
but also with respect to the kind of information that should be associated with the component and the type of analysis that is appropriate. Large components (e.g., the ABS of a car) tend to be active (i.e., with their own threads of activity), and encompassing complex functionality. Since the communication between these components often involves communication over a network (e.g., a CAN bus), it is typically realized by asynchronous messaging.

On the other side of the scale there are smaller components responsible for a part of some control functionality, such as computing the deviation of a measured value from the desired value, or for communication with a single sensor or actuator. Since they represent composable low-level functional blocks, they typically do not posses their own threads. Also, the communication between them is much more tightly synchronized since most of the communication at this level is between components located on the same physical node.

For the component model this means that it should support different types of components with respect to their size (i.e., granularity) and semantics. Having these multiple levels of components it is vital to establish the relation between them, for example allowing a big component to be built of several small components.

**Coupling between the software and the target platform**

The coupling between the software and the target platform is quite high in an embedded system. The hardware is typically very restricted and the software is tailored and optimized specifically for that particular hardware and real-time operating system.

In our example, it is known a priori that the ABS will be distributed over at least five physical nodes, dictated by the physical location of the wheel speed sensors and the actuators. We would also typically be able to make some assumptions about the nature of these nodes and the network between them, based on experience from other systems. However, the final choice of hardware might be made later, as well as the decision whether the main functionality of the ABS will be allocated to a dedicated node or if it will share a node with other subsystems.

This reality of system development being interwoven with target platform specification is however in contrast to the main goals of CBD – component reusability. Components can no longer be developed completely independently without some knowledge of where they are to be
To address these issues, the component model should be able to take into account the target platform, while not sacrificing the reusability of components.

Levels of abstraction

The development of an embedded system or a subsystem typically starts with requirements specification (in a form of use-cases), domain diagrams and basic sketches of the system. These abstract models are then gradually detailed and refined to eventually end up with an implementation. With regard to CBD, the concept of a component throughout the whole development spans between vague and incomplete specification to a very concrete one. In early stages of development, a component may be seen as a functional unit with little specification. For e.g., it may have known behavior, but unknown inner structure. Later on, the component may be detailed and in the end implemented.

With respect to the component model this means that it is necessary to support coexistence of both fully implemented components having well known inner structure, and early design components with unknown inner structure.

3.2 ProCom Design Choices

In designing ProCom, we have aimed at addressing the requirements described above. To handle the differences related to the granularity scale, we distinguish two levels of granularity ProSys and ProSave, which are addressed by different concepts in the component model. ProSys covers the upper part of the granularity scale (i.e., the “big” units), and thus ProSys components are active, relatively independent, and communicate by message passing via explicit message channels. In ProSave, the lower level of granularity, components correspond to constituents of the control functionality (i.e., the “small” units), and therefore they are passive and more tightly coupled. As described later in this chapter, these two component types have different semantics and are also modeled in different ways. Also, the two layers can not be arbitrarily mixed, but they are still integrated since ProSave can be used to detail the internals of an individual ProSys component.
To address the second concern related to the coupling between the software and the target platform, we distinguish between component- and system development. Components define the functionality and specify their requirements on the target platform. We allow components to express their partial assumptions about the platform (e.g., the minimum available memory, required operating system functionality). The system is modeled as a single top-level system component. The detailed specification of the hardware and the platform, as well as the allocation of components to physical nodes, are given by separate models connected with deployment- i.e., they are not part of the component specification. Moreover, similarly to SaveCCM [8] and Robocop [78], a component is considered as “a whole”, i.e., a collection gathering all the information needed and/or specified at different points of time of the development process. That means a component comprises requirements, documentation, source code, various models (e.g., behavioral and timing), predicted and experimentally measured values (e.g., performance and memory consumption), etc., thus making a component a unifying concept throughout the development process.

ProCom covers several levels of abstractness, since components at an early stage can be specified as black boxes, then gradually behavioral models can be associated with them, and finally a concrete source code implementation can be given.

3.3 ProCom: Syntax and Informal Execution Semantics

The following Sections 3.3.1 and 3.3.2 detail the concepts and informal execution semantics of ProSys and ProSave, respectively, and Section 3.3.3 shows the link between the two layers. The complete specification of ProCom is available in [33].

3.3.1 ProSys - the upper layer

In ProSys, a system is modeled as a collection of communicating subsystems. Subsystems execute concurrently, and communicate by asynchronous messages sent and received at typed output and input message ports. The asynchronous communication style is suitable at this level of granularity, since it allows transparent communication between sub-
systems independently of whether they reside on the same or different physical nodes.

**Connecting subsystems**

A system consists of a collection of subsystems and connections from output to input message ports. Message ports are not connected directly, but via *message channels* – explicit design entities representing data that are of interest to more than one subsystem. Multiple message ports (output- as well as input ports) can be connected to the same message channel, allowing n-to-n communication (see Figure 3.3). A benefit of these explicit message channels is that information about a message, such as precision, format and whether it should be available to diagnostic tools, can be associated with the message channel instead of with a port where the message is produced or consumed. This way, it can remain in the design even if, for example, the producer is replaced by another subsystem. Also, since message channels can be introduced before any producer or receiver of the message has been defined, it permits early modeling of the run-time data managed by the system.

![Figure 3.3: Three subsystems communicating via a message channel.](image)

**Primitive and composite subsystems**

A subsystem can be built out of smaller subsystems, thus making ProSys a hierarchical component model. Contrasting such *composite subsystems*, a *primitive subsystem* is realized either directly by non-decomposable units of implementation (such as COTS or legacy subsystems), or by further decomposition in ProSave as described in Section 3.3.2.
3.3.2 ProSave - the lower layer

The ProSave layer targets the detailed design of subsystems allocated to a single physical node and interacting with the system environment through sensors and actuators. On this level, components provide an abstraction of tasks and control loops found in control systems.

A subsystem is constructed by hierarchically structured and interconnected ProSave components. These components are encapsulated and reusable design-time units of functionality, with clearly defined interfaces to the environment. As they are designed mainly to model simple control loops and are usually not distributed, this component model is based on the pipes-and-filters architectural style with an explicit separation between data and control flow. The former is captured by data ports where data of a given type can be written or read, and the latter by trigger ports that control the activation of components. ProSave follows the push-model for data transfers and an input data port always contain the latest value written to it.

Services, groups and ports

A ProSave component is of a collection of services, each providing a particular functionality. The services of a component are triggered individually and can execute concurrently, while sharing only data. A service consists of an input port group containing the activation trigger and the data required to perform the service, and a set of output port groups where the data produced by the service will be available. Figure 3.4 illustrates these concepts.

![Diagram of ProSave component with two services](image)

Figure 3.4: External view of a ProSave component with two services; $S_1$ has two output groups and $S_2$ has a single output group. Triangles and boxes denote trigger- and data ports, respectively.
ProSave components are passive, i.e., they do not contain their own execution threads and cannot initiate activities on their own. So each service remains in a passive (idle) state until its input trigger port has been activated. Once activated, the data input ports are read in one atomic operation and the service switches into an active state where it performs internal computations and produces data on its output ports. Note that a service may produce parts of the output at different points in time, which is useful when the delivery of some data is more time-critical than the rest. When each output group has been activated, the service returns to the idle state again. The data and triggering of an output group of a service are always produced at the same time. Multiple activations of an output group during a single activation of the service is not permitted.

Input data ports can receive data while the service is active, but it would only be available the next time the service is activated. The strict “read-execute-write” semantics of a service simplifies analysis by ensuring that once a service has been activated it is functionally (although not temporally) independent from other components executing concurrently.

In ProCom, the components, their services, ports, subcomponents, etc., can be annotated with various functional and extra-functional characteristics, represented as attributes. The attributes may be as simple as numbers (e.g., static memory usage of a component), but also as complex as intricate models. ProCom uses the Attribute Framework [92] that provides a systematic way of managing and integrating extra-functional properties, during the development of a component, or a system.

**Primitive and composite components**

The functionality of a component can either be realized by code (primitive component), or by interconnected subcomponents (composite component). For primitive components, in addition to a function called at system startup to initialize the internal state, each service is implemented as a single non-suspending C function. Figure 3.5 shows an example of the header file of a primitive component.

**Connecting and composing components**

Turning back to the external and internal view of a ProSave component, the internal view distinguishes between primitive and composite components. Composite components internally consist of subcomponents,
connections and connectors. A connection is a directed edge which connects two ports (output data port to input data port of compatible types and output trigger port to input trigger port) whereas connectors are constructs that provide detailed control over the data- and control flow. The existence of different types of connectors and the simple structure of components makes it possible to explicitly specify and then analyze the control flow, timing properties and system performance.

The set of connectors in ProSave, selected to support typical collaboration patterns, is extensible and will grow over time as additional data- and control-flow constructs prove to be needed. The initial set includes connectors for forking and joining data or trigger connections, or selecting dynamically a path of the control flow depending on a condition. Figure 3.6 shows a typical usage of the selection connector together with or connectors.

![Diagram of selection and or connectors](image)

Figure 3.6: A typical usage of selection and or connectors. When component A has completed executing, either B or C is executed, depending on the value at the selection data port. In either case, component D is executed afterwards, with the data produced by B or C as input.
3.3 ProCom: Syntax and Informal Execution Semantics

ProSave follows the push-model for data transfers and the triggered service always uses the latest value written to each input data port. Since ProSave components can not be distributed, the migration of data or trigger over a connection is loss-less and atomic. However, the trigger signals are not allowed to arrive to any port before all data have arrived to all end destinations. This also holds in case when the data passes through a connector. The formalization of data- and trigger connections we describe in Section 3.4.3.

3.3.3 Integration of layers – combining ProSave and ProSys

The integration of the two ProCom layers allows a primitive ProSys subsystem to be further specified using ProSave. This is done similarly to how composite ProSave components are defined internally – as a collection of interconnected components and connectors – but with some additional connector types to specify periodic activation of ProSave components and to map between the architectural styles (message passing in ProSys and pipes-and-filters in ProSave). Note that these additional connectors can only appear on the topmost level inside a primitive subsystem, i.e., they are not allowed inside composite ProSave components.

Periodic activation is provided by the *clock* connector, with a single output trigger port which is repeatedly activated at a given rate. All clocks are assumed to follow a common conceptual time, but it is not assumed that all clocks produce their first activation simultaneously. To achieve the mapping from message passing to trigger and data, and vice versa, the message ports of the enclosing primitive subsystem are treated as connectors with one trigger port and one data port, when seen from inside the subsystem. An input message port corresponds to a connector with output ports, and whenever a message is received by the message port, the message data is written to the data port and the trigger port is activated. Oppositely, an output message port corresponds to a connector with an input trigger and input data ports. When triggered, the current value of the data port is sent as a message.

In addition to strictly periodic activation, ProCom supports aperiodic activation initiated by external devices. To enable interaction of component-based applications with hardware devices (such as sensors and actuators) ProCom includes a new type of component named *device component* that has the same interface and semantics as all software
components. In difference to typical ProCom components, device components do not provide the ability for the developer to explicitly specify their realization. Since this contribution is outside the scope of the thesis, for more information about managing hardware devices in ProCom, we refer the reader to [74].

### 3.3.4 Example: An Electronic Stability Control System

To illustrate the ProCom component model we use as an example an electronic stability control (ESC) system of a car. The ECS handles sliding caused by under- or oversteering, and contains an ABS subsystem (described earlier) and a traction control (TCS) subsystem, which prevents the wheels from spinning when braking or accelerating. If a car would be modeled in ProCom, the ESC would be one of many subsystems at the top level, together with subsystems for engine control, airbags, climate control, etc. The ESC can be modeled as a composite ProSys subsys-

![Diagram of ESC system](image)

Figure 3.7: The ESC is a composite subsystem, internally modeled in ProSys.
tem, as shown in Figure 3.7. Inside we find subsystems corresponding to specific parts of the ESC functionality (SCS, TCS and ABS). We suppose that the TCS and ABS subsystems are reused from previous versions of the car, while SCS has been added to cope with under- and oversteering. These three subsystems compute responses based on their internal sensors and the speed of individual wheels, which is provided by a dedicated subsystem. Finally, the “Combiner” subsystem is responsible for combining the output of the ABS, TCS and SCS subsystems. The overall brakeage and throttle responses are forwarded to the “Brake valves” subsystem to regulate the braking pressure, and delegated to subsystems outside of the ESC, respectively. The SCS acts as a primitive subsystem on the ProSys level, meaning that it can be realized either directly by code or modeled in ProSave. We have chosen the latter – see Figure 3.8. The SCS contains one periodic activity performed at a frequency of 50 Hz, expressed by a clock connector. Once started, it reads the data from yaw-, lateral- and steering wheel angle sensor. Based on their outputs and the speed of individual wheels (obtained from the latest “Wheels speed” message) it computes the actual direction of the vehicle and the desired direction indicated by the steering wheel. After both computation components have finished, the “Slide detection” component compares their results (i.e., the actual and desired direction) and decides whether or not stability control is required. The last component in the chain computes the actual response of the SCS, which consists of adjustments of brakeage and acceleration.

Figure 3.8: The SCS subsystem, modeled in ProSave.
3.4 Formal Execution Semantics of the ProCom Component Model

In this section we describe the formal execution semantics of the ProCom layers using a higher-level formal language. The semantics description language (see Section 3.4.1) is FSM-like i.e., presents an extension of finite state machine (FSM) notation with necessary constructs as required for formal execution semantics of the elements of ProCom. In Section 3.4.2 we formally define the language. Using this language in Section 3.4.3 we present the actual formalization of selected ProCom architectural elements.

3.4.1 Formalism and graphical notation

**Definition 6. (Formal Definition of the FSM Language).** Let $V$ be a set of variables, $G$ a set of boolean conditions (or guards) over $V$, $B$ the set of booleans, $A$ a set of variable updates, and $I$ a set of intervals of the form $[n_1, n_2]$, where $n_1 \leq n_2$ and $n_1, n_2$ are natural numbers. The FSM language is a tuple $\langle S, s_0, T, D \rangle$, where $S$ is a set of states, $s_0 \in S$ is the initial state, $T \subseteq S \times G \times B \times B \times A \times S$ is the set of transitions between states, in which $B \times B$ represent priority and urgency (described below), and $D : S \rightarrow I$ is a partial function associating delay intervals with states.

The FSM language relies on a graphical representation that consists of the usual graphical elements, that is, states and transitions labeled with guards, priority, urgency, and updates, see first two columns of Figure 3.9. A transition can be either **urgent** or **non-urgent**, and it can have **priority** or no priority. As shown in Figure 3.9, a transition may be decorated with the non-urgency symbol $\ast$, and/or the priority symbol $\uparrow$. Note that, a transition that is not annotated with $\ast$ is urgent. A state can be associated with a delay interval, which is graphically located within the state circle.

Intuitively, the execution of an FSM starts in the initial state. At a given state, an outgoing transition may be taken only if it is **enabled**, i.e., its associated guard evaluates to **true** for the current variable values. If from the current state, more than one outgoing transition is enabled, one of them is taken non-deterministically, and prioritized transitions are preferred over non-prioritized transitions. In case all enabled outgoing
transitions of a state are non-urgent, it is possible to delay in the state. On the other hand, if there are any outgoing urgent enabled transitions, one of them must be taken immediately. Thus, the notions of priority and urgency avoid unnecessary non-determinism among enabled transitions, clarifying the modeling aspects and possibly improving the performance of formal analysis. A state that is associated with a delay interval \([n_1, n_2]\) may be left anytime between \(n_1\) and \(n_2\) time units after it is entered.

<table>
<thead>
<tr>
<th>Informal</th>
<th>FSM</th>
<th>TA</th>
</tr>
</thead>
<tbody>
<tr>
<td>urgent transition</td>
<td>↑</td>
<td>a?</td>
</tr>
<tr>
<td>urgent transition with priority</td>
<td>↑</td>
<td>b?</td>
</tr>
<tr>
<td>non-urgent transition</td>
<td>*</td>
<td>c?</td>
</tr>
<tr>
<td>non-urgent transition with priority</td>
<td>*</td>
<td>d?</td>
</tr>
<tr>
<td>urgent transition with guard (x=5) and update (x:=x+1)</td>
<td>(x:=5) (x:=x+1)</td>
<td>(x:=5) (a?) (x:=x+1)</td>
</tr>
<tr>
<td>initial state</td>
<td></td>
<td></td>
</tr>
<tr>
<td>state</td>
<td></td>
<td></td>
</tr>
<tr>
<td>state with delay interval ([n_1, n_2])</td>
<td>([n_1, n_2])</td>
<td>(\text{clk} = 0) (\text{clk} \geq n_1) (\text{clk} \leq n_2)</td>
</tr>
</tbody>
</table>

Figure 3.9: The graphical notation of the FSM elements and their translation into TA.

In order to form a system, FSMs may be composed in parallel. The semantic state of the composed system is the combined states and variable values of the FSMs. The notions of urgency and priority are applied globally, and time is assumed to progress with the same rate in all FSMs.

### 3.4.2 Formal semantics of the FSM language

We formally define the semantics of our FSM language using timed automata (TA) with priorities [38] and urgent transitions [23] as a seman-
The translation of each FSM element to TA is depicted in Figure 3.9. The FSM language has four kinds of transitions: urgent transition, urgent transition with priority, non-urgent transition, and non-urgent transition with priority. In TA we introduce four channels: $a$, $b$, $c$, and $d$. Channels $a$ and $b$ are urgent, and channels $b$ and $d$ have higher priority than channels $a$ and $c$. Accordingly we map the transitions of FSMs into TA edges labeled with the appropriate channels, as defined in Figure 3.9. The translated TA edges need a timed automaton offering synchronization on the complementary channels (e.g., $a!$ complementary to $a?$), depicted in Figure 3.10.

![Diagram](image)

Figure 3.10: The automaton used for synchronization.

Each FSM state results into a TA location. For every FSM with delay states, a clock $clk_i$ is introduced. Accordingly, an FSM state with delay interval $[n_1, n_2]$ is translated into a corresponding TA location with invariant $clk_i \leq n_2$. The clock is reset on all ingoing edges and the guards of all outgoing edges are conjuncted with $clk_i \geq n_1$.

The system represented by a composition of FSMs can be translated into a network of TA in two steps. First, each FSM is translated into a timed automaton and then all TA are composed into a network together with the automaton of Figure 3.10.

### 3.4.3 Formal execution semantics of selected ProCom architectural elements

In the formalization, each data and message port is represented by a variable with the same type as the port. The variables are storing the latest value written to the ports, respectively. Likewise, a trigger port is represented by a boolean variable determining the activation of that
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port. Ports of composite components are represented by two variables, corresponding to the port viewed from outside and from inside. Accordingly, in the ProCom formalization we assume the following set of shared variables through which the FSMs communicate:

- \( v_d \): variable associated with a data port \( d_i \) of corresponding type.
- \( v_t \): boolean variable associated with a trigger port \( t_i \) indicating whether the port is triggered, default false.
- \( v_m \): variable associated with a message port \( m_i \) of corresponding type.
- \( v'_d \) and \( v'_t \): internal variables for ports of composite components, corresponding to port variables \( v_d \) and \( v_t \), respectively.

We let \( \epsilon \) be the null value of any type indicating that no data is present on a data or message port.

The complete formalization of ProCom is available in [96]. The semantics of all ProCom elements is defined as a translation to the FSM language, and the semantics of an entire ProCom system is defined by the parallel composition of FSMs for the individual constructs.

In the following, we chose the most representative, and semantically challenging, architectural elements of ProCom, and present their formalization. The elements are: services, connections, components, clocks, message ports and message channels.

Services

Assume a ProSave component with one service, say \( S_1 \) and let \( S_1 \) consist of one input port group and two output port groups (Figure 3.11 (a)). The informal execution semantics of a service in ProSave we have described in Section 3.3.2. The formal execution semantics of a service, in this case, \( S_1 \), we describe below and show in Figure 3.11 (b).

Let \( w1 \) and \( w2 \) be boolean variables corresponding to the output port groups, respectively; the variables indicate whether the respective group has been activated or not. By associating boolean variables with the output port groups, we ensure that the groups are written only once during an execution instance of a service. While being in an Execute state a service may yield into the following error scenario:
During execution, a service might try to activate an already activated output port group. This problem is captured by the state Error.

As such, the formal execution semantics, ensures the informal execution semantics described in Section 3.3.2 i.e., the triggering and data of a service is always produced atomically and each of the service output groups can be activated only once before the service returns to the Idle state.

Data and trigger connections

Let us assume the following modeling scenario: three components A, B and C, are interconnected via a Data-Fork connector (see Figure 3.12). The Data-Fork connector is used to split data connections, so data written to the input data port is forwarded to the output ports. When the component A has finished executing, the component B should start executing. However, since the input trigger port of the component B is
directly connected to the output trigger port of the component A, while
the data is not transferred directly, but via a connector, there is a risk
that the trigger signal may reach the component B before the data has
arrived. A scenario in which trigger might arrive before data is prohib-
ited by the formalization that we present bellow.

![Diagram](image)

Figure 3.12: Example of a critical modeling of data and trigger transfer
in ProCom.

![Diagram](image)

Figure 3.13: (a) A ProSave data connection and (b) its formal execution
semantics.

The formal execution semantics of ProSave connections is presented
in Figure 3.13, for data connection between two data ports $d_0$ and $d_1$,
and in Figure 3.14, for trigger connection between two trigger ports $t_0$
and $t_1$.

To ensure that data is transferred prior to trigger, and to avoid un-
desirable consequences otherwise, the transitions in the FSM formalism
Figure 3.14: (a) A ProSave trigger connection and (b) its formal execution semantics.

(Figure 3.13) are associated with priority in the case of data connections. This is also the case in the semantics of all connectors that forward data (detailed in [96]).

Component hierarchy

As we have described in Section 3.3.2, the functionality of a ProSave component can be implemented by a single C function (primitive component) or hierarchically by inter-connected internal components (composite component).

In early stages of development, a component may still be a black box with known behavior, but unknown inner structure. Later on, the component may be detailed and in the end implemented. However, all components follow the same execution semantics. In an early stage of development, when only the behavior of the component is assumed to be known, it is the responsibility of the behavior model to signal the end of execution, and to take care of the internal variables (data and trigger) of a component accordingly. In a later stage of development, when the inner structure of a composite component is known, its formalization is handled by the inter-connected subcomponents. In this case, we assume that there is a virtual controller in charge of signaling when the internal trigger of a component has become false i.e., all subcomponents have returned to the idle state. Consequently, in both cases, the internal variables are left to be modified by the behavior, code or inner realization, but the external variables of a component are always handled by the
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semantics of a service (defined in Section 3.4.3). This emphasizes the fact that, from an external observer’s point of view, there is no difference between early design black box components and fully implemented components.

Linking passive and active components

By definition, ProSave components are passive and they communicate via data exchange and triggering. As mentioned in Section 3.3.3, ProSave components can be used to define the internals of an active ProSys subsystem with some additional connector types: clocks (see Figure 3.15 (a)) and input- and output message ports (see Figure 3.16 (a) and Figure 3.17 (a), respectively).

A ProSave component can be activated by receiving a periodic trigger with appropriate period. The formal execution semantics of a ProSave clock with period $P$ we show in Figure 3.15 (b). Thus, the formal execution semantics complies to the informal execution semantics of a clock, described in Section 3.3.3.

![Figure 3.15: (a) A ProSave clock with period $P$ and (b) its formal execution semantics.](image)

Message ports bridge the gap between the two communication paradigms: pipes-and-filters in ProSave and message passing in ProSys. Each message port acts as a connector with a trigger and data port that may be connected to other ProSave elements. Whenever a message is received, the input message port writes this message data to the output data port, and activates the output trigger. Similarly, whenever the trigger from an output message port is activated, the output message port sends a message with the data currently present on its input data port.

We assume the following:
• tododata(): is a function that translates messages into data.
• tomESSAGE(): is a function that translates data into messages.

Given the above, the formal execution semantics of an input message port and an output message port can be described as in Figure 3.16 (b) and Figure 3.17 (b), respectively.

---

Message channels

Let \( ch \) be a message channel that connects one output message port \( m_0 \) and two input message ports \( m_1 \) and \( m_2 \) (presented in Figure 3.18 (a)), and assume the following.

• \( \text{buff}_i \): is an unbounded buffer of messages, with operations 'insert()' and 'remove()'.

---

Figure 3.16: (a) A ProSave input message port and (b) its formal execution semantics.

Figure 3.17: (a) A ProSave output message port and (b) its formal execution semantics.
3.5 Summary

- A message can not be removed more than once, and only a message that was previously inserted into the buffer can be removed from it.
- The operation 'remove()' removes a message from the buffer and writes it to corresponding port variable \( v_{mi} \).

Then, the formal execution semantics of connecting input/output message port(s) to a message channel we present in Figure 3.18 (b). Note that the defined formal execution semantics represents the weakest possible behavior of a message channel such that any further refinement e.g., buffer as FIFO etc., must satisfy the above defined behavior. The detailed behavior is undefined regarding individual message values (e.g., ordering, duration of stay in buffer etc).

![Diagram](image)

Figure 3.18: (a) Graphical representation of connecting message ports to a message channel and (b) formal execution semantics.

3.5 Summary

In this chapter, we have presented ProCom, a component model for control-intensive distributed embedded systems. The model takes into account the most important characteristics of these systems and consistently uses the concept of reusable components throughout the development process, from early design to deployment. A characteristic feature of the domain we consider is that the model of a system must be able to provide both a high-level view of loosely coupled subsystems and a low-level view of control loops controlling a particular piece of hardware. To address this, ProCom is structured in two layers (ProSys
and ProSave). At the upper layer, ProSys, components correspond to complex active subsystems communicating via asynchronous message passing. The lower layer, ProSave, serves for modelling of primitive ProSys components. It is based on primitive components implemented by C functions, and explicitly captures the data transfer and control flow between components using a rich set of connectors. To illustrate the ProCom component model we have used as an example an electronic stability control system of a car.

In order to rigorously describe the semantics of the ProCom elements, and to provide support for formal analysis, we have introduced a small, but powerful FSM language. The FSM language builds on standard FSM, enriched with finite domain integer variables, guards and assignments on transitions, notions of urgency and priority, as well as time delays in locations. Its formal semantics is expressed in terms of TA with priorities and urgent transitions, as shown in Section 3.4.2. The FSM language has graphical appeal and it is simpler than the corresponding TA model, as it abstracts from real-valued variables and synchronization channels. Moreover, thanks to the TA formal semantics, the FSM models of ProCom systems can be analyzed in a dense-time underlying framework, as well as in a discrete-time one, since TA has been recently given a sampled semantics [5]. Hence, tools, such as UPPAAL, can be employed for early-stage verification of ProCom models, whereas discrete-time model-checkers, such as DTSpin [29], could be used for later-stage analysis, as a sampled time semantics is closer to the actual software or hardware system with a fixed granularity of time, and can become appealing at later stages of design.

Using the FSM language, we have described in detail how the design constructs for services, data and trigger connections, component hierarchies, passive and active components, and message channels of ProCom have been formalized in this manner. These elements we have deliberately chosen, since they represent the different types of design elements in the language, and expose the encoding techniques used in the ProCom – FSM translation.
Chapter 4

\textbf{REMES: A Behavioral Model for Embedded Systems}

We pointed out in Chapter 1 that embedded systems are not only coupled by the physical world, but that they are also constrained by the physical capacities of their underlying hardware and/or software platforms. Hence, these systems are typically resource constrained, and analysis of the embedded system’s resource usage at an early design stage is extremely desirable. First, it allows for carrying out a potentially large number of design experiments, without increasing cost. Second, it may guide designers in making correct decisions, such as selecting the right components from a repository, or choosing among various admissible design models. Both of these point to a need for a modeling language and analysis techniques that will treat resources as first class entities.

In this chapter, we introduce the model \textsc{Remes} \cite{[91]} (see Section 4.1) for formal modeling and analysis of embedded resources, such as storage, power, communication, and computation. The model is annotated with both discrete and continuous resources. It is in fact a state-machine based behavioral language with support for hierarchal modeling, continuous time, and a notion of explicit entry and exit points, making it suitable for component-based modeling. The analysis of \textsc{Remes}-based systems (see Section 4.2) is centered around a weighted sum in which
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the variables represent the amounts of consumed resources. We describe a number of important resource related analysis problems, including feasibility, trade-off, and optimal resource-utilization analysis. In order to be able to formally analyze REMES compositions, in Section 4.3, we semantically translate REMES models in the framework of priced timed automata. To illustrate the approach, in Section 4.4, we describe an example in which REMES has been applied to model resource usage of a temperature control system.

4.1 REMES: Syntax and Execution Semantics

In order to model resources at a high-level of abstraction in an effective way, we need to understand their behavior. Hence, in this section, we first define the resources of interest and then introduce the REMES model intended for functional, timing, as well as resource-wise description of embedded systems.

4.1.1 Classes of resources

We consider resources as global quantities of finite size. We refer to the consumption of a resource \( c \) as being the accumulated resource usage up to some point in time, whereas the derivative of \( c \), denoted \( ˙c \), is the rate of consumption over time. Resource consumption can be of discrete or continuous nature, depending of how the respective resource is used over time. Since we are aiming for a general, yet comprehensive resource characterization, we also consider resources as being either referable or non-referable, depending on the way they are assigned. A classical example of referable resource is memory. Memory can be dynamically allocated, deallocated, addressed, and manipulated during run-time. However, modeling and checking properties of referable memory is outside the scope of this thesis.

Taking all these into consideration, Table 4.1 shows three identified resource classes and their characteristics of interest. Resource consumption for resources that belong to class C is continuous, contrary to the discrete resource consumption nature for the resources from class A and B. The consumption of the CPU can be modeled by a discrete variable, denoting the number of accumulated clock ticks, or by a continuous vari-
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<table>
<thead>
<tr>
<th>Resource Class</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (e.g., memory)</td>
<td>discrete: $\dot{c} = 0$ referable</td>
</tr>
<tr>
<td>B (e.g., CPU, bandwidth)</td>
<td>discrete: $\dot{c} = 0$ non-referable</td>
</tr>
<tr>
<td>C (e.g., CPU, energy, bandwidth)</td>
<td>continuous: $\dot{c} = n$, $n \in \mathbb{Z}$ non-referable</td>
</tr>
</tbody>
</table>

Table 4.1: Resource classes/characteristics

able, which encodes the processor load (that is, the derivative describes, e.g., how many tasks are starting execution, every time unit). Accordingly, CPU may be in class B or C (same applies to bandwidth). In our approach, any continuous resource can be assigned either discretely, or consumed in time at some rate, whereas a discrete one can only be allocated/deallocated by an instantaneous assignment statement. Only the resources from class A are referable and can be dynamically manipulated. Please note that we do not claim that such a resource classification is unique, but that it rather serves our modeling purposes.

4.1.2 Introducing Remes

Our REsource Model for Embedded Systems (Remes), that we have introduced in [91], describes the resource-wise behavior of interacting embedded components that communicate both with one another, as well as with the environment (e.g., through a trigerring signal). Remes is inspired by the modeling language Charon [13], used for specifying embedded systems as communicating agents. The salient point of Remes is introducing resources as primitive types in the language, as well as additional constructs that facilitate modeling (real-time) component-based system behavior, and are deemed popular to system designers. There are also other syntactic and semantic differences from Charon, which will be apparent in the following.

In Remes, the internal behavior of a component is described by a mode. We call a mode atomic if it does not contain any submode, and composite if it contains a number of submodes (see Figure 4.1). In addition, there is also a special type of mode called non-lazy whose semantics will be described in the following. The hierarchy can be of arbitrary
depth, although in this chapter we show the implementation of a two-level hierarchy only. Like in CHARON, the data is transferred between modes via a well-defined data interface, that is, typed global variables, whereas the (discrete) control is passed through a well-defined control interface consisting of entry and exit points. Observe, in Figure 4.1, that the entry and exit points are intuitively labeled, respectively. A mode, be it atomic or composite, has a “run-to-completion” semantics, so it cannot be interrupted from execution, and internal loops are not allowed as such; however, the possible interleavings between computations of one composite mode, and another’s can be controlled via history variables, whereas iteration is possible by introducing two kinds of exit points: Write, and Exit. Assuming an architectural model supporting the system’s description, the Write point serves for modeling both internal mode computations that are resumed until the Exit is reached, which signals termination, but also continuously active behaviors (corresponding to active components), which might never terminate. A mode describing active behavior can also be exited through the Exit point. Assuming a composite mode that has finished one execution round by visiting the Write point, then the history variable, can specify the submode that the execution of that composite mode should resume from. As such, the history variable \( h \) of a composite mode \( M \) may contain the names of the submodes of \( M \) as values.

The variables of mode \( M \) are partitioned into local variables, \( (L_M) \), and global variables \( (G_M) \). Interface variables, \( I_M \subseteq G_M \), are a subset of global variables, and model variables that are mapped to an interface port and come from the assumed architectural system model. Variables can be of types boolean, natural, integer, float, array, string, list, clock that specifies continuous variables evolving at rate 1, and of special type resource, which are nonnegative real-valued variables that model continuous resource behavior. Resource variables are of type: processor load (CPU), energy (eng), bandwidth (bdw), memory (mem), and communication ports. The global variables are shared among all system modes and are in turn partitioned into read variables, \( R_{GM} \), and write variables, \( W_{GM} \), such that \( G_M = R_{GM} \cup W_{GM} \), and \( R_{IM} \subseteq R_{GM} \), \( W_{IM} \subseteq W_{GM} \).

**Read/Write Variable Access.** The local variables of \( M, L_M \), can not be read or written by other modes, the set \( W_{GM} \), written by \( M \) can be read by other modes, whereas the set \( R_{GM} \) may be written by other modes. The sets \( W_{GM} \) and \( R_{GM} \) respectively, need not be disjoint;
concurrent access to common write variables of modes can be regulated by specifying certain synchronization protocols in the Remes model, as described in Section 4.1.3.

![Figure 4.1: A Remes Composite Mode.](image)

The atomic modes Submode 1, Submode 3, and Submode n in Figure 4.1 are annotated with their respective resource-wise continuous behavior, assuming that the corresponding component is consuming resources ($r_1 : \text{CPU}, r_2 : \text{eng}$) belonging to class C. Such consumption is expressed by the first derivatives of the typed resource variables, respectively, that is, $r_1', r_2'$, which give the rates at which the composite mode consumes the resources in time, depending on the executing submode.

For a composite mode, the control flow is given by a set of directed lines, called *edges*, which connect the control points of the submodes, or of the composite mode and its submodes. For example, in Figure 4.1, the composite mode takes the edge labeled $A_0$, in order to enter Submode 1, after initialization, and similarly, edge labeled $A_1$ to further enter Submode n.
REMES supports two types of actions, \textit{delay/timed} actions and \textit{discrete} actions. A delay action describes the continuous behavior of the mode, and its execution does not change the mode. The delay/timed actions are not visible in a REMES model, but they are usually constrained by the differential equations that annotate the modes, and they represent the solutions of such equations. Observe that Submode 2 has an urgent flag (decorated with letter \textit{U}) equal to \textit{true}, meaning that such a mode exits right-away after its activation, without any delay. Such modes are called \textit{urgent}. On the other hand, discrete actions are instantaneous actions, and they are represented as annotations of the edges. Executing a discrete action results in a mode change, by taking the outgoing edge starting from the mode’s exit point.

A discrete action $A = (g, S)$ is a statement list prefixed by a boolean expression, with $g$ called the \textit{action guard}, and $S$ the \textit{action body}, that is, the statement (assignment, conditional statement etc.) or sequence of statements that must be executed once the corresponding edge has been taken. We say that a discrete action $A$ is \textit{enabled}, hence it could be executed, if its corresponding guard $g$ evaluates to \textit{true} at some point in time. A discrete action is called \textit{always enabled} if its guard always holds, and \textit{empty} if its body does not change any of the mode variables (in such cases, the action body can be omitted).

In addition, one needs to specify for how long a (sub)mode is executed, so an \textit{invariant}, e.g., $\text{Inv}_1, \ldots, \text{Inv}_n$, that is, a predicate over continuous variables, captures such a timing constraint. Once the invariant stops to hold, the mode is exited by taking one of the outgoing edges. Observe, in Figure 4.1, that Submode 3 does not contain any invariant (and has an urgent flag \textit{false}) to specify how long it is allowed to delay in that mode. Such modes, we call \textit{non-lazy} modes. Time is allowed to pass in a non-lazy mode until at least one of the guards of the outgoing discrete actions evaluates to \textit{true}, in which case that action is executed right away. As such, in order to ensure the exit of a non-lazy mode, the disjunction of the action guards associated to the outgoing edges of that mode should always eventually become true.

Similar to Statecharts \cite{53}, REMES provides a \textit{conditional connector} (depicted by C in Figure 4.1), which allows the selection of an outgoing edge, out of two or more possible ones, via the guarding boolean conditions (guards $g_1, g_2, \ldots, g_n$) of the discrete actions that correspond to the edges exiting the conditional connector. For a discrete action to be possibly executed, the component must be in the right mode and the
corresponding guard must evaluate to true. If none of the guards evaluates to true, then no discrete action is executed and the component remains in its current mode, performing delay actions. If more than one action guards are true, then one of the enabled discrete actions could be executed non-deterministically.

Besides ordinary edges, for clarity, we distinguish for the composite mode the *init edges* that connect the init point of the composite mode with the entry point of a submode (e.g., annotated with action $A_0$ in Figure 4.1), and *write edges* that end up in the Write point (e.g., decorated with $(\text{not } g_n, S'_n)$).

The control points of submodes are connected by edges, such that the termination of the internal behavior of the composite mode is ensured. Internal cycles/loops are forbidden as such, yet iterative internal computation of a mode is modeled by execution rounds that end up in the Write exit, until termination occurs and the computation finishes by visiting the Exit point, provided that the respective action guard holds. Whenever an execution of a REMES composite mode would return to an already visited submode, the composite mode is exited through its Write point, and the control state of that mode is recorded into its local history variable. Then the composite mode is automatically reentered, and the control state of that mode is restored according to the value of the history variable.

**Definition 7. (Formal Definition of a Composite Mode).** A mode $M$ is defined as a tuple:

$$(SM, V, In, Out, E, RC, Inv, CC),$$

where: $SM$ is the set of submodes, $V$ is the set of variables, $In$ is the set of entry control points, $Out$ is the set of exit control points, $E$, the set of edges, $RC$, the set of resource constraints that define the admissible values for the consumption rates of the involved resources in class $C$, $Inv$ is the set of invariants, and, finally, $CC$ is the set of conditional connectors. For the submodes of $M$, the following condition should hold:

$$G_{SM} \subseteq L_M \cup G_M,$$

for a local variable of a mode to be accessible only in its submodes, and not anywhere else.

In the particular case of the sets $SM$ and $CC$ being the empty set i.e., $SM = \emptyset$ and $CC = \emptyset$, we get the definition of an atomic mode.
Informal Execution Semantics of a Mode. The top-level mode (of a composite mode), which is activated when a corresponding event is received, enters execution for the first time through the special Init entry point, after initializing the global variables, accordingly. After that, the mode is re-entered through control point Entry.

A mode can execute either a discrete step, by a discrete action, or a continuous step, via a delay action, with such steps alternating as dictated by the urgency of the mode. When executing a continuous step, the mode follows a continuous path that satisfies the resource constraints (RC). When the mode invariant is violated, the mode must execute an outgoing discrete step. A discrete step of a mode is a finite sequence of discrete steps of the submodes, that is, a sequence of executing discrete actions. A discrete step begins in the current mode and ends either at the entry point of a submode, or when it reaches the current mode’s exit point, meaning that the current mode has passed control to some other mode.

The fact that a mode can pass control is ensured by the closure construction: each exit point of a mode is either connected to the exit point of the composite mode, or deterministically connected to an entry point of another mode that eventually leads to the composite mode’s exit.

For example, in Figure 4.1, the execution of CompositeMode proceeds as follows: after initialization, the discrete step corresponding to $A_0$ is executed, after which a sequence of continuous steps is executed, until the invariant $Inv_1$ fails to hold; alternatively, in case $A_1$’s guard evaluates to true, the mode could take a discrete step and entry Submode n. Next, a similar sequence follows, while the mode executes Submode n. When $Inv_n$ does not hold anymore, the mode takes a new discrete step corresponding to either discrete action ($not \ g_n, S'_n$) if ($not \ g_n$) holds, or to discrete action ($g_n, S_n$) if $g_n$ holds. In case ($not \ g_n$) holds, CompositeMode is exited through its Write point, meaning it will be automatically reentered without waiting for an activation from the outside. In case $g_n$ holds, CompositeMode will be exited through its Exit point, and will wait for reactivation from the environment. The next time when the control is passed to CompositeMode, a discrete step corresponding to $A_C$ is taken and the selection of a possible path is made through the conditional connector, etc.
4.1.3 Composition of REMES models

Sequential composition

The sequential composition of modes basically reduces to passing control from the source mode to the destination mode by connecting the exit point of the former with the entry point of the latter, as well as transferring data and triggering information via the global, and interface variables, respectively.

Parallel composition

REMES atomic modes and composite modes can be composed in parallel with each other. The parallel modes can execute concurrently, by interleaving actions, whereas the submodes can never execute in parallel; they simply obey the strict execution order imposed by the control flow.

Like in CHARON, if $M$ is a composite mode, and $sm \in M$ is the variable ranging over the constituent submodes, we have: $L_M \subseteq \bigcup_{sm \in M} G_{sm}$, and $G_M = \bigcup_{sm \in M} G_{sm} - L_M$. The mode composition is defined as follows.

**Definition 8. (Parallel composition).** Assume Mode$_A$ and Mode$_B$ are two REMES (atomic or composite) modes. Then, the composition Mode$_D =$ Mode$_A ||$ Mode$_B$ is the mode with the set of local variables $L_{Mode_D} = L_{Mode_A} \cup L_{Mode_B}$, the set of write variables $W_{Mode_D} = W_{Mode_A} \cup W_{Mode_B}$, the set of read variables $R_{Mode_D} = R_{Mode_A} \cup R_{Mode_B}$, and the top-level mode given by $(Mode_A \cup Mode_B)$. Assuming the abstract resources CPU and bandwidth are used by both Mode$_A$ and Mode$_B$, the following holds for Mode$_D$: $cpu_{Mode_D} = \max(cpu_{Mode_A}, cpu_{Mode_B})$ and $bdw_{Mode_D} = \max(bdw_{Mode_A}, bdw_{Mode_B})$. On the other hand, for memory and energy resources, the following is true: $mem_{Mode_D} = mem_{Mode_A} + mem_{Mode_B}$ and $eng_{Mode_D} = eng_{Mode_A} + eng_{Mode_B}$.

In Definition 8, the parallel composition of composite modes subsumes the reunion of all the constituent submodes, corresponding edges and associated actions.

Parallel composition with a synchronization protocol

Let Mode$_A$ and Mode$_B$ be two composite REMES modes that want to update the global variables $gv_i$ and $gv_j$, and $gv_i$ and $gv_k$, respectively.
When parallel composing REMES modes, one has to deal with the scenario, illustrated in Figure 4.2, in which $\text{Mode}_A$ and $\text{Mode}_B$ contain edges that might concurrently require access to the global variable $gv_i$.

Figure 4.2: $\text{Mode}_A$ and $\text{Mode}_B$ might concurrently require access to global variable $gv_i$.

To solve the problem presented in Figure 4.2, we need to implement a mutual exclusion protocol on the modeling level in REMES. Therefore, we:

1. extend the set of global variables of REMES modes, defined in Definition 7, with a set of lock variables, and

2. introduce a new parallel composition operator ($\#$) that ensures correct access to global variables, without employing additional communication between modes.

Additionally, we replace every mode that requires access to a global variable with its more detailed version, and we introduce controllers for regulating access to global variables. The composition

$$\text{Mode}_E = \text{Mode}_A \# \text{Mode}_B$$

we call parallel composition with a synchronization protocol of $\text{Mode}_A$ and $\text{Mode}_B$.

**Definition 9. (Parallel composition with a synchronization protocol).** Given two composite REMES modes $\text{Mode}_A$ and $\text{Mode}_B$, sets of global variables $G_{\text{Mode}_A} = \bigcup_{i=1}^n gv_i$ and $G_{\text{Mode}_B} = \bigcup_{j=1}^m gv_j$. Then, the composition $\text{Mode}_E = \text{Mode}_A \# \text{Mode}_B$ is the parallel composition of $\text{Mode}_A$, $\text{Mode}_B$, the set of controllers $\text{Controller}_{gv_i}$ and the set of controllers $\text{Controller}_{gv_j}$, with the set of global variables $G_{\text{Mode}_E} = G_{\text{Mode}_A} \cup G_{\text{Mode}_B}$, the set of lock variables $K_{\text{Mode}_E} = K_{\text{Mode}_A} \cup K_{\text{Mode}_B}$, and the set of shared variables $S_{\text{Mode}_E} = G_{\text{Mode}_E} \cup K_{\text{Mode}_E}$, such that $f : G_{\text{Mode}_E} \to K_{\text{Mode}_E}$ is a bijection that assigns locks to global variables.
Observe, in Figure 4.3, that Mode$_A'$ is a more detailed version of Mode$_A$. Let us assume that after visiting Submode$_1$, Mode$_A$ executes a discrete step in which it updates the global variables $g_{v_i}$ and $g_{v_j}$, and that Mode$_A$ accesses these variables also in its Submode$_2$. This part of the behavior from Mode$_A$ we replace in Mode$_A'$ with a set of modes and edges (see the shaded parts in Figure 4.3 (b)). Mode$_A'$ requires access to the global variables $g_{v_i}$ and $g_{v_j}$ by setting the boolean variables $req_{g_{v_i}}$ and $req_{g_{v_j}}$ to true, and adding the name of the mode in the waiting list $wait_{g_{v_i}}$ and $wait_{g_{v_j}}$, respectively. Then, Mode$_A'$ waits in the non-lazy mode Wait until the locks for both $g_{v_i}$ and $g_{v_j}$ are assigned to Mode$_A'$, and enters the mode CriticalSection where the values of $g_{v_i}$ and $g_{v_j}$ are updated. CriticalSection is a composite mode that can consist of one or more submodes, depending on the behavior of Mode$_A$. It contains all the submodes of Mode$_A$ that access $g_{v_i}$ and $g_{v_j}$ until their locks are released. For example, if Mode$_A$ finishes accessing $g_{v_i}$ and $g_{v_j}$ after visiting Submode$_2$ then the mode CriticalSection of Mode$_A'$ will contain only Submode$_2$. Mode$_A'$ releases the locks of $g_{v_i}$ and $g_{v_j}$ after exiting CriticalSection.

Figure 4.4 depicts the REMES mode modeling the behavior of a controller that regulates the access to the global variable $g_{v_i}$. Controller$_{g_{v_i}}$ can be executed when there is a mode that requires access to the variable $g_{v_i}$ (i.e., when $req_{g_{v_i}}$ evaluates to true). When the list of modes requiring
access to $g_{vi}$ is not empty, $Controller_{gvi}$ assigns $k_{gvi}$ to the first mode in the list waiting to gain access to the variable $g_{vi}$. Note that the way the locks are assigned in $Controller_{gvi}$ is first-come-first-served. However, other lock assignment protocols can be modeled, if needed (such as priority locking). After assigning the lock to a certain mode $Controller_{gvi}$ waits in the non-lazy mode $WaitCS$ until the lock is released. When the lock gets released (i.e., $release_{gvi}$ becomes true) the mode that used the lock is removed from the waiting list $wait_{gvi}$ and $Controller_{gvi}$ is exited. $Controller_{gvi}$ sets $req_{gvi}$ to false when the list $wait_{gvi}$ is empty i.e., when there is no longer mode requiring access to $g_{vi}$.

4.2 Formal Analysis of Remes Models

4.2.1 Analysis model for Remes

Assume a set of resources $R_1, \ldots, R_n$ that a set of Remes modes have access to. Our main goal is to analyze various scenarios of the system’s resource usage, and be able to compute, e.g., the maximum or minimum amounts of needed resources for guaranteeing correct resource-wise system behavior. Intuitively, this problem reduces to a scalar problem if one constructs a weighted sum of all resource consumptions, which should then be minimized, maximized, or manipulated in order to compute trade-offs. Consequently, we propose the following function as the analysis model for Remes:

$$r_{tot} \overset{\text{def}}{=} w_1 \times r_1 + w_2 \times r_2 + \ldots + w_n \times r_n,$$
where variable \( r_{\text{tot}} \) represents the total consumption of resources \( R_1, \ldots, R_n \), and variables \( r_1, \ldots, r_n \) denote the accumulated consumption of \( R_1, \ldots, R_n \), respectively. The constants, \( w_1, \ldots, w_n \) (weights), represent the relative importance of \( r_1, \ldots, r_n \). The values of the weights\(^1\) are a subjective matter; the way they are chosen depends both on the application and on the analysis goals. For example, in designing a heavily resource-constrained soft real-time embedded system that might tolerate lateness at the expense of quality of service, in order to determine trade-offs between memory consumption and (execution) time, one can assign higher weight to memory than to time.

In order to be able to analyze REMES compositions, formally, we need a semantic translation of the model. If we consider resource consumptions \( r_1, \ldots, r_n \) as cost variables \( c_1, \ldots, c_n \), we can use the framework of Priced Timed Automata (PTA) as the underlying semantic representation.

Informally, in its simplest form, transforming parallel composition of REMES modes into a network of PTA is quite straightforward: the syntactic REMES element of an edge corresponds to an edge in PTA, whereas the REMES semantic discrete step is a discrete transition in PTA’s semantics. An atomic submode represents a PTA location, conditional connectors are removed in the transformation, and global variables of top-level modes are added to the set of global variables of the network of priced timed automata. The formal translation of two-level hierarchical REMES modes into a network of PTA, we introduce in Section 4.3. In the rest of this section, we formalize some of the main analysis goals that we are interested in.

### 4.2.2 Feasibility analysis

Component-based feasibility analysis reduces to checking whether the accumulated values of the resources consumed/used during all possible system behaviors are within the available resource amounts provided by the implementation platform. For resources like non-referable memory and energy, the composition of individual resource consumptions of REMES components is additive.

If one considers the PTA model of Definition 4 as the semantic translation of a REMES model, feasibility goals can then be formalized as the

---

\(^1\) Actual values for resource weight constants \( w_1, \ldots, w_n \) are defined in a model separate from REMES, explained in Appendix C.
following WCTL properties that the PTA model can be checked against:

\[
\begin{align*}
AF_{\text{cost} \leq n} v & \quad (4.1) \\
AG(q \Rightarrow AF_{\text{cost} \leq n} v) & \quad (4.2) \\
E F_{\text{cost} \leq n} v & \quad (4.3) \\
AG(q \Rightarrow EF_{\text{cost} \leq n} v) & \quad (4.4)
\end{align*}
\]

where \(G\) and \(F\) are the WCTL temporal operators “always” and “eventually”, respectively \([32]\).

The above properties are in fact liveness properties (4.1), (4.2), (4.4), and a reachability property (4.3), indexed by cost constraints. The first two properties specify strong feasibility: property (4.1) requires that for all execution paths, the target location \(v\) is eventually reached within a total cost of \(n\) that can model the available resources provided by the platform; property (4.2) states that, for all paths, it is always the case that, once \(q\), the cost of eventually reaching \(v\) will be no more than \(n\), regardless of how \(v\) is reached. We say that property (4.3) models weak feasibility: the target location \(v\) may be reached within a total cost of \(n\). Finally, property (4.4) states that for all paths, it is always the case that once a location \(q\) is reached, there exists a way by which \(v\) will be eventually reached within cost \(n\). We call this last property live feasibility. However, model-checking WCTL formulae is decidable just for one-clock priced automata \([31]\). For other PTA, one can only verify reachability properties of the form given by (4.3).

Assuming that the cost function equates to \(\text{cost} = w_1 \times c_1 + \ldots + w_n \times c_n\), and \(c_1, \ldots, c_n\) are constants, the feasibility checks of the above properties involve a single cost variable that represents the accumulated resource consumption of all resources of interest, regardless of the class they belong to. Hence, semantically, the various resources become undistinguishable in these cases.

### 4.2.3 Optimal and worst-case resource consumption

Optimal and worst-case resource consumption analysis require (symbolic) algorithms on PTA, which compute the cost of the “cheapest”, and/or most “expensive” trace that will eventually reach some goal. The optimal/worst-case resource consumption problem reduces to minimizing/maximizing the one-cost function \(\text{cost} = w_1 \times c_1 + \ldots + w_n \times c_n\), such that a given reachability, or liveness property is satisfied.
4.2 Formal Analysis of Remes Models  

Finding the optimal/worst-case resource consumption values to attain such goals calls for synthesis algorithms of minimal/maximal reachability costs for PTA, which have been proposed by Larsen and Rasmussen [73]. Similar to the feasibility case, only optimal/worst-case reachability costs can be synthesized by a model-checker. Later, we show how such a cost-optimal trace can be actually computed in the examples of Sections 5.3 and 7.4.

A considerable verification challenge arises in case some of the edge prices are negative, so that cost becomes a non-monotonically increasing cost function. In such situations, the usual branch-and-bound symbolic reachability algorithms, for PTA, cannot be applied as such anymore, since minimal/maximal reachability analysis requires a monotonically increasing cost function. The optimal- and worst-case-cost reachability problems have been theoretically solved even when negative costs are involved [30].

The tool used for verifying optimal resource consumption properties is Uppaal Cora, where one could check, e.g., the relevant reachability property, $E F v$, while the tool calculates the minimum cost, in terms of resource exemption, “paid” to satisfy the property.

4.2.4 Trade-off analysis

Minimization of memory usage plays a major role in the design of embedded systems. Limited memory is one of the dominating constraints for many advanced embedded systems. However, while trying to minimize memory consumption, one might be forced to increase the execution time of real-time components beyond acceptable limits, that is, limits that, if exceeded, would make the set unschedulable.

As such, for a given Remes model, we may have more than one property to satisfy simultaneously, and we want to know whether it is possible to satisfy all of them, although they might be subjected to apparently conflicting constraints. In such cases, there should be possible to compute a trade-off between the considered resource consumptions.

Computing a trade-off between memory and execution time, or between any resource belonging to classes A and B, or A and C, or B and C of Table 4.1, could be done in PTA, by employing a single-cost function. The trade-off could then be achieved by varying the weights $w_1, \ldots, w_n$, accordingly.

In some other cases, e.g., when one needs to compute trade-offs
between consumption of resources belonging to class C, the function 
\[ \text{cost} = w_1 \times c_1 + \ldots + w_n \times c_n \]
becomes a multi-cost function that lets one distinguish between various types of resources (e.g., between energy and CPU). This forces one to carry out the analysis on MPTA, rather than on PTA.

Assuming energy and CPU as the resources of interest, we want to determine which are the simultaneously achievable pairs of costs \((w_{\text{eng}} \times c_{\text{eng}}, w_{\text{cpu}} \times c_{\text{cpu}})\) such that energy consumption is minimized, while CPU consumption remains bounded from above. Such synthesis of cost pairs, which can be seen as a variant of trade-off analysis, can be achieved by applying \textit{optimal conditional reachability} algorithms on MPTA [72], while considering \(c_{\text{eng}}\) as the primary cost and \(c_{\text{cpu}}\) as the secondary cost. Larsen and Rasmussen have proved that such problems are decidable for MPTA [72].

Alternatively, one could perform a feasibility-like check, by requiring that the following WCTL property is satisfied:

\[ EF_{(w_{\text{eng}} \times c_{\text{eng}}) \leq n} (v \land (w_{\text{cpu}} \times c_{\text{cpu}}) \leq m) \]

The formula states that the accumulated weighted CPU usage will not be more than \(m\) ticks at location \(v\), while \(v\) may be reached by consuming no more than \(n\) weighted energy units.

### 4.3 Transforming REMES Modes into a Network of (Priced) Timed Automata

In this section we introduce all the rules that describe the way in which we transform REMES modes into priced timed automata. Note that the current transformation rules cover two-level hierarchy only.

The terminology used in this section is as follows. We call a mode \textit{atomic mode} if it is a stand-alone mode, and \textit{atomic submode} if it is part of a composite mode. The transformation differs when transforming an atomic REMES mode, and when transforming an atomic REMES submode, which will be clarified in the following.

We divide this section into three parts. Firstly, we define how to transform an atomic mode into a priced timed automaton. Secondly, we define how to transform a composite REMES mode that contains a number of atomic submodes into a priced timed automaton. Thirdly,
we introduce the definition for transforming a parallel composition of Remes modes, be they atomic or composite, into a network of priced timed automata.

**Transforming an atomic mode into a priced timed automaton.**
To demonstrate the difference between transforming an atomic mode into a priced timed automaton, and transforming an atomic submode, we present the result of the transformation in Figure 4.5. When transforming an atomic mode (see Figure 4.5(a)), the transformation will create an automaton augmented with an additional initial location Start and two edges – one representing the system startup activated on trigger $a_1$ (Start $\xrightarrow{a_1?} \text{AtomicMode}$), and one to reactivate the mode once it has been exited and to synchronize with another mode on its exit, i.e., via trigger $a_2$ (AtomicMode $\xrightarrow{a_2!} x:=0 \text{AtomicMode}$). This synchronization information comes from the system architecture, and will be discussed later.

![Figure 4.5: Transforming a Remes atomic mode and a Remes atomic submode into a priced timed automaton: (a) for an atomic mode, (b) for an atomic submode.](image)

Figure 4.5(b) shows the transformation result of an atomic submode – the atomic submode is mapped to a location in a priced timed automaton corresponding to the composite mode, and the exit edges of the atomic submode are mapped to edges originating from this location in the automaton. The invariant of this location is in fact the invariant of the submode. The assigned cost of the delay in that location represents the resource consumption of the submode (expressed as a differential equation annotating the atomic submode). For an illustra-
tion, observe Figures 4.6(a) and 4.6(b). The submode SubMode2 has an invariant $x \leq C$, and resource consumption rate $\text{res}2' = 10$, and the corresponding location SubMode2 in Figure 4.6(b) is annotated with an invariant $x \leq C$, and with a cost-rate for delaying in that location $\text{cost}' = \text{wres}2 \times 10$.

**Definition 10. (Transforming an atomic mode into a priced timed automaton).** Let $M = (V_m, \text{In}, \text{Out}, E_m, \text{RC}, \text{Inv})$ be a REMES atomic mode, and $T = (L, l_0, X, V_t, \text{Act}, E_t, P)$ be a priced timed automaton corresponding to $M$. We assume that the mode $M$ contains only one clock $x$, and accordingly the corresponding set of clocks in the automaton $T$ is $X = \{x\}$. We assume as well that the set of data variables of type integer, boolean or array of the mode $M$ is $V_{dm}$, where $V_{dm} \subseteq V_m$.

The result of the transformation is a priced timed automaton $T$ with a set of clocks $X = \{x\}$, a set of data variables $V_t = V_{dm}$, an initial location $l_0 = \text{Start}$, and a location AtomicMode representing the mode $M$. Hence $L = \{\text{Start, AtomicMode}\}$. The set of automaton’s edges is $E_t = \{e_{\text{init}}, e_{\text{loop}}\}$, where $e_{\text{init}}$ is an initialization edge connecting locations Start and AtomicMode (see Figure 4.5(a)), and $e_{\text{loop}}$ is a loop edge, as follows:

\[
\begin{align*}
  e_{\text{init}} &= (\text{Start, true, } a_1?, \emptyset, \text{AtomicMode}), \\
  e_{\text{loop}} &= (\text{AtomicTopMode, true, } a_2!, x := 0, \text{AtomicMode}).
\end{align*}
\]

The action $a_1?$ of the edge $e_{\text{init}}$ ensures synchronization with the initialization automaton that we explain in Definition 15. The action $a_2!$ is defined by the architecture (might correspond to, e.g., a triggering signal) and is responsible for the activation of the modes triggered by $M$. Accordingly, the set of actions of $T$ is $\text{Act} = \{a_1?, a_2!\}$.

The invariant of the mode $M$ is transformed into the invariant of the location AtomicMode, such that $I(\text{AtomicMode}) = \text{Inv}$.

The resource consumption rate $\text{RC}$ of the mode $M$ is transformed into the cost-rate of the location AtomicMode, given by the cost function $P$ i.e.,

\[
P(\text{AtomicMode}) = \text{RC}.
\]

\footnote{Since UPPAAAL does not support dynamically growing data structures, when transforming REMES into priced timed automata, we transform lists into arrays with a fixed upper bound. We map arrays of strings to integer arrays, and the REMES mode names of type string are mapped to integer constants in UPPAAAL.}
Note that in Definition 10 we assume an atomic mode that models an active component, which has no input triggers but only generates output triggers. Such a component activates other components when started on system startup. The Clock connector from ProCom is an example of a such component, and we show how to model its behavior in Sections 4.4 and 5.3.2. In the Clock automaton (see Section 5.3.3), the guard of the loop edge has been added after the transformation. If the component has input triggers, it should be modeled as a composite mode.

Steps for transforming a composite mode into a priced timed automaton. The transformation of a composite mode into a priced timed automaton is more complex than the transformation of an atomic mode. It consists of two steps as follows:

- removing conditional connectors in a composite mode (see Definition 11), and
- transforming atomic submodes into locations of a priced timed automaton (see Definitions 12 and 13).

Figure 4.6(a) shows a Remes composite mode with two atomic submodes, while Figure 4.6(b) depicts the corresponding priced timed automaton generated by the transformation. Similar to the transformation of an atomic mode, when transforming a composite mode additional locations Start, Init, Entry, Write and Exit are added to the automaton. The priced timed automaton waits in the initial location Start for the system startup, triggered by \( a_1 \). The locations Init, Entry, Write and Exit are created from the Init, Entry, Write and Exit points of a given composite mode. Note that the locations Write and Exit are marked as urgent to prohibit the automaton to stay in these locations, as mandated by the Remes “run-to-completion” semantics.

The edge connecting the location Init with the location SubMode2 originates from the composite mode’s Init edge. If a composite mode does not contain Init edges, then the transformed automaton will not have a location Init and corresponding edges, and instead there will be an edge directly from Start to Entry (marked in Figure 4.6(b) with a dashed line). The edge from Entry to SubMode1 corresponds to the entry edge connecting the composite mode’s Entry point and the submode Submode1. The return edge from Write to Submode1 ensures the internal execution rounds of the mode until the guard of the write edge holds.
Figure 4.6: A REMES composite mode \textit{CompositeMode} consisting of two atomic submodes \textit{SubMode1} and \textit{SubMode2} (see Figure (a)), and a priced timed automaton resulted from the transformation of \textit{CompositeMode} (see Figure (b)).
This cyclic behavior can not be interrupted from the outside. When the guard of the write edge does not hold anymore the mode can be exited only through the Exit point. In case a composite mode does not contain write edges, the transformed automaton will not have a location Write.

The return edge from Exit to Entry depicts the fact that a composite mode has finished execution, and is ready to be reactivated from the outside.

Observe that in Figure 4.6(b) the $a_2^?$ synchronization on the edge between the locations Entry and Submodel comes from the system architecture, and represents, e.g., the synchronization on component entrance when modeling component interactions. This is also the case with the return edge from Exit to Entry, where the $a_3^!$ marking represents, e.g., synchronization on component exit. A special case occurs when a component does not synchronize with any other component on its exit, i.e., does not trigger other components. In that case the return edge from Exit to Entry does not contain any synchronization channel.

Conditional connectors are removed during the transformation. Edges entering a conditional connector are combined with the edges exiting the conditional connector in all permutations, to retain the functionality in the resulting automaton. Definition 11 describes the removal of conditional connectors.

**Definition 11. (Removing conditional connectors in a composite mode).** Let $CM = (SM, V_m, ln, Out, E_m, RC, lnw, CC)$ be a composite mode, where $CC$ is the set of conditional connectors and $E_m$ the set of edges of the composite mode, and let $T = (L, l_0, X, V_t, l, Act, E_t, P)$ be a priced timed automaton corresponding to $CM$. Let $cc = (E_{in}, E_{out})$, $cc \in CC$ be a conditional connector contained within mode $CM$, with a set of $n$ input edges $E_{in} \subseteq E_m$ and a set of $m$ output edges $E_{out} \subseteq E_m$. Let $e = (M_f, A, M_t)$, $e \in E_m$ denote an edge from submode $M_f \in SM$ to submode $M_t \in SM$ with a corresponding action $A = (g, S)$ consisting of a guard $g$ and a set of statements $S$.

The conditional connector $cc$ is replaced with a set of edges $E_{cc} = \bigcup_{i=1}^{n} \bigcup_{j=1}^{m} e_{ij}$. Each edge $e_{ij}$ is constructed from the guards and statements of $e_i = (M_{fi}, (g_i, S_i), M_{ti})$, $e_i \in E_{in}$ and $e_j = (M_{fj}, (g_j, S_j), M_{tj})$, $e_j \in E_{out}$, such that $e_{ij} = (M_{fi}, (g_i \land g_j, (S_i, S_j)), M_{tj})$.

This simple method to remove conditional connectors does not guarantee correctness if a model contains chain connections of two or more
conditional connectors. To illustrate, take two conditional connectors $cc_1$ and $cc_2$. Let us assume that an entry edge to $cc_1$ contains statements that affect variables referenced in guards of an exit edge from $cc_2$. According to Definition 11, the guards $g_1$ and $g_2$ of both edges will be combined to form $g = g_1 \land g_2$, and the set of statements $S_1$ and $S_2$ will be combined to form $S = (S_1, S_2)$. The resulting guard $g$ will refer to the variables’ values at the time of evaluation of $g_1$. However, this is incorrect for $g_2$ since the variables’ values have changed as a result of the statements in $S_1$. A similar situation may occur with guards and statements of entry- and exit edges of a single conditional connector, but in this case the error is easier to find. We consider chaining conditional connectors to be a poor modeling practice, because of the possible side-effects of statements to the guards. In this case it is a better choice to use urgent submodes that guarantee atomicity of actions and have no side-effects.

The transformation of an atomic REMES submode is described in Definition 12, and depicted on Figure 4.5(b).

**Definition 12.** *(Transforming an atomic submode into a location of a priced timed automaton).* Let $CM = (SM, V_m, In, Out, E_m, RC, Inv, CC)$ be a REMES composite mode, and let $T = (L, l_0, X, V_t, I, Act, E_t, P)$ be a priced timed automaton corresponding to $CM$. Let $M = (V_s, In_s, Out_s, E_s, RC_s, Inv_s) \in SM$ be an atomic submode, and $e = (M, A, Mt), e \in E_m$ be an exit edge from the atomic submode $M$ to the atomic submode $Mt \in SM$ with a corresponding action $A$.

The result of the transformation of $M$ extends the priced timed automaton $T$ as follows. The set of locations $L$ is extended with a location representing the submode $M$, e.g., $L = L \cup \{AtomicSubMode\}$. The set of edges $E_t$ is extended with all exit edges of $M$, such that $E_t = E_t \cup \{e = (Mf, A, Mt), e \in E_m \mid Mf = M\}$. The set of actions $Act$ is extended with an empty action, i.e., $Act = Act \cup \tau$.

The invariant of the submode $M$ is transformed into the invariant of the location $AtomicSubMode$, such that $I(AtomicSubMode) = Inv_s$.

The resource consumption rate $RC_s$ of the submode $M$ is transformed into the cost-rate of the location $AtomicSubMode$, given by the cost function $P$, i.e., $P(AtomicSubMode) = RC_s$. In case $M$ is a non-lazy submode then it is transformed according to Definition 13.

Urgent REMES atomic submodes are transformed into urgent locations of the priced timed automaton. A non-lazy atomic REMES submode
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is a special case of the previous definition, as additional synchronization is needed to assure non-laziness of the mode. Definition 13 describes this special case.

Definition 13. (Transforming a non-lazy atomic submode into two locations of a priced timed automaton). Let $CM = (SM, V_m, \text{In}, \text{Out}, E_m, \text{RC}, \text{Inv}, \text{CC})$ be a REMES composite mode, and let $T = (L, l_0, X, V_t, I, \text{Act}, E_t, P)$ be a priced timed automaton corresponding to $CM$. The priced timed automaton $T$ is a member of the network of priced timed automata $N_T$ created as a result of the transformation of all REMES modes, $T \in N_T$, which we explain in Definition 15.

Let $M = (V_m, \text{In}_s, \text{Out}_s, E_s, \text{RC}_s, \text{Inv}_s)$ be an atomic non-lazy submode, $M \in SM$, such that $\text{Inv}_s \equiv \text{true}$. Let $e_i = (M, (g_i, S_i), M_t)$, $e_i \in E_m$ be one of $n$ exit edges from the atomic non-lazy submode $M$ to the atomic submode $M_t \in SM$ with a corresponding action comprised of a guard $g_i$ and a set of statements $S_i$.

The set of locations $L$ is extended with a location representing the submode $M$, e.g., $\text{NonLazySubMode}$, and an additional committed location $\text{NonLazySubModeSync}_i$ for each edge $e_i$, so that $L = L \cup \{\text{NonLazySubMode}, \text{NonLazySubModeSync}_1, \ldots, \text{NonLazySubModeSync}_n\}$.

The set of edges $E_t$ is extended with all exit edges of $M$, where each exit edge $e_i$ is split in two parts – $e_{i1}$ from $\text{NonLazySubMode}$ to $\text{NonLazySubModeSync}_i$, and $e_{i2}$ from $\text{NonLazySubModeSync}_i$ to $M_t$ i.e., $E_t = E_t \cup \bigcup_{i=1}^{n} \{e_{i1}, e_{i2}\}$. Assuming that $\tau$ denotes an empty action, each exit edge $e_i$ is then split to:

- $e_{i1} = (\text{NonLazySubMode}, g_i, \text{nlSync}_i?, \emptyset, \text{NonLazySubModeSync}_i)$,
- $e_{i2} = (\text{NonLazySubModeSync}_i, \text{true}, \tau, S_i, M_t)$,
- $\text{Act} = \text{Act} \cup \{\text{nlSync}_i?, \tau\}$

An additional priced timed automaton $T_{nl} = (L', l'_0, X', V'_t, I', \text{Act}', E'_t, P')$ is added to the network $N_T$, with one $\text{NonLazySubModeSyncEnd}$ initial location, and a loop edge used for synchronization:
L' = {NonLazySubModeSyncEnd},  
\( l'_0 = \text{NonLazySubModeSyncEnd} \), 
\( X' = \emptyset \), 
\( V'_t = \emptyset \), 
\( I' = \text{true} \), 
\( \text{Act}' = \text{Act}' \cup \{nlSync! \} \), 
\( E'_t = \{(\text{NonLazySubModeSyncEnd}, \text{true}, nlSync!, \emptyset, \text{NonLazySubModeSyncEnd}) \} \), 
\( P' = 0 \).

Actions \( nlSync! \) and \( nlSync? \) are synchronization actions over urgent channel \( nlSync \). The resource consumption rate \( RC_s \) of the submode \( M \) is transformed into the cost-rate of the location \( \text{NonLazySubMode} \), given by the cost function \( P \) i.e., \( P(\text{NonLazySubMode}) = RC_s \).

Definition 13 introduces one non-lazy synchronization automaton \( T_{nl} \) per each non-lazy REMES mode, which can be further optimized to have a single automaton for the entire system. In this case, there will be one synchronization edge triggering the urgent synchronization channel \( nlSync \) per each composite mode \( CM \) having non-lazy submodes, as only one submode can be active at a time. Figure 4.7 gives an example of this, where the automaton in Figure 4.7(c) synchronizes with non-lazy modes from composite modes \( C_1 \), \( C_2 \), and \( C_3 \), using urgent synchronization channels \( c_1nlSync \), \( c_2nlSync \), and \( c_3nlSync \), respectively. We exemplify the transformation of non-lazy modes in Section 5.4. Finally, we define the transformation of a composite mode consisting of atomic submodes into a priced timed automaton.

**Definition 14. (Transforming a composite mode into a priced timed automaton).** Let \( CM = (SM, V_m, In, Out, E_m, RC, Inv, CC) \) be a REMES composite mode. Let \( T = (L, l_0, X, V_t, I, Act, E_t, P) \) be a priced timed automaton corresponding to \( CM \). The set of input control points of the mode contains the Init and Entry control points, \( In = \{\text{Init, Entry} \} \), and the set of output control points of the mode contains the Write and Exit control points, \( Out = \{\text{Exit, Write} \} \). The set of data variables of type integer, boolean or array of the mode \( CM \) is \( V_{dm} \), where \( V_{dm} \subseteq V_m \).

Conditional connectors, \( cc \in CC \) are removed and the resulting edges are added to set \( E_m \), as per Definition 11.
Figure 4.7: Transforming a non-lazy Remes atomic submode into two locations of a priced timed automaton. Figure (a) shows a Remes model of a composite mode $C_1$ containing a non-lazy submode $C_{1_{Sub1}}$. Figure (b) shows locations of the priced timed automaton corresponding to the composite mode $C_1$ created to model the non-lazy submode $C_{1_{Sub1}}$. Figure (c) shows an additional automaton used to trigger the edge between $C_{1_{Sub1}}$ and $C_{1_{Sub2}}$ once guard becomes true.
The result of the transformation is a priced timed automaton \( T \) defined as follows. The set of locations \( L \) consists of an initial start location \( l_0 = \text{Start} \), locations for all input and output control points of the composite mode, and locations resulting from the transformations of all submodes: \( \text{SM} \rightarrow \text{SM}' \). Hence \( L = \{ \text{Start}, \text{In}, \text{Out} \} \cup \text{SM}' \). The locations \text{Exit} and \text{Write}, representing the exit- and write point of the composite mode, respectively, are marked as urgent. The set of submodes \( \text{SM} \) is transformed into corresponding locations as per Definition 12 and Definition 13.

The set of automaton’s edges is \( E_t = \{ e_{\text{init}}, e_{\text{loop}} \} \cup E_m'^\cup E_{\text{write}} \), where \( e_{\text{init}} \) and \( e_{\text{loop}} \) are initialization and loop edges:

\[
\begin{align*}
e_{\text{init}} &= (\text{Start}, \text{true}, a_1?, \emptyset, \text{Init}), \\
e_{\text{loop}} &= (\text{Exit}, \text{true}, a_3!, \emptyset, \text{Entry}).
\end{align*}
\]

The action \( a_1? \) of the edge \( e_{\text{init}} \) ensures synchronization with the initialization automaton. The action \( a_3! \) is defined by the architecture and is responsible for the activation of the modes activated by \( \text{CM} \). Synchronization on edges \( e_{\text{init}} \) and \( e_{\text{loop}} \) can be omitted, depending on the system architecture.

We denote by \( E_m' \) the set of internal edges obtained during the transformation of the submodes. The set of write edges \( E_{\text{write}} \) is obtained by copying all edges of the mode originating in the mode’s entry point and modifying them to originate from the mode’s write point. For an edge \( e = (M_f, A, M_t) \in E_m \), we define the function that modifies the source location of an edge to \text{Write} as \( \text{copyToWrite}((M_f, A, M_t)) = (\text{Write}, A, M_t) \). The resulting set of write edges is then \( E_{\text{write}} = \bigcup \text{copyToWrite}(e), e \in E_m : M_f = \text{Entry} \). The set of actions of \( T \) is \( \text{Act} = \text{Act} \cup \{ a_1?, a_3! \} \). Variables from the mode are transformed into the set of automaton’s variables \( \mathcal{V}_t : \mathcal{V}_t = \mathcal{V}_{dm} \).

Transforming a parallel composition of \text{Remes} modes into a network of priced timed automata. The transformation of the behavior of a system modeled in \text{Remes} into a network of priced timed automata starts from the parallel composition of all \text{Remes} modes, representing the system’s behavior.

If we assume that \( \text{NM} \) is the set of all modes that are part of the composition, we can then formally define the transformation into a network
of priced timed automata in Definition 15.

**Definition 15. (Transforming a parallel composition of REMES modes into a network of priced timed automata).** Let $N_M$ be the set of all atomic and composite modes of the parallel composition. If we take $M$ to be a mode from the set $N_M$, $M \in N_M$, then the model-to-model transformation $r2t \overset{\text{def}}{=} N_M \rightarrow N_T$ transforms the set of REMES modes into a network of priced timed automata. The transformation $r2t$ of a set $N_M$ is performed by transforming all individual modes $M \in N_M$ into corresponding automata $a_m \in A_M$, with the addition of a set of automata $A_T$, where $N_T = A_M \cup A_T$. □

The set of predefined automata $A_T$ comes from the system architecture. The temperature control system that we introduce in Section 4.4, and the transformation of its REMES model into priced timed automata, presented in Section 5.3, will exemplify the use of an initialization automaton that has been added as a result of the transformation. Additional automata may be added for synchronization, or to implement various connectors defined in the architectural model.

We expect that the transformation results are reviewed by a verification expert to check whether the transformation needs adjusting. For example, in case the guard on an exit edge of a non-lazy atomic submode is a predicate with more than one term (conjunction of predicates) the predicate might not be directly translated to a guard, and there might be a need of adding additional locations. Therefore, the locations of the resulting automaton corresponding to non-lazy atomic submodes are marked so that the verification expert pays special attention to them. Additionally, transforming an urgent REMES atomic submode into an urgent location may not be correct in all cases, and deadlocks may occur when outgoing edges of urgent locations contain synchronization. In such cases, urgent atomic submodes may be instead transformed into committed locations.

### 4.4 Example: A Temperature Control System

We demonstrate the modeling and analysis concepts of REMES on a temperature control system (TCS) for a heat producing reactor. The example system is taken from a case study analyzed by Alur et al. [10].
The TCS uses two independent rods that can be inserted into the core of the reactor, to control the coolant temperature in the core. If inserted into the core, the control roads absorb neutrons and consequently the reaction is slowed down, so the temperature inside the core starts decreasing. If they are pulled out, the reaction speeds up again, which in turn increases the core temperature. The goal is to maintain the temperature in the reactor core between its minimum value $\theta_{\text{min}}$ and maximum value $\theta_{\text{max}}$. Whenever the temperature core reaches $\theta_{\text{max}}$, a rod must be selected and inserted into the core. For safety reasons, a rod can be inserted again in the core only if $T$ time units have elapsed since its last usage.

We model the resource usage behavior of the TCS with three REMES modes Clock, HCController, and RodSelector depicted in Figures 4.8(a), 4.8(b), and 4.8(c), respectively. The modes communicate data through the global variables temp and tempROD. The way in which the modes are activated is determined by the architecture of the system that we present in Chapter 5. Here, we assume that Clock activates HCController every $P$ time units, and that when HCController has finished executing it activates RodSelector.

In the TCS model, we make use of three resources: processor load (CPU), bandwidth (bdw) and memory (mem). We assume mem as a discrete resource belonging to class A, bdw as a discrete resource belonging to class B, and we treat CPU as a continuous resource belonging to class C of Table 4.1. We assume that bandwidth presents the width of the pipe through which the data is being sent. We treat static memory and simple dynamic memory that is allocated when a mode is entered and released as soon as the same mode is exited, without memory management.

The Clock mode is an atomic REMES mode with an invariant $x \leq P$. The HCController mode contains two atomic REMES modes: Idle and HeatCool. The execution of HCController consumes 80 units of static memory. HCController starts executing by entering the Idle mode, which is an urgent mode that is exited instantaneously. HCController stays in mode HeatCool for $C_{\text{HC}}$ time units. The difference $(\text{temp}_{\text{HC}} - \text{tempROD})$, where $\text{temp}_{\text{HC}}$ is the heating produced by the reactor, and tempROD is the cooling rate of a selected rod, is used to update the reactor temperature.

The RodSelector mode is made of a conditional connector, three urgent atomic modes Heat, Cool1 and Cool2, and edges. The selected rod
Figure 4.8: The Clock, HCController, and RodSelector modes of the TCS depicted in Figures (a), (b), and (c), respectively.
id is saved in the rod variable, where the value 0 denotes that no rod has been selected. From Heat, based on the temperature of the core, temp, and the time since a rod has been last used for cooling the core (i.e., x1 and x2 for rod1 and rod2, respectively), an available rod is selected, and, consequently, RodSelector enters modes Cool1 or Cool2, or alternatively finishes executing and exits, provided that no rod needs to be used. Note that in RodSelector we make selection of rods when there is an available mode for cooling and temp ≥ (theta max − margin) evaluates to true, where margin is a safety margin that assures the reactor core will not overheat. R1 and R2 present the rates of cooling of the first and second rod, respectively.

We can analyze the Remes-based TCS by transforming it into a network of PTA models, in Uppaal Cora. In order to easily follow the transformation rules presented in Section 4.3, for modeling the architecture of the system we can use any architectural language that has a clear separation between data- and control flow (such as ProCom, AADL [44], SaveCCM [8], or Rubus [52]). In the next chapter we present the ProSave architectural model of the TCS system, the integration between ProCom and Remes, and the transformation into priced timed automata.

4.5 Summary

In this chapter, we have introduced Remes—a language for resource modeling and analysis of embedded systems. The essence of Remes is that it provides support for reasoning about discrete and continuous abstract resources characterized further by the way in which they are consumed and released, and by whether they can be referred to, or not. The abstract resources, in our case, memory, CPU, energy, bandwidth, have a dedicated type in the language, that is, mem, CPU, eng, bdw, respectively. In order to express resource usage in a system, Remes has a graphical behavioral language influenced by Charon [13], timed and hybrid automata, and Statecharts. The language supports hierarchical modeling and has notions of explicit entry- and exit points that make it suitable as a semantic basis in component-based development frameworks. Remes has notions of continuous variables, flows, and progress constraints (invariants), which fit modeling timed behaviors in embedded systems.

In this setting, we have defined three important resource analysis
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problems: feasibility analysis, trade-off analysis, and optimal/worst-case resource analysis. All these problems rely on weighted sums of consumed amounts of resources and their given weights. In this way, the analysis can result in optimizing the overall resource usage of a system, with respect to parameters, such as criticality or costs of the available resources. To be able to formally analyze REMES models we have provided a set of transformation rules that semantically translate REMES modes into priced timed automata. The concepts of REMES we have illustrated on a study example of a temperature control system that consumes CPU, bandwidth, and memory resources.
Chapter 5

Integrating ProCom and Remes

ProCom has been developed to facilitate the modeling and analysis of functional and extra-functional properties, but does not, per se, provide any means to actually model them. It needs to be complemented with formalisms, complying with the component-based approach, which enable early formal analysis of relevant concerns. One step towards this support for formal analysis is the integration of Remes, by which functional behavior, resource consumption and timing can be addressed within a single modeling language. To accomplish this, in this chapter, and in paper [105], we propose a way of mapping a ProCom component interface to a Remes interface (see Section 5.1). Further, in Section 5.2, we show how to pack a ProCom component, annotated with attributes, such as required resources, with its associated Remes behavioral model. Then, both the interface and internal models of component behavior are seen as the actual reusable unit of composition, which can be employed as such, without modification, in adequate design contexts. We exemplify the concepts of connecting and packaging a ProCom component with its Remes behavioral model on two examples: a temperature control system, where the architecture of the system is modeled in ProSave (see Section 5.3), and on a turntable drilling system, where the system architecture is modeled in ProSys (see Section 5.4).
5.1 Connecting Component Interfaces and REMES Modes

The connection between ProCom and REMES is done differently for ProSave and ProSys. Hence, in this section, we first define the connection between ProSave and REMES, and then we define the connection between ProSys and REMES.

5.1.1 Connecting ProSave and REMES

The connection between ProSave and REMES is done by mapping a ProSave- to a REMES interface as follows. The input- and output trigger ports from a ProSave component are mapped to interface read- and interface write variables of type boolean in a REMES mode, respectively. However, since we assume that the ProSave architectural model is in charge of signaling when the modes should be entered, we choose to omit such signals from the REMES modes. Similarly, we map the ProSave input- and output- data ports to interface read- and interface write- REMES variables, respectively. Note that a REMES mode should be associated with each service of a ProSave component, since services can be triggered independently and may run concurrently. This is due to the REMES “run-to-completion” semantics, where only one submode at a time can be active.

Definition 16. (Formal Definition of Connecting the ProSave and REMES interfaces). Let $P$ be the set of data ports of a ProSave component $C$ made of one service. Each data port $p_{[i]} \in P$ is a tuple $(\text{Name}, \text{Kind}, \text{Type}, \text{Value})$, where: Name is the data port identifier, Kind is a tag denoting the kind of a data port, possible tag values are input data or output data, Type encodes the port’s data type, and Value denotes a literal data value compatible with some type. Further, let $M$ be a REMES mode that depicts the behavior of the component $C$, and $V$ the set of all variables of mode $M$ that correspond to the data ports of $C$. Each variable $v_{[i]} \in V$ is a tuple $(\text{Name}, \text{Kind}, \text{Type}, \text{Value})$, where: Name is an identifier of the variable, Kind distinguishes between interface read-(variable of the mode coming from the ProSave component’s interface that may be written by other modes) and interface write- (variable of the mode coming from the ProSave component’s interface that may be read by other modes) variables, Type encodes the variable’s data type,
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and Value stores the actual variable value. The connection between mode M and the interface of a ProSave component C is given by a mapping function \( \mu : P \rightarrow V \) that maps component data ports to Remes mode variables. Assuming a data port \( p_i \) the mapping is done as follows

\[
\mu(p_i) = v_i
\]

such that the following boolean condition holds:

\[
\begin{align*}
\text{Name}(v_i) &= \text{Name}(p_i) \\
\land \\
((\text{Kind}(p_i) = \text{inputdata} \land \text{Kind}(v_i) = \text{interface read}) \\
\land \text{Type}(v_i) &= \text{Type}(p_i) \land \text{Value}(v_i) &= \text{Value}(p_i)) \\
\lor \\
((\text{Kind}(p_i) = \text{outputdata} \land \text{Kind}(v_i) = \text{interface write}) \\
\land \text{Type}(v_i) &= \text{Type}(p_i) \land \text{Value}(v_i) &= \text{Value}(p_i))
\end{align*}
\]

Figure 5.1: Example of how ProSave ports are mapped to Remes variables.

The parallel composition of the Remes modes associated to all ProSave components in the given system, together with representations of the ProSave connectors and connections, describe the whole system’s behavior. Figure 5.1 exemplifies the mechanism of connecting the ProSave
and Remes interfaces. Component A receives a trigger via trigger port \( t_0 \) and a data of type int via input data port \( d_0 \), and it sends a trigger via trigger port \( t_1 \) and a data of type float through data port \( d_1 \).

### 5.1.2 Connecting ProSys and Remes

The connection between a Remes mode and the interface of a ProSys component is established in the following way. An input message of a component is mapped to two interface read variables of its mode, whereas an output message of a component is mapped to two interface write variables of its mode. In each case, one of the variables is a boolean that signals the receiving/sending of the message, respectively, while the other variable keeps the value of the message. If the message is empty, only the boolean variable is used.

![Diagram](image)

**Figure 5.2**: Example of how ProSys ports are mapped to Remes variables.

**Definition 17. (Formal Definition of Connecting the ProSys and Remes interfaces).** Let \( P \) be the set of message ports of a ProSys component \( C \). Each port \( p_{i \in \{1..n\}} \in P \) is a tuple \((\text{Name}, \text{Kind}, \text{Type}, \text{Value})\), where: \( \text{Name} \) is the port identifier, \( \text{Kind} \) models the input/output feature of the message port, \( \text{Type} \) encodes the port’s data type, and \( \text{Value} \) stores the port’s actual data value. Further, let \( M \) be a Remes mode that depicts the behavior of the component \( C \), and \( V \) the set of all variables of mode \( M \) that correspond to the ports of \( C \). Each variable \( v_{i \in \{1..n\}} \in V \) is a tuple \((\text{Name}, \text{Kind}, \text{Type}, \text{Value})\), where: \( \text{Name} \) is an identifier of the variable, \( \text{Kind} \) distinguishes between interface read- and interface write variables, \( \text{Type} \) encodes the variable’s data type, and \( \text{Value} \) stores the actual variable value. The connection between mode \( M \) and the interface of
a ProSys component $C$ is given by a mapping function $\mu : P \rightarrow V$ that maps component ports to Remes mode variables. Assuming non-empty messages ($\text{Value}(p_i) \neq \text{NULL}$), the mapping is defined as follows:

$$\mu(p_i) = \nu_i, \quad \nu_i = (v_{i1}, v_{i2}),$$

such that the following boolean condition holds:

Name($v_{i1}$) = Name($p_i$) $\land$ Name($v_{i2}$) = Name($p_i$) + "value"

$\land$

((Kind($p_i$) = input $\land$ Kind($v_{i1}$) = interface read $\land$ Type($v_{i1}$) = boolean

$\land$ Value($v_{i1}$) = false $\land$ Kind($v_{i2}$) = interface read

$\land$ Type($v_{i2}$) = Type($p_i$) $\land$ Value($v_{i2}$) = Value($p_i$))

$\lor$

((Kind($p_i$) = output $\land$ Kind($v_{i1}$) = interface write $\land$ Type($v_{i1}$) = boolean

$\land$ Value($v_{i1}$) = false $\land$ Kind($v_{i2}$) = interface write

$\land$ Type($v_{i2}$) = Type($p_i$) $\land$ Value($v_{i2}$) = Value($p_i$)))

In case an empty message is received/sent ($\text{Value}(p_i) = \text{NULL}$), the mapping function returns $\nu_i = (v_{i1}, \text{NULL})$.

The parallel composition of the Remes modes associated to all ProSys components in the given system, together with representations of the ProSys message channels and connections, describe the whole system’s behavior. Figure 5.2 exemplifies the mechanism of connecting the ProSys and Remes interfaces. Component $B$ receives a message of type float via input port $B_0$ and an empty message via input port $B_1$, and it sends a message of integer type through output port $B_2$.

5.2 Packaging ProCom Components and Remes Modes Together

The packaging of ProCom components and their Remes behavioral models is managed by the Attribute Framework [92], in which extra-functional properties are represented by attributes consisting of an attribute type and one or more attribute values. The attribute type specifies how a given extra-functional property is represented, i.e., what data type is required for its values and how they should be manipulated. The complete list of
the attribute types that are available during the development is stored in an attribute registry together with the specification of each attribute, that is (i) the list of entities to which this attribute can be attached (i.e., \textit{attributables}), and (ii) the valid storage format i.e., \textit{data format} for its values (e.g., integer, interval, external models, complex types). Providing that it is authorized by its specification, an attribute can be associated with any entity of a component model, such as a component, a message port, a connection or even a component instance.

Table 5.1 gives some examples of possible attribute specifications. For instance, one of the attributes captures static memory usage, represented by a single integer. This property makes sense for a component or a subsystem, but not for instance a single message port, and thus the specification states that it can only be attached to those two entity types.

The packaging of ProCom and \textsc{remes} is achieved by defining a new attribute type attached to a ProCom component or a ProSave service in the attribute registry, which has a complex attribute value consisting of (i) a reference to the \textsc{remes} model file in the component structure and (ii) a reference to the mapping file specifying the relation between the ports of the component and the variables of the \textsc{remes} model, as we described in Sections 5.1.1 and 5.1.2.

<table>
<thead>
<tr>
<th>TipoID</th>
<th>Attributable(s)</th>
<th>Data format</th>
<th>Documentation (short)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static memory</td>
<td>Component</td>
<td>Int</td>
<td>The amount of memory (in kB) statically allocated by the ProSave component or the ProSys subsystem.</td>
</tr>
<tr>
<td>Average delay</td>
<td>Channel</td>
<td>Int</td>
<td>The average delay (in ms) for communication over the channel.</td>
</tr>
<tr>
<td>\textsc{remes} model</td>
<td>Component, Service</td>
<td><code>&lt;modelFilePath; mappingFilePath&gt;</code></td>
<td>A reference to a \textsc{remes} model, and to the mapping file between ProCom component’s ports and the variables used in the \textsc{remes} model.</td>
</tr>
</tbody>
</table>

Table 5.1: Examples of attributes.
5.3 Example Revisited: A Temperature Control System

In Chapter 4, we have introduced the temperature control system (TCS) example, and we have modeled its behavior with three Remes modes: Clock, HCController and RodSelector. Here, we first model the software architecture of the TCS in ProSave. Then, we exemplify the connection between ProSave and Remes on the TCS, and next, formally analyze the TCS.

5.3.1 Architecting the TCS in ProSave

The TCS system can be modeled in ProSave with two components HCController and RodSelector, and one clock connector Clock (see Figure 5.3). The Clock connector periodically generates the trigger activate that activates the HCController component. HCController is responsible for activating the heating/cooling process in the core by sending heat_cool trigger to RodSelector. When activated, RodSelector uses the temperature data of the core conveyed through data port temp to decide whether the core should continue to heat, or if a road should be inserted into the core to decrease the temperature. Finally, the temp value in the HCController is updated by the reading of the latest value of the variable tempROD that is assigned to the cooling effect of the rods within the RodSelector component.

![Figure 5.3: ProSave design of the temperature control system.](image-url)
5.3.2 Behavioral modeling of the TCS in Remes

The connection between the ProSave HCController and RodSelector components, and the Remes modes describing their behavior, is done as described in Section 5.1.1. The input- and output data ports of the components are mapped to interface read- and interface write Remes variables of same type as the port’s data type, respectively. As such, we have mapped the input data port tempROD from the HCController component to the interface read variable tempROD in the HCController Remes mode (see Figure 5.4(b)). On the other hand, we have mapped the output data port tempROD from the RodSelector to the interface write variable tempROD in the RodSelector Remes mode (see Figure 5.4(c)). Similarly, we have mapped the output data port temp from the HCController component to the interface write variable temp in the HCController Remes mode, and we have mapped the input data port temp of the RodSelector to the interface read variable temp in the RodSelector Remes mode.

5.3.3 PTA formal modeling and analysis of the TCS

We have analyzed the Remes-based TCS, as a network of PTA models, in Uppaal Cora. We have obtained the PTA models presented in Figure 5.5 by applying the transformation rules stated in Section 4.3, automatically, by using the Remes tool-chain introduced in Chapter 6. We have transformed the Remes modes Clock, HCController and RodSelector into PTA models depicted in Figures 5.5(b), 5.5(c) and 5.5(d), respectively. The Init automaton shown in Figure 5.5(a) serves for the system startup of the TCS. It has been added to the PTA model of the TCS as a result of the transformation from Remes into PTA. Note that we have used component triggering information from the ProSave TCS model, to insert appropriate synchronization channels into the resulting PTA. We have mapped the trigger ports activate and heat, cool into synchronization channels activate and heat, cool, respectively. For example, in the HCController automaton the synchronization channel activate has been added on the edge connecting the locations Init and Idle. This channel is used for synchronization between the automata Clock and HCController. The interface read variable tempROD from the HCController mode and the interface write variable tempROD from the RodSelector mode are together mapped to one global variable tempROD in the PTA model of the TCS. Similarly, the interface write variable temp from the HCController
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![Diagram of TCS modes](image)

(a) Figure 5.4: The Clock, HCController, and RodSelector modes of the TCS depicted in Figures (a), (b), and (c), respectively.
Figure 5.5: The TCS modeled with four PTA: (a) Automaton for initialization of the TCS system, added as a result of the automatic transformation from REMES into PTA, (b) The Clock connector as a PTA, (c) The HCController component as a PTA, and (d) The RodSelector as a PTA.
mode and the interface read variable temp from the RodSelector mode are together mapped to one global variable temp in the PTA model of the TCS. The TCS declared variables and their initial values are shown in Table 5.2.

<table>
<thead>
<tr>
<th>Scope</th>
<th>Declarations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>const int wbdw = 2, wcpu = 5, wmem = 1; int temp = 7, tempROD = 0; chan heat_cool, activate; broadcast chan start;</td>
</tr>
<tr>
<td>Clock</td>
<td>const int P = 100; clock x;</td>
</tr>
<tr>
<td>HC controller</td>
<td>const int CHC = 25, temp_HC = 3 clock x;</td>
</tr>
<tr>
<td>Rod selector</td>
<td>const int T = 3, theta_max = 25; const int theta_min = 6; const int margin = 5, R1 = 5, R2 = 6; int rod = 0, count = 0, trace[3]; int x1 = 3, x2 = 3;</td>
</tr>
</tbody>
</table>

Table 5.2: Declarations of the TCS PTA model.

Clock, HCController and RodSelector wait in location Start for the system startup. The locations Init, Entry and Exit have been created from the init-, entry- and exit points of the HCController and RodSelector composite modes. The return edge from Exit to Entry location ensures the cyclic behavior of the HCController and RodSelector automata. The conditional connector from the RodSelector mode has been removed in the transformation, and the edges entering the conditional connector have been combined with the edges exiting the conditional connector. As a result there are three outgoing edges from the Init and Exit locations of the RodSelector automaton (see Figure 5.5(d)).

For analysis purposes, we have added the TCS model with the function run() (see Figure 5.5(d)) that merely stores the first few selections of rods, in an array of integers.

In the weighted cost function that represents the analysis model for REMES, we have encoded the relative importance of the resources CPU, bdw and mem. We consider CPU to be the most critical resource followed by bdw and mem, so we give the highest weight to CPU in the cost...
function. The cost of resource usage is influenced by the individual weights of each resource, and the consumed (utilized) resource on each edge or location. Currently, Uppaal Cora can only model-check PTA models where the cost function is monotonically increasing. Therefore, in order to keep the cost monotonically increasing we had to fine-tune the weights of the resources.

The analysis model of the TCS system is the following cost function:

\[ c_{tot} = w_{cpu} \times c_{cpu} + w_{bdw} \times c_{bdw} + w_{mem} \times c_{mem} \]

where \( w_{cpu} = 5 \), \( w_{bdw} = 2 \) and \( w_{mem} = 1 \), and \( c_{cpu} \), \( c_{bdw} \) and \( c_{mem} \) are the accumulated used amounts of CPU, bdw and mem, respectively.

Before embarking upon formal analysis of the TCS, we check the absence of deadlocks, property specified in Uppaal as follows:

\[ A \rightarrow G \neg \text{deadlock} \quad (5.1) \]

We have also checked the model against the following safety properties, that basically capture the requirements set on the temperature, with respect to its upper and lower bounds:

\[ A \rightarrow G (\text{temp} \leq \theta_{max}) \quad (5.2) \]

\[ A \rightarrow G (\text{temp} \geq \theta_{min}) \quad (5.3) \]

After verifying the above properties on the PTA model of the TCS, by model-checking it with Uppaal Cora, we proceed to studying the minimum cost reachability problem, that is, to compute a model execution trace having the lowest possible resource cost. In our case, we have been interested in finding an execution order of the system (a cheapest sequence of rod insertions) that results in the lowest possible total resource cost, that is, to minimize \( c_{tot} \). Such information extracted from the analysis could be used in the implementation stages of the TCS system, by resolving existing non-determinism in such a way that a specific execution trace, the cheapest with respect to total resource usage, is enforced.

For illustration, let us assume that both rods are available for cooling, and check for an optimal trace in which rods are inserted into the reactor three times, expressed as the following reachability property:
Uppaal Cora has found that the second rod should be inserted two times in a row, followed by the first one, the third time. Table 5.3 shows the cost of this best trace, and also the cost of two other more expensive traces. Note that in our model the availability of both rods is always ensured by the chosen model parameters, presented in Table 5.2. We have noticed that, for the chosen parameters, it is always cheaper that the second rod is inserted in the core, even though the cost for selecting the second rod (trace $\text{Heat} \rightarrow \text{Cool2} \rightarrow \text{Exit}$) is higher than the one for the first rod (trace $\text{Heat} \rightarrow \text{Cool1} \rightarrow \text{Exit}$). This fact is a consequence of the higher cooling rate of the second rod as compared to the one for the first rod.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Order of execution</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$P_2- P_2-P_1$</td>
<td>15157</td>
</tr>
<tr>
<td>2</td>
<td>$P_1- P_2-P_1$</td>
<td>16357</td>
</tr>
<tr>
<td>3</td>
<td>$P_1- P_1-P_2$</td>
<td>17562</td>
</tr>
</tbody>
</table>

Table 5.3: Cost of execution for different rod insertion scenarios.

**Discussion.** For the TCS, we could only partially tackle the trade-off resource analysis problem, by giving the highest weight to the most critical resource, the CPU. We have also, by hand, conducted optimal conditional reachability resource usage analysis, by minimizing the mem consumption, while imposing upper bounds on the CPU consumption, in the TCS. For instance, for assuming three sequential insertions of the rods in the reactor’s core, it might happen that it is necessary to insert the second rod three times in a row, in order to satisfy all constraints, even though the total cost is higher for such a trace than for the best execution trace.

### 5.4 Example: A Turntable Drilling System

As our second example, we consider the turntable drilling system previously described by, e.g., Bos and Kleijn [28] and Bortnik et al. [27]. The
system, depicted in Figure 5.6, consists of a rotating table that moves products between processing stations where they are drilled and tested, and then removed from the table once they pass the test.

Figure 5.6: The turntable system (load and unload stations are not shown).

The load station places new products on the table (1), after which they are moved to the drill station (2) by rotating the turntable 90°. Drilling requires that the product is securely held in place by a clamp mechanism. After drilling, the product is moved to the testing station (3) where the depth of the drilled hole is measured. Finally, the unload station (4) removes the product from the table, provided that it passed the test. If not, it remains on the table to be drilled and tested again. The turntable has four slots, each capable of holding one product. Thus, the stations can operate in parallel, so that while the first piece is being tested, a second piece can be drilled, and a third piece loaded, etc.

5.4.1 Architecting the turntable in ProSys

We model the turntable drilling system in the ProCom component model, with five ProSys subsystems – Loader, Unloader, Turntable, Driller and Tester – as depicted in Figure 5.7. We assume that the Loader, Unloader and Turntable components can be reused from a previous project. In order to ensure the synchronization between the stations and the table, e.g., guaranteeing that the table turns only when no processing station is operating, an additional subsystem is needed: the Controller component.
The latter keeps track of the current status of the four slots, and activates the four stations and the turntable accordingly, by sending messages and receiving messages back once they are done.

The Tester and Driller components have similar interfaces; an incoming message telling the station to start processing, and an outgoing message indicating that it has finished. The output message of Tester also contains a boolean value representing if the test has succeeded or not.

It is possible to further decompose each of these ProSys components into either smaller ProSys components or into ProSave components according to the level of complexity of the functionality, and the potential for distribution. Before doing that, however, the developer may want to validate the feasibility of the design so far. Some properties can be analyzed from the ProCom design alone, for example that connected ports and channels match. However, in order to reason about properties, such as functional correctness, timing and resource consumption, we need to model the behavior of the components identified so far.

### 5.4.2 Behavioral modeling of the turntable in Remes

We model the functional, timing and resource usage behavior of the turntable components in Remes. Since the Loader, the Unloader and the Turntable components are reused, they already have behavioral models...
in an assumed repository, whereas the remaining components await for REMES behavioral descriptions. In the following we present the REMES models of the Driller, the Tester and the Controller components, depicted in Figures 5.8, 5.9, 5.10, respectively.

The Driller component is responsible for moving the drill up and down, and for locking and unlocking the clamp. In order to do this, it reads values from the drill and clamp sensors, modeled by boolean variables \( s_{du} \) (drill in upmost position), \( s_{dd} \) (drill in downmost position), \( s_{cl} \) (clamp fully locked) and \( s_{cu} \) (clamp fully unlocked). We assume that these values are set or reset by hardware devices, whose behavior we do not model. We also assume that the Driller component contains three actuators modeled by variables \( d_{\text{power}} \) (can be in states on or off), \( d_{\text{position}} \) (can be in states down or idling), and \( d_{\text{clamp}} \) (can be in states lock or unlock). Neither of the two message ports of Driller carries values, and thus they are mapped to two boolean variables Drill and Drilled, as described in Section 5.1.2.

The Driller remains in the non-lazy mode Idle until receiving a Drill message. When this happens, the component goes through a sequence of submodes: Clamp locking, Driller moving down, Driller moving up and Clamp unlocking. Each of these submodes is exited as the result of a sensor value turning true. When exiting the last submode, a Drilled message is sent, indicating that the operation is finished.

This REMES model also models Driller subsystem’s energy consumption. We assume the following: powering the Driller consumes \( e_{\text{pow}} \) units of energy per time unit, locking or unlocking the clamp consumes \( e_{\text{clamp}} \) units of energy per time unit, and drilling consumes \( e_{\text{drill}} \) units of energy per time unit. Moreover, we assume that the time of each Driller operation cycle is bounded to the interval \([t_{drill1}, t_{drill2}]\).

The Tester component is responsible for testing the quality of the drilled products. In order to do this, it reads values from the testing sensors, modeled by two boolean variables \( t_{u} \) (tester is in up position) and \( t_{d} \) (tester is in down position). The input message port of the Tester does not carry a value, so we map it to a boolean variable Test. On the other hand, the output message port of the Tester carries a value of type boolean, so we map it to two boolean variables Tested and Tested value. The Tester component remains in the non-lazy mode Idle until receiving a Test message. When this happens, Tester moves to mode Moving down and starts testing the quality of a given product. We assume that the time spent in the mode Moving down in bounded to
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Figure 5.8: The behavior of the Driller component modeled in Remes.

the interval \([\text{move down}, \text{timeout}]\). If the product is not properly drilled the testing finishes unsuccessfully. In that case the \text{Moving up}1 mode is visited and when this mode is exited, a boolean message with a value \text{false} is sent via the message port \text{Tested}. If the testing finishes successfully (i.e., \text{std} and \text{stu} become true) a boolean message with a value \text{true} is sent to the Controller through the message port \text{Tested}.

The Controller component, depicted in Figure 5.10, keeps track of the states of the four slots and operates the stations and the turntable accordingly by exchanging messages with all of them. The behavior defined by the \text{Remes} mode consists of two main submodes, one in which the controller waits for messages from the stations, and one waiting for the turntable to finish turning.

The submode \text{Wait for turning} is exited when the \text{Turned} message arrives. Depending on the current state of the four slots, messages are sent out to the respective station. This is managed by the four urgent modes and the guards \text{Case9}, \ldots, \text{Case17}. For example, the \text{Load} message is only sent if the first slot is empty, and the \text{Drill} message is only send if the second slot is occupied. The local variables, \text{signal loader} etc., are used to keep track of what messages have been sent. When all messages are sent, the history variable \text{h} is assigned to the value \text{Wait for stations}, and the \text{Write} point is visited. Thus, the Controller will be immediately reentered in the submode \text{Wait for stations}.

In submode \text{Wait for stations}, the Controller waits until it receives a reply to one of the messages sent. Since this is a non-lazy mode, it must
be exited as soon as the guard of one of the outgoing discrete actions Case1, . . . , Case7 is satisfied. If the message carries a value (which is the case for Loaded and Tested), it is used to update the state of the corresponding slot. When all messages have been received, the message Turn is sent to the Turnable, and the history variable is set to Wait_for_turning before exiting through the Write point, meaning that the execution will be immediately resumed in that submode.

5.4.3 PTA formal modeling and analysis of the turntable system

We have analyzed the model of the turntable system, transformed into a network of PTA models, in Uppaal CORA. The semantic translation
Figure 5.10: The behavior of the Controller component modeled in REMES.
Figure 5.11: The Controller REMES mode translated to PTA.
from Remes to PTA is done by applying the transformation rules stated in Section 4.3. In the following, we present the transformed PTA model of the Controller mode, shown in Figure 5.11. The locations Init, Entry and Write have been created from the init-, entry- and write points of the Controller mode. The Exit location has been omitted from the model since there is no edge in the Controller mode that is connected with the exit point. Note that since Controller models a behavior of a ProSys component that does not wait for an activation from the environment, we have marked the Init and Entry locations as urgent ones. The return edge from Write to Entry location ensures the active behavior of the Controller component. The conditional connectors from the Controller mode have been removed in the transformation, and the edges entering a conditional connector have been combined with the edges exiting the same conditional connector. Every non-lazy submode has been translated to two locations: one location representing the submode and one additional committed location for each outgoing edge from the non-lazy submode. Observe, in Figures 5.10 and 5.11, that the Wait for Turning mode has been translated in PTA into two locations: Wait for Turning and Wait for Turning Sync. The execution of Controller stays in the location Wait for Turning until the guard Turned becomes true. This is ensured with the synchronization action controln!Sync? with an additional dummy PTA automaton (see Figure 5.10) over the urgent channel controln!Sync.

For analysis purposes, we have added the sceController PTA model with the functions runprocessed() and runfailed() (see Figure 5.12), which store the number of processed- and failed products, respectively.
After having provided UPPAAL CORA with the PTA model of the turntable system, the last step before actually verifying the system design, is to formulate the desired system requirements as temporal logic formulas. Table 5.4 lists a few representative system requirements together with their temporal logic formulas. All properties are satisfied. Property 1 is a generic safety property, specifying the absence of a system deadlock, i.e., the system cannot reach a state from which it cannot continue operating. The turntable system is verified to be deadlock free. The next step is to verify that it satisfies the functional system requirements, here represented by properties 2 and 3. Properties 4 and 5 are examples of extra-functional properties, addressing time and resource usage, respectively. UPPAAL CORA has calculated that the minimum energy consumption for processing five products is 1370 units.

<table>
<thead>
<tr>
<th>Property</th>
<th>Temporal logic formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( AG \neg \text{deadlock} )</td>
</tr>
<tr>
<td>2</td>
<td>( AG (\text{Driller.Driller.moving_down} \Rightarrow \text{Driller.drill_clamp} == \text{locked}) )</td>
</tr>
<tr>
<td>3</td>
<td>( AG (\text{Turntable.Turn1 \lor Turntable.Turn2} \Rightarrow \text{(Loader.Idle \lor Loader.Write)} \land \text{(Unloader.Idle \lor Unloader.Write)} \land \text{(Tester.Idle \lor Tester.Write)} \land (\text{Driller.Idle \lor Driller.Write})) )</td>
</tr>
<tr>
<td>4</td>
<td>( AG (\neg \text{loaded_failed} \land \text{time} &gt; 50 \land \text{failed_products} \leq 1 \Rightarrow \text{processed_products} \geq 5) )</td>
</tr>
<tr>
<td>5</td>
<td>( EF (\text{processed_products} == 5) )</td>
</tr>
</tbody>
</table>

Table 5.4: System properties of the turntable system.

Ideally, any analysis result of a component analyzed in isolation should be stored as an attribute of that component, as we have described in Section 5.2. In the turntable case, the second property in Table 5.4 holds for the Driller subsystem regardless of how the rest of the system behaves. The property could be packaged as a reusable attribute...
of the Driller subsystem. However, the details of how such attributes are specified are outside of the scope of this thesis.

5.5 Summary

In this chapter, we have shown how the ProCom component model, specifically intended for architectural modeling of control-intensive embedded systems, can be combined with the Remes behavioral modeling language, in which functionality, timing and resource usage can be addressed together. In turn, this permits analysis of system level properties, while also supporting reuse of behavioral models when components are reused. To accomplish this, we have proposed a way of mapping the ProCom component interface onto the variables of Remes modes, such that the two models become connected. By packaging ProCom components together with their Remes behavioral models via a general attribute framework, we have addressed the important problem of model reuse. Transformations of Remes models into timed automata or priced timed automata, according to the transformation rules described in Chapter 4, allow for model-checking various properties, performed locally or at system level. We have demonstrated the connection between ProCom components and Remes modes on two examples: a temperature control system and a turntable drilling system. The relation between Remes models and other, simpler attributes should be investigated further, as well as the relation between the Remes model of a composite component and those associated with its subcomponents.
Chapter 6

The RemES Tool-chain

Based on the concepts described in Chapter 4, we have developed the RemES tool-chain [62,87] that presents an Integrated Development Environment for construction and analysis of embedded systems behavior, modeled in the RemES language. It is built on the Eclipse Platform [98], which provides a common, familiar user interface. Our goal during the implementation of the tool-chain was to integrate it with the existing development environment concepts, and to reduce the learning effort. The RemES tool-chain consists of basic elements, such as meta-models, graphical editors, model transformations, and behavior testing support. This chapter gives an overview of the RemES tool-chain architecture and the main tools consisting the tool-chain (see Section 6.1), and presents the tool-chain workflow that can be used for modeling and analysis of RemES-based systems (see Section 6.2).

6.1 Overview of the RemES Tool-chain

The RemES tool-chain provides two sets of tools: (i) behavioral modeling tools for defining platform profiles (i.e., platform profile editor) and for building complex RemES models (i.e., RemES editor) and priced timed automata models (i.e., ULITE editor), and (ii) analysis tools for simulating RemES models and integration with UPPAAL and UPPAAL CORA tools to visually inspect transformed (priced) timed automata models and verify model properties. The tool-chain can be integrated with other architectural modeling- and external tools. Figure 6.1 shows the over-
all tool-chain structure. Most of the tools in the Remes tool-chain are integrated with the Eclipse environment and presented as actions and wizards to the user, e.g., wizards to run transformations. Some intervention is required to run certain tools, as the user interface is not yet fully developed.

6.1.1 Behavior Modeling Tools

The Remes tool-chain includes three editors: the Remes editor for modeling Remes behaviors, the ULite editor for examining the generated priced timed automata (PTA) from the Remes into PTA transformation, and the platform profile text editor where the resources of the platform can be declared. The three editors are based on the Eclipse Graphical Modeling Framework (GMF) and the Eclipse Modeling Framework (EMF). The Remes and ULite graphical modeling editors are presented in Figure 6.2, marked with ❶ and ❷, respectively.

Meta-models

We have used EMF to define the meta-models of Remes, ULite and the platform profile. From the meta-models we have partially generated the
implementation code of the editors. We have specified two variants of the UPPAAL meta-model – the lightweight meta-model (ULite) is used internally within the tool-chain, and the full UPPAAL meta-model is used to export models for verification in UPPAAL. ULite is a subset of the full UPPAAL meta-model and includes just the timed automata model, without the diagram layout information presented in the full meta-model. ULite contains resource cost declarations, which are transformed differently into models for UPPAAL and UPPAAL Cora. The two model variants, UPPAAL and UPPAAL Cora, share the same syntax, but UPPAAL Cora models include cost specification, which is not allowed in “plain” UPPAAL models. The REMES and ULite meta-models can be found in Appendix A and B, respectively. Details about the platform profile specification can be found in Appendix C.

Figure 6.2: REMES ❶ and timed automata ❷ editors, simulator console output ❸ and simulator variable trace ❹.

The REMES editor

The REMES editor allows the user to easily create REMES artifacts, such as atomic and composite modes, edges or conditional connectors. Sub-modes and conditional connectors can be nested inside composite modes.
The user defines the control flow by creating edges between diagram elements. The action guards of the edges are defined by in-place editing in the diagram. The user can define typed variables, constants and resources in separate sections within the modes. The REMES diagram editor integrates with the Eclipse properties view, which displays and edits context sensitive information for the currently selected diagram element. Filters can be applied over the REMES diagram to outline a particular aspect of the REMES model – behavior, timing or resource usage. When the user saves a REMES diagram to a file, the guard and action expressions are parsed and checked for errors. The expression parser was built with the help of ANTLR [16] parser generator. Parsed expressions are stored with the model, ready to be used by other tools.

6.1.2 Analysis Tools

After modeling the behavior of a given system in the REMES editor, the REMES tool-chain can be used for analysis of that system behavior. The REMES tool-chain supports two types of analysis: simulation of REMES behaviors by using the REMES simulator, and formal analysis of REMES-based systems.

The REMES simulator

Simulating and testing system behaviors as they are being designed can provide valuable input to the system designer. REMES models can be tested with the REMES simulator (marked with ❶ in Figure 6.2), a standalone Java application integrated with the tool-chain using the Eclipse Platform Debug [99]. One of the steps of launching the simulator is to generate Java code used to represent the model within the simulator. Java code generation is performed with Acceleo [6]. When launching a REMES behavior in the REMES simulator, the system designer can specify the platform profile to be used (if not specified, a default profile will be applied). The system designer can then run the simulator which updates mode variables and resources in each simulation round, based on passed time. The system designer can visualize the mode transitions, the clock- and variable changes in the simulator output. In addition, the simulator can be configured to record changes of model variables to the trace database that can be visualized on a simple chart or used for later analysis. Figure 6.2 illustrates the user interface of the REMES
6.1 Overview of the Remes Tool-chain

The screen-shot shows graphical editors for Remes ❶ and ULite models ❷, the Remes simulator output in a console ❹ and variable value traces recorded from a previous simulator run ❸. Figure 6.3 shows the simulation started in debug mode when a behavior is executed step-by-step. Mode hierarchy ❺ displays active modes (highlighted in a model editor ❻), and variable values for a selected mode ❼. Since the Remes simulator is outside the scope of the thesis, for more information we refer the reader to [86, 87].

Figure 6.3: Remes testing interface, mode hierarchy ❺ and simulator console output ❹, mode highlight ❻ and variable inspector ❼.

Transforming Remes into priced timed automata

By following the transformation rules presented in Section 4.3 Remes diagrams can be transformed into ULite diagrams to prepare for formal analysis. Model transformations, implemented with the ATL Transformation Language (ATL) [17, 64], transform models between different meta-models. We provide transformations between Remes and ULite models, and between ULite models and Uppaal or Uppaal Cora models. A given verification expert can inspect and tune the timed automata obtained from the transformation in the ULite graphical editor. Once the model is ready for formal analysis, it can be exported to a Uppaal model format, with the provided transformation actions. The verification engine distributed with Uppaal can be started directly from the
tool-chain, with verification queries specified part of the Eclipse launch configuration. Simulation of the model, similar to the one in UPPAAL is also integrated, using the Java API for UPPAAL. Simulation traces are visualized and can be executed in steps, shown in Figure 6.4. Figure 6.4 displays part of the UPPAAL integration in the REMES tool-chain. UPPAAL simulator trace is shown as a list of state transitions ❽, and as a graphical trace ❿. Values of UPPAAL variables can also be inspected in ❾. The example model shown in the figure comes from a validation case-study that we describe in Chapter 7. We envision that the information about the relative importance of the resources of the platform (i.e., their weights) in the REMES into PTA transformation will be provided by the platform profile. However, this process is not yet automated, and currently we expect that the verification expert manually enters the information about the weights in the transformed UPPAAL priced timed automata model.

Figure 6.4: UPPAAL integration, showing a simulation trace with enabled transitions ❽ and variables ❾, and a graphical simulation trace ❿.

6.1.3 Integration between ProCom and REMES

Finally, we have integrated the REMES tools with the ProCom Integrated Development Environment (PRIDE) [26], which provides component triggering information from ProCom architectural models that can be used to insert appropriate synchronization channels in the transformed priced
6.2 Workflow of the Remes Tool-chain

The Remes tool-chain implements a workflow based on two user roles: a system designer role, and a verification expert role. The system designer uses the Remes tool-chain for modeling and simulating Remes behaviors. As such, this role is similar to that of a software modeler/developer, and is focused on defining behavior models in Remes and simulating/testing these behaviors. The responsibility of the verification expert role is to use the Remes tool-chain for formal analysis of Remes behaviors. Note that the two roles are not necessarily always represented by different users. However, we envision that the verification expert role is dedicated to persons that have deeper knowledge in formal analysis.

Figure 6.5 shows the workflow of the tool-chain, split in four steps: when the tool-chain is used by the system designer for simulating/testing Remes behaviors, and when the tool-chain is used by the verification expert for formal analysis of Remes behaviors. We envision that the tool-chain will be first used for simulation of Remes behaviors to see whether they perform as expected, and once they perform correctly they will be transformed into PTA for formal analysis.

For illustration, suppose that the system designer works on defining a system’s behavior. The system modeling starts with the specification of the system architecture, using an architectural language (such as the ProCom component model). The system designer specifies the archi-

 timed automata models. The integration between the ProCom component model and the Remes behavioral language we have done via the Attribute Framework [92] and the QVT [40] transformation language, as we have described in Chapter 5. We had as goals to provide mapping between a ProCom component and a Remes model, defining the component’s behavior, and to provide generation of a template Remes model out of the ProCom component. Therefore, in Pride we have used QVT model-to-model transformation to create blank Remes templates for ProCom components. Each template contains one empty composite mode with pre-created variables matching the ProCom component ports, resulting from the mapping by convention. The generated Remes model acts as a stub, which is later edited by a system designer or a verification expert. We refer the reader to [61] for a thorough description of the integration of the Remes tool-chain in Pride.
tectural elements of the system, and assigns a REMES behavioral model to each element. She models behaviors in the REMES graphical editor (Step 1). Once the behaviors are defined, the system designer can start the behavior similar to launching a program written in a programming language – either in run or in debug mode of the REMES simulator. Launching a behavior prepares the model for simulation and generates the code that implements the behavior in the simulator with a model-to-text transformation (M2T) (Step 2 for the designer). The REMES simulator starts the behavior in run or debug mode, and displays mode transitions in a text form (Step 3 for the designer). During debugging, a hierarchy of active modes is shown in the debugger interface, and the system designer can inspect mode variables (e.g., resources and clocks), execute a behavior step-by-step and track active modes in REMES diagrams. Finally, after each test run of the model, the system designer can conclude if the model performs as expected and correct it accordingly (Step 4 for the designer).

Now let us present the part of the workflow when the REMES tool-chain is used by the verification expert. The verification expert starts by modeling the behavior of every component of the system in the REMES editor (Step 1). Once the system model is complete (Step 1), the verification expert can select to transform the REMES behavior into a network of priced timed automata using an automated model-to-model
(M2M) transformation. The verification expert then reviews the result of the transformation and modifies it if necessary, in the ULite graphical editor (Step 2 for the verifier). Once custom changes are made, the verification expert proceeds with generation of the final UPPAAL file. The transformation into UPPAAL CORA is an extended version of the ULite into UPPAAL transformation, where the costs are inserted in the generated UPPAAL file. Resulting model files can be submitted for verification to the UPPAAL verification engine directly from the tool-chain (Step 3 for the verifier). The UPPAAL verifier integration allows the verification expert to start the verification using the familiar Eclipse launch mechanism, specify verification queries, and inspect the automata trace within the tool-chain in an interface similar to the one implemented in UPPAAL. Verification results can either confirm that the model conforms to the system requirements, or produce a counter-example to correct the model (Step 4 for the verifier).

6.3 Summary

We have presented the REMES tool-chain, a set of tools that can be employed for construction and analysis of embedded system behavioral models. The core elements of the tool-chain are as follows: (i) the REMES editor for modeling behaviors of embedded components, (ii) the REMES simulator to test timing and resource behaviors prior to formal analysis, and (iii) an automated transformation from REMES into priced timed automata, needed for formal analysis. Our ongoing work on the REMES tool-chain includes adding deeper validation with helping tips, adding more strict variables declaration and usage, and improvements on the transformation rules implemented in the tool. The concrete usage scenarios in the practice might outline new requirements, where the transformed models might be enriched in order to decrease the user manual efforts.
Chapter 7

Case Study: Ericsson Nikola Tesla Demonstrator

The accuracy and effectiveness of modeling languages and analysis methods can be exercised by performing their validation against real-world application measurements. Validation loosely refers to the process of determining if a design is correct with respect to implementation requirements [41]. For model-based system design, validation establishes that the models capture the intended system behaviors accurately, and the analysis methods are effective if compared to measured system values (that is, their predictions match experimental/measured data). The two most usual model validation procedures are simulation, which traverses a subset of the system’s behaviors, and formal analysis.

In this chapter we describe the modeling and formal analysis of a prototype industrial telecommunications system, a demonstrator developed by Ericsson Nikola Tesla, in Croatia [104, 111]. We present the applied verification and validation process in Section 7.1.

The Ericsson Nikola Tesla demonstrator is a proof-of-concept solution, intended to evaluate the horizontal system development paradigm. Hence, it has been developed by applying the component-based design paradigm, and by adding a newly developed authentication, authorization, and accounting service to a complex basic service telecom system.
The new service, called extension service, consists of several existing and reused components, such as the open-source load balancer called Pen, a number of servers, as well as standard communication protocols like, e.g., Diameter (see Figure 7.2). More precisely, the ENT demonstrator uses the basic service to issue call requests, to which the extension service delivers the authentication functionality on a request basis. The resulting system is a telecom system that must adhere to the characteristics of existing telecom legacy systems. Thus, two requirements are imposed on the demonstrator: capacity and optimal resource usage. We describe the demonstrator in Section 7.2.

Our validation effort consists of analyzing the above properties on a system model that uses code-measured values for its parameters, and compare the verification result to the one obtained directly on the code. The analysis effort is driven by both an academic, as well as an industrial interest. The former targets exercising the industrial applicability and validation of our REMES behavioral modeling language, and its underlying formal model in terms of priced timed automata networks. The industrial interest focuses on being able to use a virtual experimental “lab”, in which various types of extra-functional analysis of the demonstrator are carried out, which could provide valuable feedback on the demonstrator’s performance, and resource-usage, assuming various settings, respectively, prior to an actual implementation of the respective settings.

In Section 7.3, we model the demonstrator in a component-based fashion, by using the ProCom component model, whereas in Section 7.4.1 we model the functional, timing, and resource-wise behavior of the key components of the system in the REMES language. We build our model by using the timing and resource values extracted from the actual prototype implementation of the demonstrator, and provided by Ericsson researchers.

Regarding the system analysis, we consider, next to function and timing, a weighted sum of the resources CPU and memory, in which CPU is considered a more critical resource than memory (twice the relative weight of memory). Under this assumption, we derive an optimal system trace, the minimum time, and the minimal total accumulated weighted resource cost for processing a given number of system requests. We describe the results in Section 7.4.3.
7.1 Overview of the Verification and Validation Process

The verification and validation process that we have used in our case study is iterative, allowing feedback between steps. It consists of four steps (see Figure 7.1) as follows.

- **Step 1.** Based on the system functional requirements the system designer builds the ProCom architectural model of the system. Similarly, the verification expert uses both the functional- and resource requirements (such as timing, memory, etc.) to develop the REMES behavioral model of the system. In the ENT particular case, the timing constraints and resource usage information that we have annotated the REMES models with are those measured directly on the prototype implementation.

Figure 7.1: The system verification and validation process.
• **Step 2.** During this step an interface mapping between the ProCom architectural- and the REMES behavioral model is performed, as we have described in Chapter 5.

• **Step 3.** The ProCom architectural- and the REMES behavioral model are together transformed into a priced timed automata (PTA) model for formal analysis. The architectural model gives information about the order of execution of the REMES modes modeling the behavior of the components. The transformation is done by following the transformation rules presented in Section 4.3. After all needed transformation rules have been applied, one can visualize the transformation result and do eventual adjustments in the PTA model, if so needed.

• **Step 4.** In this step, we assume some hardware abstraction in the form of provided resources (e.g., memory budget, CPU load, bandwidth of the communication network, etc.). To perform model-checking, a PTA model of the system is fed into UPPAAL CORA, together with the hardware abstraction and a desired property (requirement) expressed in WCTL. UPPAAL CORA then verifies whether the property is satisfied or not, as we have described in Section 2.2. Out of the verification process we get timing information in the form of total time needed to handle a burst of calls, which is then compared to the measured value. This completes the validation process.

### 7.2 Description of the Demonstrator

Ericsson Nikola Tesla’s (ENT) demonstrator is a prototype of a telecommunications system. It is designed according to current telecommunications industry’s trends of adapting horizontal development (systems built from reusable components) methodologies instead of traditionally used vertical ones (systems built from ground-up in-house, now called legacy systems). The organization of the demonstrator is shown in Figure 7.2 from the perspective of its deployment architecture.

In the demonstrator, a new telecommunications service is created with horizontal development. This new service is added to the existing basic service that has been created over the years through vertical development. The basic service performs typical call control functionality:
7.2 Description of the Demonstrator

The deployment architecture of the demonstrator is shown in Figure 7.2. Decoding of address information and routing calls from one end-point to another. When a special kind of processing is needed, the basic service generates events that result in requests (messages) that are being redirected into the extension service. The extension service processes messages generated by the basic service by performing an AAA (authentication, authorization and accounting) functionality that conforms to the widely accepted Internet standard called Diameter [81]. The result of the processing are also messages that are sent back to the basic service.

The extension service is realized by the clients- and servers clusters, which communicate via Diameter protocol. They should ensure high levels of performance through round-robin load balancing, and availability through redundancy. The implementation of high availability and reliability is facilitated by the use of an OpenSAF middleware. Previous experiments performed by Ericsson researchers show negligible impact of OpenSAF on the overall performance of the demonstrator [111]. Thus, we omit OpenSAF from experiments shown in this case-study.

Pen is a third-party open-source load balancer customized for balancing the load of stateful AAA protocol between the basic service and the
extension service. Pen maintains the information (e.g., IP addresses and ports) of which call control node is communicating with which Diameter client and uses round-robin method for choosing which client will serve a given request. Diameter client receives AAA requests through the AAA protocol between the basic service and the extension service, transforms them into Diameter-based AAA requests and sends the latter to the Diameter servers cluster.

Diameter relay is a Diameter protocol functionality that is used for balancing the load among Diameter servers. Similar to Pen, it uses the round-robin method to choose which server will serve a given request. Since each Diameter message contains full address information about communicating peers, it just transmits the response received from a Diameter server to the corresponding Diameter client that originated the initial request. Diameter server receives Diameter-based AAA requests sent by Diameter clients. It processes these requests and returns the results to the relay. Since the original request contains the information about which client has created it, the relay knows to which client the response must be sent to.

7.3 The ProCom Architecture of the Demonstrator

In this section, we describe the ENT demonstrator’s software architecture, which complies to the ProCom component model. The architecture of the ENT demonstrator consists of two subsystems: Basic Service and Extension Service, as depicted in Figure 7.3. The interfaces of the subsystems are expressed in terms of message ports.

Figure 7.3: The ProSys model of the ENT demonstrator.
Basic Service is an existing legacy ProSys component. Extension Service is a subsystem composed of two smaller ProSys components: Diameter clients cluster and Diameter servers cluster. We consider that there are four clients, and four servers in Diameter clients cluster, and Diameter servers cluster, respectively. Each of these ProSys components may be further decomposed into either smaller ProSys components, or into ProSave components, depending on the level of complexity of the functionality, and the possibility for distribution. Accordingly, the Diameter clients cluster component can be internally modeled with a Pen ProSave component and four Client ProSave components. Similarly, the Diameter servers cluster component can be modeled with a Relay ProSave component and four Server ProSave components.

The communication between the components obeys the scheme that we have described in the previous section. The component Basic Service sends AAA requests to Extension Service. These requests are forwarded to Diameter clients cluster component. Inside this cluster, the Pen component forwards these messages in a round-robin fashion to each of the four clients. Inside Diameter clients cluster component AAA requests are transformed into Diameter requests and are forwarded to the Diameter servers cluster component. Relay, similarly to Pen, forwards the Diameter messages in a round-robin manner to each of the four servers. The servers process these requests and return Diameter responses to Relay that forwards them to Diameter clients cluster. In the end, Diameter clients cluster component transforms Diameter responses into AAA responses and sends them back to Basic Service.

Note that depending on the timing characteristics of the Pen component we can model it in two ways as follows.

- As a ProSave component with two services Pen\textsubscript{Input} and Pen\textsubscript{Output}, as we have described in Section 3.3.2. In this case, Pen\textsubscript{Input} and Pen\textsubscript{Output} can be triggered independently and they can run in parallel.

- As a ProSave composite component with one service that is internally built of two components Pen\textsubscript{Input} and Pen\textsubscript{Output}, and a selection connector that activates either Pen\textsubscript{Input} or Pen\textsubscript{Output} depending on the source of the input data. If a request has been sent from the Basic Service component then the Pen\textsubscript{Input} is activated. On the other hand, the Pen\textsubscript{Output} component is activated when one of the four Client components sends a response to the
Pen component.
Similar discussion applies for the Relay and Client components.

7.4 REMES Modeling and Formal Analysis of the Demonstrator

7.4.1 The REMES model of the ENT demonstrator

We model the functional, timing and resource usage behavior of the ENT components as REMES modes. In Figures 7.4, 7.5, and 7.6 we present the REMES models of the Pen component, one of the clients from Diameter clients cluster and one of the servers from Diameter servers cluster, respectively. The Relay component has a similar behavior to the Pen component.

When modeling the behavior of the ENT demonstrator, we have made a number of assumptions within the model, which we have discussed with the researchers at Ericsson and we have agreed upon. As such, we consider instantaneous reads for IP client addresses and other information by the Pen component. We also make an assumption on the linear response time increase per burst of requests (500) that lets us compute the total response time, hence the extension service capacity, once we have predicted the response time of an individual request. In the ENT demonstrator, we consider two resources in our analysis: memory and CPU. We assume CPU as a continuous resource, and we treat memory as a discrete resource. The timing constraints and resource usage information that we have annotated the REMES models with are those measured directly on the prototype implementation. Note that in the current version of the demonstrator the clients and the servers are homogenous, that is, the processing time is the same for each request, on any of them. Since the clients and the servers are homogenous, the Relay’s round-robin load balancing protocol always sends messages coming from the first-, second-, third- and fourth- client to the first-, second-, third- and fourth server, respectively. From the measurements performed on the source code, we have concluded that Relay is the slowest component in the ENT demonstrator and the one that consumes the most resources.

The timing measurements performed on the source code of the ENT system have showed that the Pen component cannot receive requests and
Figure 7.4: The Pen component modeled in REMES.
send responses concurrently. Therefore, we have modeled the Pen mode as a composite mode containing two composite submodes: Pen Input and Pen Output. Pen starts executing by entering the Pen Input mode and its atomic submode Receive IP, where it reads instantaneously the addresses of the clients. Pen may be reentered in case the Basic Service component sends a new request (depicted with the boolean variable req) or in case one of the clients is ready to send a response (i.e., clients_to_pen evaluates to true). Basic Service may send requests to Pen only when Pen is free (captured by the boolean variable penfree).
The \texttt{Pen\_Input} mode is responsible for sending requests to the clients in a round-robin fashion. We use the variable \texttt{counter} to ensure the round-robin principle. For example, \texttt{Pen} is ready to send a message to \texttt{Client1} when the guard \texttt{client1prio} and \texttt{(counter \ modulo \ 4 == 0)} evaluates to true. The \texttt{Pen\_Output} mode receives responses from the clients and forwards them to Basic Service.

The \texttt{Client1} mode is a composite mode made of two atomic modes \texttt{Client1\_Relay} and \texttt{Client1\_Pen}. When \texttt{send\_c1} becomes true \texttt{Client1} receives requests from \texttt{Pen}, processes them in the mode \texttt{Client1\_to\_Relay}, and forwards the processed requests to \texttt{Relay}. Later, when \texttt{relay\_to\_c1} evaluates to true, \texttt{Relay} sends responses to the requests back to \texttt{Client1}. \texttt{Client1} sends the responses to \texttt{Pen}. \texttt{Client1} stays in the \texttt{Client1\_to\_Relay} or the \texttt{Client1\_to\_Pen} modes as long as their invariants hold (i.e., until \( t \leq 25 \) and \( t \leq 103 \), respectively). Note that \texttt{Client1} can process only one request at a time. The fact that \texttt{Client1} has to send back the response to \texttt{Pen} before receiving a new request is encoded by the boolean variable \texttt{client1prio}.

The \texttt{Server1} mode receives requests from \texttt{Relay}, processes them, and sends them back to \texttt{Relay}. \texttt{Server1} is entered when \texttt{send\_c1} becomes true. The \texttt{Server1} mode is exited after 68 time units.
7.4.2 Formal analysis goals

The most important requirement imposed on the demonstrator is to ensure an acceptable performance of the extension service, that is, handling 100 calls per second. For this to happen, and assuming a linear timing behavior per bursts of requests, the end-to-end response time of, say, 500 AAA requests should be less or at most 5 seconds.

To verify this, and, at the same time, validate the abstract descriptions, we have considered in our behavioral models (REMES and the corresponding PTA) the actual source code measured values of the authorization request, and authorization answer response times, respectively, as well as their respective CPU load, and memory usage, for each component of the demonstrator: Pen, DIAMETER client, DIAMETER relay, and DIAMETER server.

Before embarking upon formal validation, we have checked the absence of deadlocks, property specified in UPPAAAL as follows:

\[ AG \neg deadlock \]

By using the measured values of the demonstrator’s extra-functional attributes, we aim at:

- model-checking the REMES system model’s capacity (number of handled requests per second), as well as

- computing an optimal execution trace for the overall usage of resources (CPU and memory).

Verifying the demonstrator’s capacity is a crucial performance requirement of the system, and we will next show that we actually deliver a performance guarantee, since model-checking is an exhaustive verification technique. To accomplish the response time verification, we define a global clock variable that stores the elapsed time from the start time of sending the authorization request to the Pen, until the request is served and returns to the call controller in the basic service. Computing optimal resource-aware traces relies on a weighted sum representation of the resource function, which accounts for both types of resources simultaneously, allowing the designer to set the level of criticality for each resource (identical weights meaning equal importance).
7.4.3 PTA model of the ENT demonstrator and analysis results

We have analyzed the REMES-based ENT demonstrator in UPPAAL CORA, by semantically translating it into a network of PTA models. The REMES to PTA transformation rules described in Section 4.3 cover a two-level hierarchy only, therefore we have carried out the translation of the REMES-based ENT demonstrator into PTA in three iterations. We have first flattened the hierarchical composite modes Pen and Relay into subcomposite modes made of atomic submodes. Then we have translated each of the subcomposite modes into PTA models, according to the rules introduced in Section 4.3. For instance, the composite mode Pen has been translated into two PTA models Pen\_Input and Pen\_Output. Finally, in the third iteration, we have compared the transformed PTA models with the respective REMES models, and performed some adjustments where necessary. Here, we present only the PTA models of the Pen\_Input submode, the Pen\_Output submode, the Client1 mode, and the Server1 mode shown in Figures 7.7, 7.8, 7.9, and 7.10, respectively. In the PTA model of the ENT system we have also added PTA models of different ProSave connectors. One such Control\_Or connector that forwards each incoming trigger from the clients to the Pen component is depicted in Figure 7.11.

The PTA of Pen\_Input has nine locations: Start, Init, Entry, Exit, Receive\_IP, Pen\_to\_Client1, Pen\_to\_Client2, Pen\_to\_Client3 and Pen\_to\_Client4. The synchronization between Basic\_Service and Pen\_Input is modeled with the channel req. Similarly, the synchronization between Pen\_Input and the four Client PTA models is modeled with the channel pen\_to\_clients. The selection of the clients is controlled by the variables client1prio, . . . , client4prio, and counter.

The PTA of Pen\_Output has seven locations: Start, Entry, Exit, Pen1\_to\_BasicService, Pen2\_to\_BasicService, Pen3\_to\_BasicService and Pen4\_to\_BasicService. The synchronization between the four clients and Pen\_Output is modeled with the channel clients\_to\_pen. The synchronization between Pen\_Output and Basic\_Service, when a response has come from the Client components is modeled with the channel processed.

The PTA of Client1 consists of five locations: Start, Entry, Exit, Client1\_to\_Pen and Client1\_to\_Relay. The Control\_Or PTA, presented in Figure 7.11, is in charge of forwarding the trigger signal c1\_sending from Client1 to Pen\_Output. The synchronization between the automata Client1 and Relay is modeled by using two channels: client1\_to\_relay (mod-
Figure 7.7: PTA model of the Pen Input submode.

Figure 7.8: PTA model of the Pen Output submode.

e requests sent from Client1 to Relay when boolean variable send_{relay\_c1} is true), and relay_to_clients (models responses sent from Relay to Client1 when boolean variable relay_{to\_c1} is true).

The PTA of Server1 consists of four locations: Start, Entry, Exit and Server1_to_Relay. The synchronization between Server1 and Relay is modeled by using two channels: relay_to_servers (for receiving requests from
7.4 Remes Modeling and Formal Analysis of the Demonstrator

In our analysis model, we consider CPU to be a more critical resource than memory. The cost model that we use is derived from the measurements carried out on the actual source code. The resource-usage cost is
influenced by the weights of CPU and memory, and the consumed resources of all edges and locations. In the ENT demonstrator, we consider the following total cost function

\[
c_{\text{tot}} = w_{\text{cpu}} \times c_{\text{cpu}} + w_{\text{mem}} \times c_{\text{mem}}
\]

where \( w_{\text{cpu}} = 2 \) and \( w_{\text{mem}} = 1 \), and \( c_{\text{cpu}} \) and \( c_{\text{mem}} \) are the accumulated consumed amounts of CPU and memory, respectively.

After providing UPPAAL CORA with the PTA model of the ENT demonstrator, we were able to study the minimum cost reachability problem i.e., to find an execution trace of the system that uses the minimum possible total resource cost. For illustration, let’s check for an optimal trace satisfying the reachability property:

\[ \text{EF}(\text{processed messages}[3] == 4), \]

that is, a trace in which four requests are eventually processed by the ENT demonstrator. The cost of this best trace is 34628. We use the value 781 ms (from code measurements) as the time value needed for the basic service to process 500 requests.

From our analysis model we were also able to determine the time needed for processing a certain number of requests. For response time only, we have performed the analysis in UPPAAL (in order to get the corresponding TA system model we have removed the costs from the PTA model). UPPAAL has calculated that the time needed for handling 1 request is 3.42 time units (ms). If we consider that the processing time grows linearly, then for processing 500 requests our UPPAAL model of the ENT demonstrator needs 1710 time units. This number is just slightly higher than the source code measured value, that is, 1690 ms. The verification result shows that the capacity of the demonstrator (extension service alone) is actually greater than the required 100 requests per second. Also, this result concludes our behavioral model formal validation, regarding the end-to-end response time, which has been a central design issue of the demonstrator.

7.5 Summary

In this chapter, we have presented a case study where our behavioral language Remes is applied to model and analyze a new telecommunication system by Ericsson Nikola Tesla. The new system is horizontally
developed by adding a newly developed authentication, authorization, and accounting service to a complex basic service telecom system consisting of several existing and reused components, such as a Diameter standard protocol, an open-source Pen load balancer, and a number of servers.

On the modeling front, we have shown how the system has been modeled in a component-based fashion using the ProCom architectural modeling language, and how the functional, timing, and resource-wise behavior of the key components of the system have been modeled in REMES. We have also shown how the combined model is semantically translated into a network of (priced) timed automata to enable model-checking in the tools UPPAAL and UPPAAL CORA.

On the system analysis front, we have, in addition to function and timing, considered a weighted sum of resources CPU and memory, for which designers have chosen to consider CPU as the most critical resource (twice the relative weight of memory). In this setting, we have computed an optimal system trace, with respect to the total accumulated resources, needed for processing a given number of system requests. In addition, we have also computed, by model-checking the TA models, the time needed for the extended ENT system to process 500 call requests, hence showing that the capacity requirement of the system is fulfilled. Allowing the system designers to gain deeper understanding in the system’s resource behavior might prove valuable to further optimization steps, as well as in adjusting the resources provided by the underlying implementation platform, accordingly. Last but not least, the work and results described in this chapter have served as our framework validation basis, since most of our methods and tools have been exercised on a real-world industrial case-study.
Chapter 8

Related Work

This chapter relates the contributions presented in this thesis to relevant research and practice areas, subdivided into two sections. Our research work published in papers [37] and [103] contains extensive related work and state of the art so here we give only a short summary.

8.1 Component Models for Embedded Systems

Nowadays many component models exist, either general purpose or dedicated to a specific domain. Still, only a few component models target the development of embedded systems and most of them are dedicated to specific sub domains only. In these component models, component implementations are mostly given in C programming language and components are composed before compilation. The C-language provides more and easier access to details of operating system and underlying hardware platforms facilitating optimizations. Many component models targeting embedded systems use ports as the interface elements to exchange data. In port-based interfaces, input and output interfaces consist of ports that receive and send data, respectively (often designated as sink and source), hence corresponding to the concepts of provided and required interface. Often the component models for embedded systems are intended for applications of an algorithmic nature and these applications are commonly modeled as data- or signal-driven block diagrams. Another name for
this is pipe-and-filter architecture. Most component models targeting embedded systems focus primarily on “small” granularity components. Although they provide techniques for handling extra-functional properties there is still need for further research to improve the theories of specifying, modeling and analyzing extra-functional properties of components and composed systems, and to develop tool support. In this section we survey some component models that have been developed specifically for application in the embedded system domain and compare them with the ProCom component model proposed in this thesis. Special attention is dedicated to the capability of these component models to model and analyze extra-functional properties, in particular resource-related properties.

AUTOSAR (AUTomotive Open System ARchitecture) [18] component model has resulted from the cooperative research of a number of automotive manufactures and suppliers. The goal of AUTOSAR is to define a standardized platform for automotive systems facilitating the exchange of “elements” between different vehicle platforms and subsystem manufacturers. The main focus of AUTOSAR is the architecture, not the component model itself. Although some similarities with ProCom exist, such as the transparent communication between subsystems and components with the use of standardized interfaces, distribution of the functionalities provided by each subsystem across several nodes, some essential differences can also be noticed. In AUTOSAR, components are runtime entities whereas in ProCom they are considered at design time. In AUTOSAR subsystems are unaware of the characteristics of the underlying platform and not so much emphasis is put on analysis of the developed elements. The recent AUTOSAR 4.0 [19] release, influenced by the TIMMO project [1, 70], contains a meta-model extension for specifying timing properties and constraints of software components. As such, it allows expressing timing constraints, such as maximum delays, repetitions rates, synchronization, and data ages, by adding timing information to events and event chains.

BlueArX [67, 68] is a component model developed and used by Bosch for automotive systems, such as engine control systems or chassis systems. Each component consists of specification, documentation and implementation and has interfaces, which are divided into two types import and export interfaces where import interface are required and export interfaces are provided by the component. There is also a special type of an interface, called analytic interface, which is used to store compo-
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Components’s extra-functional properties (such as worst-case execution times, code memory, stack memory, and data memory). Input to the analytic interface is the current semantic context, such as hardware dependencies, tool chains and the setting of constants and/or calibration parameters in which the component should be applied. Properties are specified in the service level of each component and the context information is specified for each property. Semantic context information is also specified by referring to the modes (such as initialization mode, cyclic executive mode or shut-down mode). Bosch uses static analysis tool aiT [7] to analyze object code and to extract the worst-case execution time of a component, and SymTA/S [54] tool as a reasoning framework that aids analysis and prediction of timing properties. The BlueArX concepts are close to the ProSave layer of the ProCom component model, however ProCom uses an attribute management framework to associate extra-functional properties to components and others entities of the component model (component services, message ports, communication channels and component instances).

COMDES-II (COMponent-based design of software for Distributed Embedded Systems) [66] is a two-layered component model similar to ProCom, developed at University of Southern Denmark. At the system (first) layer, a distributed system is modeled as a network of communicating actors, and at the second level the functionality of individual actors is further specified by interconnected function blocks. COMDES-II supports modeling architectural and behavioral aspects of systems with a goal to analyze and verify system behavior at high abstraction level and to enable automatic code generation. In difference to ProCom, the timing behavior in COMDES-II is separated from the functional behavior. The timing behavior is verified by schedulability analysis, whereas functional properties are formally verified. Ke et al. [65] show how a COMDES-II system can be equivalently transformed into UPPAAL timed automata, and verified with preservation of system operational semantics.

IEC 61499 [60] is developed by the International Electrotechnical Commission (IEC) to support the development of automation and control systems. It has evolved from IEC 61131-3 [59] standard that is widely used in the development of software for PLCs. IEC 61499 components are called function blocks that have a set of in- and out ports, and a hidden internal implementation. Similar to ProSave, the data between the blocks is transferred using pipe-and-filter paradigm and the execu-
tion of the function blocks is event driven. In comparison to ProCom, there is no support for specifying or reasoning about extra-functional properties.

Koala [101] presents a component model that is designed and used by Philips for the development of software in consumer electronics (such as TVs, VCRs, and DVDs). Components are connected via provided and required interfaces that depict a small set of semantically related functions. The Koala component model is hierarchical, so, compound components may be defined. For Koala compositions, the extra-functional information is exposed at the component’s interface. The prediction of extra-functional properties is carried out by measurements and simulations at the application level. In contrast, the ProCom semantics sets the ground for achieving predictability via formal verification (by translating FSMs into timed automata), prior to implementation. Moreover, compared to ProCom, Koala is geared towards less safety-critical applications.

PECOS [108] is a component model developed conjointly by ABB Corporate Research and academia for development of small reactive embedded systems in automation applications (such as industrial field devices). The PECOS component model supports hierarchical component composition. Similarly to ProSave level, components interact via data ports, and the communication between them is based on the pipe-and-filter paradigm. A PECOS component can be active, passive or an event. Active and event components have their own thread of execution, and passive components cannot control their execution and are used as part of the behavior of another component being executed synchronously. Besides data ports, PECOS components have also interfaces to express extra-functional properties and constraints. In PECOS, as in ProCom, a strong importance is given to extra-functional properties, and there is possibility to specify component’s meta-data, such as worst-case execution times and memory usage, but the techniques differ. The behavior of the components can be modeled with Petri nets.

Pin [56] component model is developed at Carnegie-Mellon University. Its purpose is to be used as a basis for PECTs (Prediction-Enabled Component Technologies), which provide predictability principles for the run-time behavior of assemblies of software components, such as performance, safety and security. In order to attain predictability of a given property PECT offers a reasoning framework that includes a component technology powered by analytical interfaces and analysis theory. Ana-
8.1 Component Models for Embedded Systems

Analytical interfaces are used for specification of the properties, which are n-tuples consisting of a name, value and additional property-specific information (e.g., confidence interval of the property value). Analysis theories are used to predict properties of component compositions. At this time PECT supports three reasoning frameworks: $\lambda_{ABA}$ - for predicting average latency in assemblies with periodic tasks, $\lambda_{ss}$ - for predicting average latency in stochastic tasks managed by a sporadic server and ComFoRT - for formal verification of temporal safety and liveness. Contrary to ProCom, Pin is not distributed, does not support hierarchical component nesting and does not have support for high-level design.

Robocop [78] component model is a successor of the Koala component model, and is developed out of the collaboration between Philips and Eindhoven Technical University. Similar to ProCom, a component is considered as “a whole”, i.e., a collection of models gathering all the information needed and/or specified at different points of time of the development process (e.g., documentation, source code, functional model, resource model, simulation model and execution model). Models may be used as well for depicting extra-functional properties of Robocop components. These extra-functional models can include timeliness, resource consumption, reliability, safety and security. The resource model is based on resource predictions, which can not provide 100% guarantees if compared to formal methods. Therefore, it is not suitable for safety-critical systems. The functionality offered by a component is logically modeled as a set of “services”. Similar to Koala, Robocop is dealing only with static resource consumption, since it is assumed that consumption of resources stays constant per operation of a service.

Rubus [52] is a component model developed in collaboration between Arcticus Systems AB and Mälardalen University, and is intended for development of distributed, resource-constrained, embedded control systems, with a mix of hard-, soft- and non real-time system requirements. Rubus components are called software circuits and each of these circuits is defined by its behavior, internal state, and interface. An interface is a set of input- and output ports. ProCom has been influenced by Rubus time- and event-triggering features and the ability to perform real-time analysis. In Rubus it is possible to specify timing properties and there is is a tool for schedulability analysis. Similar to ProSave, Rubus has data- and trigger ports, which capture data- and control flow, respectively. However, Rubus does not provide support for distributed implementation nor high-level design.
ProCom’s precursor, SaveCCM [9], is also a component model for real-time systems. ProCom has inherited some concepts from SaveCCM, in particular in the ProSave layer, such as the emphasis on reusability, a strong degree of analyzability of component behavior wrt to timing behavior and safety due to the strong restrictions in the proposed syntax and semantics, and the decoupling of data- and control-flows. A new feature of ProSave, compared to SaveCCM, is that ports can be grouped into services, they are part of the component and allow external entities to make use of the component functionality. Services are triggered independently and can run concurrently. In SaveCCM, component behavior modeling is done using timed automata extended with tasks, a formalism that explicitly models timing and real-time task scheduling. The timed automata models of SaveCCM can be cluttered with variables whose interpretation is not necessarily intuitive, which makes the formal models less amenable to changes. In addition, ProCom has a clearer concept of composite components, and addresses distribution and extra-functional properties more systematically.

8.2 Resource-Aware Modeling and Analysis for Embedded Systems

Although, one may think of numerous extra-functional properties crucial for embedded systems, in practice, they often reduce to timing, memory, performance or throughput, and dependability/reliability-related aspects. These aspects may be addressed differently depending on the context or the application domain (e.g., timing aspects have to be more precise for safety-critical systems than for home-appliances). Thus, depending on the context, extra-functional properties can be modeled or built-in at different levels of formality, such as: informal level, which describes extra-functional aspects in natural language; semi-formal, which uses notations, such as the UML [49] or even more formal, which describes extra-functional aspects by using much more formal notations, such as temporal logics or process algebras. Using to a great extent the work we have presented in paper [103], this section summarizes the related work on modeling and analyzing resources in embedded systems and compares them with the REMES behavioral model proposed in this thesis. The related approaches we have classified into three categories as follows.
The first category of related work covers approaches that address predicting code-level resource consumption of component assemblies. Eskenazi et al. [43] and Fionkov et al. [45] present compositional ways of estimating static memory consumption of Koala-based embedded systems [101], in which the instantiated components of a composition are known prior to run-time. In the mentioned approached, the memory consumption demands of each component are exposed through a special type of component’s interface, called IResource. The implementation of IResource contains a formula for estimating the memory size of each type of memory. The approach supports budgeting i.e., it is possible to take into account the estimates of memory demands for the components that are not implemented yet. Jonge et al. [39] introduce a scenario-based prediction of run-time memory consumption in component-based applications, this time for the Robocop component model [78]. Resource consumption in this approach, is specified for all operations implemented by the services of an executable component. Similar to Koala, this method is also dealing with static resource consumption, since it is assumed that resource claims and releases are constant per operation, whereas they typically depend on parameters passed to operations. Both of the aforementioned approaches have been mainly dealing with low-level, code-driven estimation of static memory usage, which can only be used in cases when the components implementations are avaliable. However, more abstract descriptions of expected resource usage may be needed for not-yet implemented components, or for selecting components from repositories, and adapting them to fit the design. In such cases, the designer can first use Remes for early resource usage modeling and analysis, and then apply the approaches described earlier.

The second category is represented by the software modeling languages and profiles attempts (e.g., UML/SPT [48] and MARTE [85]) to tackle the modeling and analysis of embedded resources. Amar et al. [15] model resources in UML-based simulative environment. They extend the UML notation with new stereotypes for resources types. In one capsule diagram are gathered the software architecture and the resources that the software components require. As such, the capsule diagram is split in two parts: the software side and the resource side. The resource side is composed by a Main Dispatcher, which is in charge of receiving resource requests from the software side and a set of resource types. Internally every resource type capsule contains an Internal Dispatcher and a set of actual resource instances. The UML profile for Schedulability,
Performance and Time (UML/SPT) [48] is a framework for modeling concurrency, resources and timing concepts, which eventually produces models for schedulability and performance analysis. The core of the profile represents the General Resource Modeling framework, which describes resource types (hardware or software) and their management. The UML/SPT profile provides a set of stereotypes and tag values that can be used for annotation of the model elements and for performing analysis. The recent profile, MARTE (Modeling and Analysis of Real-Time and Embedded systems) [85], which emerged from the UML/SPT profile is dedicated to complement UML with the required extensions for supporting modeling and analysis of extra-functional properties of embedded real-time systems, such as memory and power consumption. It provides a basic framework for platform-based modeling and a high level concepts for specifying resource usage. This all is done through the Generic Resource Modeling (GRM) sub-profile that is based on a clear design pattern considering platforms as a set of resources containing possible sub-resources in hierarchical manner and offering at least one service. GRM is refined in Software Resource Model and Hardware Resource Model dedicated to describe software and hardware computing platforms, respectively. MARTE has a complex structure and it is tightly connected to UML. Hagner et al. [50] present a UML profile, called Power Consumption Analysis View Profile, for annotating power/energy consumption relevant parameters to a UML development model and a simple algorithm to analyze power consumption of that model. For the power consumption analysis of a system the power consumption of each task is calculated to find out the power consumption of a CPU. Although graphical and intuitive, the previously listed UML-based approaches are not precise and rigorous, and lack formally founded semantics. They cannot entirely guarantee the feasibility of the architecture, but rather give partial answer. In contrast, REMES provides both a graphical behavioral notation, as well as a rigorous underlying framework for formal analysis.

The third category is mainly represented by the higher-level formal approaches [76, 77], proposed by Lee et al. They propose a family of process-algebraic formalisms, that rely on an algebra of communicating shared resources (ACSR), developed to unify formal modeling and analysis of embedded systems resources. Like REMES, their formalisms can theoretically account for various resource types and a resource is considered as a generic, first-class modeling entity. A resource may be characterized by a set of attributes, such as timing parameters, proba-
bility of failure, priority, power consumption, etc., which capture the resource’s behavior. The authors take into account sets of resource classes important for embedded real-time systems: serially reusable shared resources, used to model processor units, communication resources, used to model synchronous and asynchronous communication channels, and multi-capacity resources that naturally correspond to memory modules. An important restriction of the ACSR framework is the assumption that every action lasts exactly one time unit, and that only one process may use a given resource during a time step. Although the ACSR framework is theoretically rich, however it is not intuitive, and the tool support is not equally mature. Kim et al. [69] have recently presented an extension of statecharts, called Timed and Resource-oriented Statecharts (TRoS), that provides the notation of timed action, adopted from ACSR. In TRoS each action is labeled with its consumption of resources. In contrast to ACSR, in TRoS it is assumed that an execution of a timed action takes one or more timed units in respect of a global clock. The system is modeled as a set of TRoSs that run in parallel and share limited resources. Similar like in ACSR, a situation where two or more processes with the same priority access to same resource is not permitted in TRoS. Ouimet et al. [88] use timed abstract state machines as a unified formalism to specify functional and extra-functional properties of embedded systems. The resources are described as simple annotations, in the form of real-valued variable assignments. Consequently, the framework can not support trade-off analysis of possibly conflicting resource requirements, which is supported by REMES. Schlatte et al. [90] describe an enhancement for the object oriented modeling language Creol [63] for supporting resource constraints modeling, specifically memory consumption, call stack depth and restrictions on parallelism. For modeling resource constraints, they assign each method an amount of required resources (through attribute RNeed), and each class an amount of provided resources (such as memory/processing capacity via attribute RLimit). Creol deals with modeling systems on a lower level of abstraction than REMES.
Chapter 9

Conclusion

Embedded systems are challenging to design since they must meet special type of constraints beyond those that apply for general-purpose computers, such as low cost, timeliness, resource usage efficiency, short time-to-market, etc. The demanding requirements of modern embedded systems coupled with the increasing complexity of the underlying software, demand techniques for managing complexity and for ensuring critical system properties. The thesis concerned the modeling and analysis of embedded systems, and argued that resource requirements need to be considered from the initial design stages of embedded systems. This chapter provides some concluding remarks on the presented work, and presents a number of directions in which this work could be extended in the future.

9.1 Summary and Contributions

The thesis proposes a resource-aware framework for designing predictable component-based embedded systems. The proposed framework consists of (i) the formally specified two-layered component model - ProCom (ii) the resource-aware behavioral modeling language - REMES (REsource Model for Embedded Systems), associated analysis techniques for various resource-wise properties, and a set of tools implementing the former.

The ProCom component model, introduced in Chapter 3, is specifically developed to target control-intensive embedded systems. The
model takes into account the most important characteristics of these systems and consistently uses the concept of reusable components throughout the development process, from early design to deployment. Reusing a component means reusing not only its concrete realization, but the whole collection of artifacts needed or produced during the development of this system element, such as source code, early design models, test results, architectural models, behavioral models and analysis results. At an early stage of the system design process, a new component could consist of just the interface specification, maybe with a rough behavior model. Additional information is then added gradually, e.g., internal structure or source code, detailed models, analysis results and documentation, and in the final development stage the components are synthesized together into an executable system.

Another characteristic feature of ProCom is that it is structured in two layers (ProSys and ProSave), to address the different concerns that arise when modeling on one hand a large distributed system, and on the other hand the detailed control functionality of each individual subsystem. These layers differ from each other in terms of communication style, execution model, synchronization etc., but also in kind of analysis which are suitable. The ProCom language constructs include services, data and trigger ports, passive or active components, connections and connectors, hierarchies of components, etc. All of these constructs have a precise execution semantics that we formally define.

Clearly, a formalization of the ProCom language needs to deal with all concepts of the modeling language. It has been our goal to make the formalization as intuitive as possible, so that it can serve as a basis both for engineers using ProCom, as well as researchers developing analysis techniques, model-transformations tools, etc., within the ProCom framework. In order to meet these sometimes contradicting goals, we have used a small but powerful finite-state machine (FSM) language, in which the semantics of each ProCom element we have defined as a translation relation from ProCom to the FSM language. The FSM language is essentially standard FSM, enriched with finite domain integer variables, guards and assignments on transitions, notions of urgency and priority, as well as time delays in locations. Hence, it can obviously be analyzed in a number of theoretical and tool frameworks including e.g., the UPPAAL tool.

The possibly complex extra-functional behavior of ProCom components we model in REMES, a dense-time, state-based hierarchical lan-
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The Remes language, presented in Chapter 4, is suited for modeling timing and resource-wise behaviors of embedded system components described by modes. A mode can be either atomic or composite depending on whether it contains number of submodes or not. The crux of Remes is introducing resources as first-class modeling entities that are characterized by their discrete (e.g., memory, access to external devices) or continuous (like energy) nature. Each mode has a well-defined data interface consisting of typed global variables that is used for data transfer between modes, and also a well-defined control interface in terms of entry and exit points through which discrete control enters and exists the mode. Each mode may declare its own set of local variables that is hidden outside the mode, but accessible to its submodes. To analyze various scenarios of system’s resource usage, in Remes models, we encode the resource-wise analysis problem as a weighted sum of consumed amounts of resources and their given weights. Assuming the encoding, we define three important resource analysis problems: feasibility analysis, trade-off analysis, and optimal/worst-case resource analysis. To be able to formally analyze Remes compositions we have provided a set of transformation rules that semantically translate Remes modes into priced timed automata.

By connecting Remes behavioral models to individual ProCom components, via a general attribute framework [92], in Chapter 5, we have addressed the important problem of model reuse. The packaging of ProCom and Remes is achieved by defining a new attribute type attached to a ProCom component in the attribute registry, which has a complex attribute value consisting of (i) a relative path to the Remes model file in the component structure and (ii) a relative path to the mapping file specifying the relation between the ports of a ProCom component and the variables of its associate Remes model. The connection between ProCom and Remes is done differently for ProSave and ProSys. The concepts of connecting and packaging a ProCom component with its Remes behavioral model we present on two examples: a temperature control system, when the architecture of the system is modeled in ProSave, and a turntable drilling system, when the architecture of the system is modeled in ProSys.

Based on the Remes language, in Chapter 6 we have presented the Remes tool-chain supporting construction and analysis of embedded systems behaviors. The core elements of the tool chain are: (i) the Remes editor for modeling behaviors of embedded components, (ii) the Remes
simulator to test timing and resource behavior prior to formal analysis, and (iii) an automated transformation from Remes into priced timed automata, following the transformation rules presented in Chapter 4, needed for formal analysis. The transformation rules applied to Remes diagrams result in ULite models representing the same behavior. A graphical editor for ULite models is provided, as a tool to visually inspect transformation results. Model files for both Uppaal (timed automata) and Uppaal Cora (priced timed automata) can be exported for formal analysis. When using the Remes tool-chain within Pride, an environment for ProCom component-based architecture development [26], the transformation uses component triggering information from ProSave components, to insert appropriate synchronization channels into the resulting priced timed automata. Remes models were integrated in Pride via the Attribute Framework [92]. We provide QVT model-to-model transformation that creates blank Remes templates for ProCom components. Each template contains pre-created variables matching the ProCom component ports, as we have described in Chapter 5.

Finally, in Chapter 7, we have demonstrated the applicability, and we have exercised the modeling and formal analysis concepts of our resource-aware framework on an industrial research prototype of an Ericsson Nikola Tesla telecommunication system. As such, we have modeled the system in a component-based fashion using the ProCom component model, whereas the functional, timing, and resource-wise behavior of the key components of the system we have modeled in Remes. We have also shown how the combined model (ProCom and Remes) can be semantically translated into a network of (priced) timed automata to enable model-checking in the tools Uppaal and Uppaal Cora which verification engine can be started directly from the Remes tool-chain. The validation of our models is ensured by the cost model that we use – derived from the measurements of timing, CPU, and memory usage – measured by Ericsson researchers on the prototype’s source code.

9.2 Limitations and Future work

The current version of the ProCom component model focusses on the design of a class of embedded systems that primarily perform real-time controlling tasks. In the future ProCom might be extended to other types of embedded systems. In addition, the list of ProSave connec-
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The semantics of ProCom, in future, will be extended with the formalization of actuators and sensors. Although the ProCom finite-state machine formalization sets the ground for formal analysis, the semantic descriptions focus only on formalizing the correct execution semantics of ProCom architectural elements, without consideration for efficiency in formal analysis of the resulted models. As future work we may develop support for model-based analysis techniques, such as model-checking, based on the formalization of the ProCom component model. In particular, it could be interesting and helpful to integrate our modeling language REMES with the formal execution semantics of ProCom.

Our REMES behavioral language can be used for modeling the internal behavior of interacting embedded components, not necessarily modeled in the ProCom component model. As such, REMES complements architectural description languages (ADLs) [83], which describe the software system’s conceptual architecture as a collection of components, connectors and architectural configurations, by adding component behavior. If one attaches semantics to the connection points of the architectural elements of a system, REMES can then be used for modeling the behavior of a generic embedded system. Moreover, it was our intention to make REMES as simple as possible, so that it can be utilized by both formalists and engineers with different backgrounds, as an intermediate layer between abstract architectural modeling and very detailed behavioral modeling (e.g., by priced timed automata).

In the current version of the REMES language, top-level modes follow a “run-to-completion” semantics, where only one submode can be active at a time. Since services of a ProSave component can be triggered/activated independently and may run concurrently, we associate a REMES mode to each service. In future, we could extend the REMES language with new types of constructs (such as modes or connectors) that will allow several submodes of a REMES top-level mode to be simultaneous active. In turn, this will allow that only one REMES mode is associated to a ProSave component made of more than one service. It is worth pointing out that REMES has already been extended with new kind of AND and OR modes [102], which still have a “run-to-completion” semantics. For AND modes all services are entered at the same time, whereas in OR modes one or all constituent services are entered when the mode is activated. This type of modes are needed for describing the behavior...
of service-oriented systems, where it is often the case that services need to synchronize their behaviors. Depending on the required synchronization type and starting time of the constituent services execution, both AND and OR modes can be employed when either “and” synchronization (both services should finish execution at the same time), or “max” synchronization (the composite mode finishes when the slowest service finishes) is required. In addition, the relation between the REMES model of a composite component and those associated with its subcomponents should be studied.

As future work, we plan to apply the results of Bouyer et al. [30], in order to tackle the feasibility analysis problem for systems in which the global cost function is non-monotonically increasing. In such situations, the usual branch-and-bound symbolic reachability algorithms, for priced timed automata, cannot be applied as such anymore, since minimal/maximal reachability analysis requires a monotonically increasing cost function. In addition, all of the resource-wise verification algorithms presented in this thesis need to be implemented in UPPAAL CORA.

The cost analysis model proposed in Section 4.2.1 is platform-aware. Hence, as future work, our simplistic platform profile (described in Appendix C) could benefit from including abstractions of platform specific tools, such as the associated compiler, linker etc. We consider that the cost model can be derived from the results provided by static analysis tools, which could be applied on already implemented components. A possible solution is presented by Bonenfant et al. [25]. In order to obtain provably correct static analysis results, the authors propose a formal source-level cost model, enriched with rules for deriving the execution cost of a subset of expressions belonging to the system-oriented language Hume. We also underline the fact that the selection of the weights in our resource model depends mostly on the designer’s experience and decisions. However, by analyzing the results of model checking the chosen cost models, one could adjust the weights accordingly.

The concrete transformation rules for translating REMES into priced timed automata are subject of future improvements. The usage scenarios in the practise might outline new requirements, where the transformed models might be enriched in order to save the verification expert’s manual effort. The transformation rules for transforming REMES into priced timed automata, presented in Section 4.3, cover two-level REMES mode hierarchy only. As future work, we plan to extend the transformation rules to cover hierarchy of arbitrary
depth. Another limitation of the transformation rules is that they do not handle different types of ProSave connectors.

Concerning the REMES tool-chain, note that all the theoretical contributions have not yet been implemented. For e.g., the rules for transforming non-lazy modes into priced timed automata are still not implemented. Also, the current version of the REMES editor does not support nesting of composite modes.

Throughout this thesis we have discussed and proposed solutions for modeling and formal analysis of component-based embedded systems. Unfortunately, the relatively small case-studies that we have performed can not answer questions about size and complexity of our methods when applied to large real-world systems. Scalability is clearly not exercised within this context. We can just hope that the presented examples have added some merit to the theoretical results. As future work we could as well exercise the scalability of REMES and associated analysis techniques. We also plan to look into compositional reasoning in the REMES language i.e., separately analyzing each component of the system and allowing global properties to be deduced for the entire system. This certainly will leave us obligation of proving that the component specifications in turn apply the specification of the whole system. Instead of generating a priced timed automata model of the entire system, compositional reasoning could be used to prove global system properties out of individual subsystems, or subsystem clusters properties. Another approach will envision developing specialized model checking optimizations, which exploit the topology of the architectural- and behavioral model, similar to the work on UPPAAL Port [51]. In order to perform compositional reasoning of REMES, we could first give a trace semantics of a REMES mode. This would allow us to compute the set of traces of a composition of REMES modes from the traces of the constituent modes.

Another opportunity for future work is to investigate further the ENT demonstrator by modeling and verifying other telecommunication protocols for serving requests. By checking possible performance in such other cases (like the first-in-first-out protocol), we could feed Ericsson researchers with important insights on the systems behavior, which might save unnecessary implementation time. We can also consider the case of heterogeneous servers, that is, processing the same request takes different time on each server, respectively.
Appendix A

**Remes Meta-model**

The meta-model is a feature of the Remes behavioral language. It models its concepts as classes and shows the relations among them. The complete Remes meta-model is depicted in Figure A.1. For readability, in Figures A.2, A.3 and A.5 we focus on particular parts of the Remes meta-model.

The root element of the Remes meta-model is the class RemesDiagram (see Figure A.2), which contains zero or more (usually one) elements modes from type Mode. The class Mode is an abstract class that has to be replaced by either CompositeMode or SubMode. The internal of a composite mode can be modeled by submodes, conditional connectors, init-, write-, composite entry- and composite exit point. SubMode has attributes invariant (specifies for how long a mode can be executed) and isUrgent (when isUrgent is set to true the mode is exited right-away). Modes and conditional connectors represent a control path of execution (class ControlPath).

Four types of points (class Point) exist in the meta-model: InitPoint, EntryPoint, WritePoint and ExitPoint (see Figure A.3). An edge (class Edge) connects an exit- to an entry point, and has attributes actionGuard and actionBody. When the action guard of an edge is evaluated to true, the action body (i.e., a statement or a sequence of statements) is executed. ControlPath contains an entry- and an exit point, which are used to enter and exit modes or conditional connectors, respectively. In addition, a composite mode contains an init point (class InitPoint) through which the mode is entered for the first time of its execution, and a write
Figure A.1: The REMES meta-model for describing a REMES diagram.
Figure A.2: Excerpt of the Remes meta-model for describing a Remes diagram.

point (class WritePoint), which is a local exit of the mode. An init edge (class InitEdge) connects an init- and an entry point, and a write edge (class WriteEdge) connects an exit- to a write point.

The composite entry- and exit point of a composite mode deserve a closer look. A composite mode is entered via its regular entry point. In model semantics it is not possible to connect this entry point to another entry point, for example of a submode. An edge only connects an exit-to an entry point. This imposed the need to introduce “intermediate” points in the Remes meta-model — composite entry point (class CompositeEntryPoint) and composite exit point (class CompositeExitPoint). Note, in Figure A.3, that the class CompositeEntryPoint extends ExitPoint to be used as a source of an edge. Similar applies for CompositeExitPoint.
— it extends **EntryPoint**, so that it can be used as a target of an edge. Figure A.4 helps to get a better understanding how these parts of the meta-model map to a model instance.

The referable interface (class **Referable**) of a mode contains a single attribute **name**, and is extended by **Variable**, **Resource** and **Constant** (see Figure A.5). Variables are of primitive type. Attribute **vectorSize** is greater than zero if the variable is an array. The **interface** flag denotes a global variable mapped to an interface port (data, trigger or message) coming from the ProCom architectural model, as we have described in Chapter 5. The **readable** and **writable** flags determine whether a given **Remes** mode variable represents an input or output data or message port. Resources have **type** and **expression** attribute. If a certain resource is continuous, then the expression property defines the rate at which the resource is being consumed. The rate is defined by the first derivative of the resource.
Figure A.4: Control points legend in REMES.

Figure A.5: Excerpt of the REMES meta-model that shows referable entities.
Appendix B

ULite Meta-model

The diagram in Figure B.1 depicts the main entities in the ULite meta-model and their relationships. The ULite meta-model is a subset of the Uppaal meta-model targeted for the transformation from REMES models into (priced) timed automata. When using the REMES tool-chain within the ProCom Integrated Development Environment (PRIDE) [26] the transformation uses component triggering information from ProCom architectural models, to insert appropriate synchronization channels into the resulting priced timed automata.

The root model entity is the diagram (class UppaalDiagram). It has declaration attribute, which carries the global variables declaration. The latter contains integer constants that determine the relative importance of different resources. Every UppaalDiagram presents a composition of timed automata. A timed automaton is represented with the element Template. It contains an attribute declaration for declaring the local variables. Each automaton is made of locations (class Location) with a set of transitions (class Transition) connecting the locations. Location has the following attributes: name, id, invariant, cost, initial, urgent and committed. Transition contains the following attributes: source location, target location, guard, assignment, sync (contains synchronization channel information) and cost for taking the transition.

Note that the ULite meta-model can be used for description of both timed automata and priced timed automata. In case of priced timed automata the cost for staying in a certain location is written in the extended invariant of a location (attribute invariant from class Location).
Similarly, the cost for taking a transition is written as part of the transition assignment (attribute assignment from class Transition).

Figure B.1: The ULite meta-model.
Appendix C

Platform profile

Platform profiles can be used to distinguish between different software/hardware platforms, and different limitations they impose. In the REMES tool-chain a platform profile consists of resource- and constraint declarations, as in the following example:

```plaintext
profile Board1 {
  resources {
    proc: cpu @ 5,
    mem: memory @ 1,
    batt: energy @ 10
  }
  constraints {
    max(proc') <= 200,
    max(mem) <= 10240,
    max(batt) <= 150000,
    min(batt') >= 5, max(batt') <= 100
  }
}
```

In the above example, we declare a profile of a platform with three resources, proc, mem, and batt. Relative weights of resources are marked after the symbol @, with cpu having five times the weight of mem in our example platform. Constraints over these resources can be specified on resource consumption rates or on resource consumptions directly:

- `max(proc') <= 200` constraints maximum rate of the resource proc to remain under 200,
- `max(mem) <= 10240` restricts the total consumption of the resource mem to 10240.

For the resource batt, we restrict
the consumption rate between 5 and 100, and the total consumption to 150000.

This is a simplistic model of platform resources suitable for high-level analysis. The presented platform profile is not directly related to REMES, but to the implementation of the tool-chain. Relative weights of the resources defined in the profile are used to construct a weighted sum of resource consumptions during analysis, described in Section 4.2. The constraints described in the platform profile are similar to resource usage definitions of the Generic Resource Modeling package introduced in the MARTE profile [85].
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Errata

Page 64. The description of the CPU consumption should read “The consumption of the CPU can be modeled by a discrete variable, denoting the number of accumulated clock ticks, or processor load, or by a continuous variable, which represents the CPU usage in computerized systems.”

Page 65. Table 4.1 should read

<table>
<thead>
<tr>
<th>Resource Class</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (e.g. memory)</td>
<td>discrete: $\dot{c} = 0$ or $\dot{c} = \infty$ referable</td>
</tr>
<tr>
<td>B (e.g. CPU, bandwidth)</td>
<td>discrete: $\dot{c} = 0$ or $\dot{c} = \infty$ non-referable</td>
</tr>
<tr>
<td>C (e.g. CPU, energy)</td>
<td>continuous: $\dot{c} = n$, $n \in \mathbb{Z} - {-\infty, +\infty}$ non-referable</td>
</tr>
</tbody>
</table>

Table 1: Resource classes/characteristics.

Page 71. In Definition 8 max should read sum.