Runtime Verification of State Machines and Defect Localization Applying Model-Based Testing

Mehrdad Saadatmand*, Detlef Scholle†, Cheuk Wing Leung†, Sebastian Ullström†, Joanna Fredriksson Larsson†
*Alten AB, Stockholm, Sweden, firstname.lastname@alten.se
†Mälardalen University, Västerås, Sweden, mehrdad.saadatmand@mdh.se

ABSTRACT
In this paper we introduce a method for runtime verification of the behavior of a system against state machines models in order to identify inconsistencies between the two. This is achieved by tracking states and transitions at runtime and comparing with the expected behavior of the system captured in the form of state machine models. The goal is to increase our confidence that the order of states at runtime matches what is specified by the models. The method also provides for defect localization by identifying that in the transition between which states a deviation from the expected behavior has occurred. The necessity and importance of the method lies in the fact that in model-based development, models are also used to perform analysis. Therefore, if there is any discrepancy between the behavior of the system at runtime and the models, then the result of model-based analyses which are performed may also be invalid and not applicable for the system anymore. For this purpose, in our method we create executable test cases from state machine models to test the runtime behavior of the system.

Categories and Subject Descriptors
D.2.4 [Software Engineering]: Requirements/Specifications—Methodologies; D.2.11 [Software Engineering]: Software/Program Verification—Assertion checkers, Model checking, Validation; D.2.5 [Software Engineering]: Testing and Debugging

General Terms
Verification, Design, Theory
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1. INTRODUCTION
Model-based development is one of the techniques that can help to cope with the ever-increasing complexity of computer systems. Using models and by performing model-based analysis, it becomes possible to identify problems earlier in the development process. In this scenario, models capture the intended behavior of the system and are used as the source of information for performing analysis. From this perspective, it is important to know if the actual runtime behavior of the system matches the expected behavior represented by the models. If this is not the case, then the results of analyses that are performed on the models may not be valid and applicable to the system anymore. On the other hand, models can also be used to design testing artifacts and automatically derive test cases; this practice is referred to as model-based testing.

Considering these points, in this work we introduce a method to generate concrete test cases (i.e., executable test scripts) from abstract test cases, which themselves are derived from state machine models. The method actually works by parsing the information about states and transitions in the abstract test cases and generating executable Python scripts from them. These scripts when run against the target system, check whether the same order of states, as described in the abstract test cases, are respected at runtime or not. The main goal is to help determining whether the actual execution of the system in terms of states and transitions differs from the state machine models. The generation of concrete test cases is described as a set of steps and guidelines to create test scripts out of path information in the abstract cases. To be able to observe different states of the system during execution, there needs also to be a mechanism to track state changes at runtime. We show how the code is implemented in the form of a state machine to provide such a state-tracking feature. By gaining detailed information on how the system behaves at runtime in terms of state and transitions, we not only can identify violations from this perspective, but also can determine where along a set of states and transitions the system has deviated from its expected behavior. In other words, it becomes possible to see in the transition between which states, a violation has occurred. This provides a form of defect localization in the sense that testers get hints on which parts of the system and models they need to start examining in order to detect the root cause of the problem. The details of the method are demonstrated by applying it on the Anti-lock Braking System (ABS) part of a Brake-By-Wire system from automotive
The remainder of the paper is structured as follows. In Section 2, background of the work and the use-case system for which the method is developed are described. Section 3 contains the guidelines and steps that are performed to automatically generate concrete and executable test cases from abstract ones. In Section 4, the method is described with examples by showing its application on the use-case. Section 5 covers the related work and in Section 6 conclusion and future directions of this work are discussed.

2. BACKGROUND & MOTIVATION
This work has been formulated in the scope of the MBAT (Combined Model-based Analysis and Testing of Embedded Systems) European project which consists of 38 project partners from 8 European countries (Austria, Denmark, Estonia, France, Germany, Italy, Sweden, UK). The main focus in MBAT is on the synergy between model-based analysis and testing, and the potentials that are provided by combining these two techniques in reducing the cost of verification and validation activities. Figure 1 shows an overall picture of this idea which we have discussed in more detail in [7].

One of the industrial use-cases in this project is the Brake-By-Wire system (BBW) from Volvo. BBW is a braking system in which mechanical parts are replaced by electronic sensors and actuators and thus removing the hydraulic connections between the brake pedal and each wheel brake. Anti-lock Braking System (ABS) is usually an inherent functionality provided by BBW systems [8]. The purpose with the ABS subsystem is to prevent locking of the wheels by controlling braking based on calculated slip rate value. Slip rate is calculated according to the following formula (where r is the radius of the wheel):

$$s = \frac{(\text{vehicleSpeed} - \text{wheelSpeed} \times r)}{\text{vehicleSpeed}}$$

If $s$ is greater than a certain limit, then the brake actuator is released and no brake is applied, otherwise the requested brake torque is used. The Electronic Control Unit (ECU) for each wheel will have three application software components: one is a sensor to measure the wheel speed, one is an actuator for the brake, and the third one implements the ABS controller for the wheel. A schematic view of the BBW system components is shown in Figure 2 considering only one wheel for brevity.

There are several timing requirements in BBW systems. For example, the total brake reaction delay could be specified not to be more than 200ms (in a sample implementation of the BBW system), or requirements on the periods of samplings done by sensors. Generally, BBW is an example of safety-critical, distributed and real-time systems in which meeting timing requirements has also direct impacts on the safety of the system.

2.1 Extended Farkle
Farkle is a test execution environment that enables testing an embedded system in its target environment. It is originally developed for testing embedded systems built using OSE Real-Time Operating System (RTOS) [9]. OSE is a commercial and industrial RTOS developed specifically for fault-tolerant and distributed systems. LINX is the Inter-Process Communication (IPC) protocol that is used in OSE. LINX provides the concept of direct and asynchronous message passing for communication and synchronization between tasks. This allows tasks to run on different processors or cores, while utilizing the same message-based communication model as on a single processor. This programming model has the advantage of not using shared memory. The messages that are passed between processes (i.e., tasks) are referred to as signals. The LINX protocol is also available for Linux, which is the operating system and platform used here to implement the system.

A signal is essentially defined as a data structure. An example signal definition is shown in Figure 3.

```c
#define WHEEL_SPEED_SIG 1026

typedef struct WheelSpeedSignal{
    SIGSELECT sigNo;
    float WheelSpeed;
} WheelSpeedSignal;
```

Using the signal passing mechanisms of LINX, Farkle runs on a host machine and communicates with the target. Hence, Farkle enables testing an embedded system by providing certain inputs to the target in the form of signals and receiving the result as signals containing output values. The test scripts that are used to send and receive signals, and also determine the verdict of a test case (pass/fail) are implemented in Python. Moreover, in order for the signal passing mechanism to work between the host and target, the host
(i.e., the scripts run by Farkle on host) needs also to have information about signal structures. For this purpose, Farkle also generates signal definitions in Python from the signal definitions of the application source code, which is then imported and used in the Python test script. In our approach, Farkle serves as the test execution framework that we extended for this work with features to parse abstract test cases as input, and automatically generate executable test scripts from them, which are then run against the target.

### 2.2 Testing Methodology

In [10] we have introduced a testing methodology to verify the runtime behavior of the BBW system against the desired behavior. In the approach, the architectural model of the BBW system is done in EAST-ADL modeling language [11], which is an Architecture Description Language (ADL) for automotive systems. The internal behavior of each component in the architecture is modeled using Timed Automata (TA) [12, 13] designed in UPPAAL PORT tool [14, 15]. A TA model describing the behavior of the ABS component of the BBW system is shown in Figure 4. Since in this work our focus is mainly on the functional behavior of the system, timing specifications are removed from the TA shown in the figure for brevity.

![Timed automata model of the ABS component](image)

**Figure 4:** Timed automata model of the ABS component

Different coverage criteria formalized as Timed Computational Tree Logic (TCTL) reachability properties, which actually represent requirements of the system, are applied in UPPAAL PORT which produces trace information as a result. As will be described in the next section, these traces serving as abstract test cases are then transformed into concrete ones which are essentially executable test scripts. By executing the concrete test cases, it is determined if the runtime behavior of the system differs from the desired behavior. In other words, it is checked that the order of system states at runtime matches what is specified in the models. Figure 5 shows a trace example generated from UPPAAL PORT.

![Trace information as Abstract Test Case](image)

**Figure 5:** Trace information as Abstract Test Case

and moreover, identify where along the transitions such a violation has happened. Also, since the main concern here is the states and transitions, we simply use the term state machine to refer to timed automata models in the BBW system, disregarding their timing specifications and additional semantics.

### 3. EXECUTABLE TEST SCRIPTS

In this section, we describe how using Extended Farkle, concrete test cases (i.e., executable test scripts) can be generated from abstract test cases (i.e., the trace information generated based on Timed Automata models). To do so, the following steps are taken:

1. An abstract test case is read as input by Farkle.
2. The abstract test case is parsed and the order of states and transitions, along with the values of variables in each state, are identified.
3. Based on the information mentioned above, which is identified during the parsing step, a test script is created. The test script basically creates signals with values of variables at each state extracted by parsing the abstract test cases, which are then sent to the target system.
4. The initial values of variables that are sent to the target system by the test script, in the form of signals, trigger the SUT to execute and evolve through a set of states and transitions.
5. The information about the actual set of states and transitions taken by the SUT during execution is collected and sent back to the script (again in the form of signals).
void mbatAbs_calc(MbatAbsInput* input, void* hdl)
{
    state = Idle;
    /* Internal variables of automaton */
    float s;
    /* Output variables */
    U32 TorqueABS = 0;

    state = Entry;
    while(state != Exit)
    {
        switch(state)
        {
            case Entry:
            {
                break;
            }
            case Idle:
            {
                if(input->v == 0) { TorqueABS = 0; state = Exit;}
                else if(s > 0.2) { TorqueABS = 0; state = Exit;}
                else { // Error }
                break;
            }
            case CalcSlipRate:
            {
                s = (float)(input->v - input->w*input->R)/input->v;
                if(s > 0.2) { TorqueABS = 0; state = Exit;}
                else { TorqueABS = input->WheelABS; }
                state = Exit;
                break;
            }
            case Exit:
            {
                break;
            }
            /* Output variables */
        }
        printf(" Tracing ABS calculation state:%d\n", state);
        mbatAbs_transition(state, input->w, input->WheelABS,
                           input->v, TorqueABS, input->R, (MBAT_TRC*)hdl);
        state = Idle;
    }
}

Figure 6: Implementation of the ABS component

To generate an executable test script from trace information, the steps mentioned in Section 3 are taken. Figure 7 shows the test script that is generated for the abstract test case shown in Figure 6.

This script is then executed by Farkle on the host system which in turn communicates with the target using signals. As can be seen in Figure 7 at lines 7-11 the values of variables, which are defined as part of the input signal to be sent to the ABS subsystem, are set. Sending of the signal is then done at line 12 using the send API of the LINX protocol. Upon the receipt of the signal on the target, the variable values are extracted from the signal and used to perform different calculations as done in the code part depicted in Figure 6. While the calculations are performed on the target, each state change is logged along with the values of variables at each state. This log information is then sent back to the test script on the host again using signal passing mechanism. The script loops through each log record (contained in the signal) and compares the actual order of states and values of variables collected from the target against the expected ones. The expected values are included in the test script during the generation process of the executable test script as shown at lines 15-20 in Figure 7. This way it is determined whether the actual execution of the system in terms of states and transitions follows the expected behavior as described by state machine models or not. Part of the information that is produced as test result is shown in Figure 5.

Besides getting a pass or fail result about whether the be-
import sys
import unittest
import xmlrunner

if __name__ == '__main__':
    unittest.main(testRunner=xmlrunner.XMLTestRunner(output='test.xml'))

Figure 7: Generated Python script

Failure=0, Time=3.464

Figure 8: Test result

behavior of the system conforms to the models, in case of failure, it is also possible to identify between which two states a deviation from the expected behavior has occurred. This way, the suggested method also helps with the localization of defects and provides hints to testers about which parts in the system might contain errors and need to be investigated. For example, in case of the trace information in Figure 5 and considering the specified input values, the expected behavior of the system in terms of state changes should be (ignoring the Idle state): Entry → CalcSlipRate → Exit. If for any reason, the actual runtime behavior of the system is observed to be Entry → Exit, for instance, it shows that there is a problem in transitioning from Entry state to the CalcSlipRate state. Similarly Entry → CalcSlipRate → CalcSlipRate → Exit as the observed behavior will not be the desired behavior. One of the actions that can be taken in such cases is to generate more traces and create more test cases targeting those states and paths that are identified as violating the model, to further help with pinpointing the root cause of the problem. Additionally, more analysis (model-based analysis) can be performed targeting the part of the model whose representative test case has failed. This also further emphasizes the potential of combining model-based analysis and testing, and exploiting the synergy between the two; as is aimed for in the MBAT project.

5. RELATED WORK

Uppaal is a tool suite for modeling and verification of real-time systems modeled as networks of timed automata [15]. Three main parts that constitute Uppaal are a description language, a simulator and a model-checker. Uppaal is an example of prominent tools and methods for verification of real-time systems at the modeling level. It does not, however, concern implementation code and actual execution of real-time systems. Therefore, Uppaal Port is one edition from the family of Uppaal tools which applies the Partial Order Reduction Technique (PORT). It is mainly intended for modeling, simulation and verification of component-based systems in real-time embedded domain. Uppaal TRON [16,17] is a testing tool based on the Uppaal engine that is designed for black-box conformance testing of real-time systems. Uppaal TRON derives, executes, and evaluates test cases against the implementation of the system in real-time. However, the main difference between the testing method of Uppaal TRON and our approach is that Uppaal TRON addresses online generation and execution of test cases based on the results of previous executed test cases, and focuses mainly on observable input and output actions, considering the Implementation Under Test (IUT) as black-box and assuming that its internal states are not observable [17]. While in our approach, test cases are only generated offline, and also the IUT is considered as white-box whose internal state changes are fully tracked and compared against the TA models. Tracking of state changes at runtime is thus needed and introduced to enable this feature. Also what is tested in our approach is not the output from the IUT, but the order of states and the values of relevant variables at each state.

In [18], we have provided a method similar to the one we described here in this work, but with the focus on testing timing properties and constraints against timed automata models. In contrast, our main concern here in this paper has been on the functional aspects of the system than extra-functional properties such as timing. As for localization of faults and defects, [19] and [20] provide surveys on different
localization methods. J.A Jones and M.J. Harrold in [21] offer an empirical evaluation of four automatic fault localization techniques, namely Set union, Set intersection, Nearest Neighbor, and Cause Transitions, compared with Tarantula which is another well-known fault localization method. These methods, however, mainly focus on the statements and at the code level, while our method enables localization of defects at the model level and the counterparts at the code, provided that the code is implemented in the form of a state machine. SOBER [22] is a statistical model-based bug localization approach which models evaluation patterns of predicates. It measures the bug-relevance of program predicates by applying probabilistic and quantification principles on them. Ning Ge et al. in [23] propose a model-based diagnosis approach based on Hidden Markov Model (HMM) for fault localization in integration testing. They perform analysis on different components in the system and map each to an HMM, and then calculate fault probability for the components.

Abstract State Machine Language (AsmL) is a formal software specification language based on abstract state machines [24]. It aims to provide a human-readable, machine-executable, complete yet minimal abstraction model of a system’s operations. AsmL could serve as a way to represent state machine model of the use-case described in this work. However, for the use-case, Timed Automata formalism was considered for modeling the system as it can capture timing aspects and enables performing different types of analysis using UPPAAAL. Moreover, a C/C++ code implementation of the states and transitions in the models was considered since it is deemed as the suitable language for the embedded needs of the use-case.

6. DISCUSSION AND CONCLUSION

In this paper, we introduced a method for testing the behavior of a system in term of its internal states and transitions. Such testing is needed in order to make sure that the systems behaves as expected; where the expected behavior is captured as part of the architectural models. This is especially important considering that models are used as the source of information for performing model-based analysis; and therefore, any deviation from the models can mean the invalidation of the analysis results. For this purpose, our method is helpful in order to check if the actual runtime behavior conforms to the models. It is important here to note that as a fundamental rule in testing, passing of test cases does not necessarily mean the absence of errors and it just helps to increase our confidence in the correctness and quality of the software product. Moreover, our method enables to see precisely on the transition between which states a deviation from the expected behavior has occurred. This way, it offers a form of defect localization feature which helps to understand where the root cause of a problem could be and provides hints and information about the vicinity of a problem in the system. In summary, the approach contributes to identifying inconsistencies between design models of a system and its actual behavior at runtime.

Currently, we are extending the approach to include traces that cover several components in the architectural model. This way, it becomes possible to also examine the communication paths across interacting components and test their behaviors in terms of communication. Such an extension would also be helpful in comparing different architectural models of a system with respect to the behavior of their components; for example, to test if they result in the same communication order and pattern at runtime or not. This can especially be interesting in the evolution of a software system where architectural models and components are refactored, components are replaced with a different version or new ones are added, and so on. Careful investigation of such features and scenarios are left as a future work.

Another direction of this work would be strengthening the combination of model-based analysis and testing in our method by establishing a more explicit feedback loop between the test results and the models. One of the scenarios that will become possible using such a loop and relationship is that whenever a failure is detected by testing states and transitions at runtime, that path at the model could be marked and highlighted. More (static) analysis can then be performed on that part of the model to see if the problem can be identified and solved statically; otherwise, more test cases can be generated for that part to further examine it dynamically. Moreover, automating the generation of abstract test cases covering the path in which a failure is observed may also be done; leading to an automated complete chain considering that the generation of concrete test cases from abstract ones is already automated as described in this work. This helps to create and execute more test cases to further scrutinize the execution path that deviates from the expected behavior. These possibilities and related issues such as consideration of appropriate test termination criteria in such automated testing tool chains need to be further examined.

In this paper, we did not deal explicitly with if the code is generated from models (entirely or partially) or manually developed. In either case, our approach helps to gain more confidence that the behavior of the system when the code is executed matches the expected behavior captured by models. On the other hand, the closer the code is to the models (e.g. through an automatic and verified code generation process), the less might be the deviation of system’s runtime behavior from the models. This, of course, needs to be further investigated and verified. The main point to note though is that no matter how much analysis is performed on the models, if the assumptions that are taken into account for those analyses are violated at runtime, their results may not be valid anymore. Moreover, situations may still occur at runtime that might have been neglected during system design or are hard to predict which can thus lead to the deviation of a system’s actual behavior from its desired one.

Considering the case that the models of a system are reverse-engineered and constructed from code (e.g. in a legacy system), again the proposed approach can be useful towards verifying the intended and actual behavior of the system. In such a scenario though, the result of the approach could imply if the reverse-engineering process was successful or not and if models which are supposed to capture the system behavior correctly have been successfully constructed.

The defect localization feature that is provided in our method is somewhat simpler and different from major bug/fault/de-
fect localization techniques in the literature which are based on formal methods, clustering, and probabilistic and statistical methods. However, it provides hints at the model level based on the test results, which has been the main purpose of it. Applying these techniques and methods to complement the defect localization feature introduced in this paper can also be another interesting future extension.
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