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Abstract— Industrial applications usually have real-time re-
quirements or high precision timing demands. For such applica-
tions, clock synchronization is one of the main assets that needs to 
be protected against malicious attacks. To provide sufficient ac-
curacy for distributed time-critical applications, appropriate 
techniques for preventing or mitigating delay attacks that breach 
clock synchronization are needed. In this paper, we apply game 
theory to investigate possible strategies of an adversary, perform-
ing attacks targeting clock synchronization on the one hand and a 
network monitor, aiming to detect anomalies introduced by the 
adversary on the other. We investigate the interconnection of 
payoffs for both sides and propose the quarantine mode as a mit-
igation technique. Delay attacks with constant, linearly increas-
ing, and randomly introduced delays are considered, and we 
show how the adversary strategy can be estimated by evaluating 
the detection coefficient, giving the network monitor the possibil-
ity to deploy appropriate protection techniques. 

Keywords—clock synchronization; delay attack; game theory 

I.  INTRODUCTION  
In industrial applications information usually has its validi-

ty time, after which it loses its value. This implies that messag-
es shall meet their deadlines, and therefore, some kind of 
schedule must be followed. Consequently, nodes must share 
the same notion of time, i.e., the difference between the clocks 
within two nodes should be within the allowed boundaries, or 
in other words, the nodes should be synchronized [1]. Clock 
synchronization is therefore one of the main assets of any sys-
tem with real-time requirements [2, 3]. 

Disrupting clock synchronization is thus an appealing target 
for an adversary as breaching it will affect the whole network. 
Moreover, in many networks, the same algorithms for clock 
synchronization are used, which means that a successful attack 
can be reused for completely different applications. There are 
several standards for providing and maintaining clock synchro-
nization in industrial networks. The IEEE 1588 standard [4] is 
widely used as it allows keeping good precision and eliminate 
delays caused by processing time in intermediate nodes by us-
ing transparent clocks. From Annex K 2008 some additional 
security measures has been added[5]. However, these measures 
are not enough, as they cannot prevent the breaching of clock 
synchronization by a selective delay attack [6, 7]. One way to 
breach clock synchronization was proposed in [3], namely, a 

combination of an Address Resolution Protocol (ARP) poison-
ing attack followed by a consecutive selective delay attack. 

In this paper, game theory is applied to investigate and for-
malize the adversary-network interaction considering clock 
synchronization protection issues. Game theory is a mathemat-
ical theory describing possible interactions and/or cooperation 
between rational actors and studies the decision-making pro-
cess along with the corresponding outcomes. In this context, a 
game is a model of such process in which only the desired set-
ting can be investigated so that the consideration is limited to a 
specific set of targeted conditions and requirements [8]. Game 
theory allows considering interactions of players with contra-
dicting interests. This is usually the case in security, as the ad-
versary and the network have opposite targets. Some main def-
initions and types of games applicable to network security are 
presented in [9]. Games can be cooperative or non-cooperative 
depending on the targets of the players, static or dynamic de-
pending on the number of interaction rounds for the players etc. 
Game theory approach applied to an Intrusion Detection Sys-
tems is presented [10], where the authors investigate how this 
technique can be used for formal decision making, and theoret-
ically derived a Nash equilibrium, which was used to analyze 
the specified game.  

In [11] game theory is applied to analyze the influence of a 
delay attack on the Network Time protocol (NTP), which is 
used in IEEE 1588. The author considers two strategies for a 
node, it can “pass” or “drop” a synchronization packet. How-
ever, the presented game consists of one interaction between an 
adversary and a node making decision. In this paper, we con-
sider three possible strategies for a network monitor, two of 
them are logically equivalents of “pass” and “drop” respective-
ly, but the third one is called quarantine and allows a system to 
check the link and determine whether it is under attack and/or 
employ mitigation techniques. We also consider multiple inter-
action games that allows us to consider different ways of im-
posing delays. The author of [11] proposes a multipath data 
collection procedure as a prevention technique against delay 
attacks. We, in turn, concentrate our attention on monitoring 
techniques as a way to secure clock synchronization, although 
multipath data spreading can be also used in the considered 
industrial networks as a way to provide the desired level of 
reliability and availability. In addition, we propose a game the-
ory framework allowing comparison and evaluation of differ-
ent types of attacks targeting clock synchronization, namely, 
constant, linearly increasing and random delays. The main con-
tribution of the paper is a formal analysis of the interactions 
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between an adversary, attacking clock synchronization and a 
network monitor, proving network protection. Players and their 
strategies are considered to define the game. Furthermore, net-
works states are considered along with a set of rules for switch-
ing between them as a reaction to adversary actions. Quaran-
tine Mode is proposed as one of the system states allowing 
additional techniques for adversary detection. Finally, the de-
tection coefficient is introduced as a metric for adversary expo-
sure in the network. This metric is used to reason about the 
efficiency of different types of attacks and predict the adver-
sary behavior.  

The reminder of the paper is organized as follows. Section 
II introduces our system model and explains the idea of Quar-
antine mode. Next, the game is formulated in Section III, 
whereas Section IV presents the analysis of an adversary influ-
ence in the network. The game analysis and a comparison of 
attacks via detection coefficients are presented in Section V. 
Finally, Section VI concludes the paper. 

II. SYSTEM MODEL 
In order to formalize the interaction between an adversary 

and the monitor, the considered system model along with the 
participants of the game should be set. 

A. Network Model 
We assume that IEEE 1588 is used in the network for es-

tablishing and maintaining clock synchronization. This means 
that clock synchronization is achieved through message ex-
change between a grandmaster and a slave. First, the grandmas-
ter sends out a time stamped sync message, and when the 
slave receives the message, it also timestamps it to determine 
the arrival time and sends out a delay_req message contain-
ing the two previous timestamps plus a new one to indicate the 
transmission time. Finally, when the grandmaster receives the 
message, it timestamps it to determine its arrival and sends out 
a delay_resp message. In the end of such an exchange, both 
the grandmaster and the slave have time stamps of the sync 
and delay_req messages at the moments of transmitting and 
receiving. Knowing these four values and assuming absence of 
asymmetrical delay, the offset between the two clocks can be 
calculated.  

We use a distribution analysis of the measured offset, σmeas. 
The offset is measured by a slave according to IEEE 1588 and 
the monitor in each slave is saving the measured offset in every 
re-synchronization interval and calculate statistics based on it 
[12]. In this paper, we consider only two basic statistic parame-
ters, namely mean and standard deviation. We assign thresh-
olds for each of them, which we refer to as indicators. We say 
that an indicator is positive when it is above the allowed 
threshold and that it is negative otherwise. According to our 
assumption, the resulting offset measured by a slave consists of 
three components: offsets related to the clock drifts, related to a 
natural delay in the communication channel and, finally, relat-
ed to the adversary. Offsets related to the clocks drift is always 
present therefore, without loss of generality, it can be excluded 
from the consideration. The clock drifts do not affect the over-
all reasoning and calculations, but changes only the threshold 
set for making a decision about switching to a different system 
mode. The considered network is heterogeneous, implying that 

is contains a mixture of wireless and wired communication 
links, such that the route between a grandmaster and a slave 
can consist of both types of links. In wireless channels without 
fading, the variations in propagation delay was found to have 
an exponential distribution [13]. Hence, we model offsets relat-
ed to nature with an exponential distribution, since wired point-
to-point links likely experience smaller delay variations com-
pared to line-of-sight wireless links, and thus the worse-case 
scenario is considered. 

B. Adversary Model 
We assume that the adversary is using a combination of an 

ARP poisoning attack and a selective delay attack to break 
clock synchronization [3]. To be able to breach synchroniza-
tion, the adversary does not need to forge or modify the syn-
chronization messages, only to delay it. This is a reason why 
encryption cannot help against this type of attack, as the 
timestamps already incorporated in the message do not need to 
be modified. 

C. Introducing Quarantine Mode 
The idea of introducing Quarantine Mode is to be able to 

react to an attack before it breaches clock synchronization. If 
there is an indicator of any abnormal behavior, the system puts 
the suspicious link/route into quarantine or switches it to Quar-
antine Mode. In this mode, the link is still used, but the system 
simultaneously tries to find out whether the abnormal behavior 
was an error or a consequence of a malicious interference with 
the network. This can be achieved by e.g., using additional 
techniques to provoke the adversary in such a way that it re-
veals itself or/and by further monitoring the network/link char-
acteristics. In the paper, we consider the second option, leaving 
the first one for future work. Therefore, in Quarantine Mode 
besides the two initials indicators, others can also be consid-
ered, e.g. like monitoring the maximum return time for the 
messages or checking the current environmental conditions 
[12]. The benefits of this mode includes the possibility to check 
what is going on with the link and try to mitigate any problems 
smoothly, while still continuing to do the best possible for 
clock synchronization. 

In our previous work, the term Relaxed Mode was intro-
duced [12]. Relaxed Mode implies a degraded quality of syn-
chronization, but also gives the system the opportunity to re-
cover to a safe state. Quarantine can be considered as an exten-
sion of the previously introduced Relaxed mode. Quarantine 
not only gives system an opportunity to recover if it is under 
attack, but also gives the opportunity to make a decision about 
whether there is an adversary in the network or not. Relaxed 
mode was introduced by using relaxed boundaries for the offset 
between nodes, and we introduced trust coefficient that can be 
considered as equivalents of relaxed boundaries for clock off-
sets. Also it should be mentioned that the system can switch 
from normal working state to the state where the attack has 
been detected without entering Quarantine Mode, if the symp-
toms or indicators of being under attack have significant values 
or significantly many are positive simultaneously.  

III. PROPOSED GAME MODEL 
The main components of a game are actors and their strate-

gies. We complete this set with probabilistic functions for the 



game strategies, as this allows us to bind all components to-
gether and to analyze the possible adversary behavior and con-
sequences for the network. 

A. Actors 
We consider three actors in this game. The first one is the 

adversary, which targets to breach clock synchronization and, 
in the best case, stays undetected. The second one is the net-
work monitor in the node that wants to stay synchronized with 
the grandmaster. Note that we consider local detection only in 
this paper. Third player is the nature or the environment or the 
channel. It does not have strategies, but it has a probabilistic 
distribution of the delays in channel. These delays can affect 
clock synchronization or/and mask adversary actions.  

B. Strategies 
By strategy, we understand the set of possible delays that 

can be introduced by the players. The game strategy space can 
be presented as: 

   S = Snat × Sadv × Smon  , (1) 
where × is Cartesian product, and Snat, Sadv and Smon are nature, 
an adversary and the monitor strategies respectively. 

For an adversary, it is reasonable to impose a delay only in 
one direction in order to make the delay asymmetrical, since 
IEEE 1588 can be breach only by an asymmetrical delay [3]. 
Nature imposes delays in both directions, however for simplici-
ty we consider also this delay as asymmetric since this is the 
most troublesome type of delay. Nature only has one strategy: 

  Snat = dnat dnat > 0{ } , (2) 
where dnat is a delay caused by nature. 

We consider four different strategies for the adversary: no 
attack, introducing a constant delay, a linearly increasing delay 
or a random delay. Therefore, the space of the adversary strate-
gies can be presented as  

 Sadv = Sadv
NA , Sadv

CD , Sadv
ID , Sadv

RD{ }  
. (3) 

The corresponding strategies are defined as: 

• No Attack (NA), the related strategy is a set of possible 
delays, which consist of only one element  – 0. 

  Sadv
NA = 0 . (4) 

• Constant Delay (CD)  

  Sadv
CD = dadv dmin ≤ dadv ≤ dmax{ } , (5) 

where Sadv
CD  is the strategy of imposing a constant delay, 

dmin and dmax are minimum respectively maximum val-
ues for the delay imposed by the adversary, dadv. 

• Linearly Increasing Delay (ID) 

   Sadv
ID = i ⋅ d

adv
0 < dadv < dmax{ } , (6) 

where i is the number of the synchronization interval, 
i.e., an iteration for the adversary. 

• Random Delay (RD) 

 Sadv
RD = (dadv, i , 0) 0 < dadv, i < dmax{ } , (7) 

where dadv, i is a random delay imposed by the adver-
sary at the ith iteration. 

For the monitor, three strategies are proposed, link/route is 
in quarantine, attack not detected, attack was detected, and thus 
the space of the monitor strategies can be presented as  

  Smon = Smon
AND , Smon

Q , Smon
AD{ }  . (8) 

• Link/Route is in Quarantine (Q), so the system switched 
to suspicious mode and can start applying additional 
techniques to confirm the attack. 
 Smon

Q = σ applied =σ meas ⋅β 0 < β <1{ } , (9) 

where β is the trust coefficient, and it shows that in this 
mode it is reasonable to question the validity of the val-
ue of the calculated offset, σmeas is the measured offset 
and σapplied the offset that is used for actual correction. 
The value of the trust coefficient can be connected to 
the boundaries allowed for two nodes to stay synchro-
nized. 

• Attack Not Detected (AND), normal mode of function-
ing for the node. This situation can be described as the 
previous one but with β=1: 
  Smon

AND = σ applied =σ meas{ } . (10) 
• Attack was detected (AD), in this mode the system is as-

sured that it is under attack, so it can start applying mit-
igation techniques. The trust in the calculated offset in 
this mode is β=0, as in this case the monitor does not 
trust in the calculated value at all: 

 Smon
AD = σ applied = 0{ } . (11) 

C. Probability functions 
The idea is to assign probabilities to all strategies or states. 

Probabilities for the adversary strategies, are not known initial-
ly, even though they can be estimated during the process of 
interaction, and are set as follows:  

 pNA + pCD + pID + pRD = 1 , (12) 

where pNA, pCD, pID, and pRD are probability of  NA, CD, ID, 
and RD modes respectively. One of the targets of the analysis 
can be these probabilities estimation, this can allow to predict 
adversary behavior. 

For the monitor the probabilities can be calculated assum-
ing that attacker’s actions are known. As in our model choice 
of a strategy for the monitor depends on the calculated values 
of offsets and its statistic characteristics, the probability of the 
choice can be calculated. Corresponding variables are: 

 pNAD + pQ + pAD = 1 , (13) 

where pNAD, pQ, pAD are probability of the strategies NAD, Q, 
and AD respectively. 

As a criteria for switching the monitor into Q or AD mode, 
the mean and standard deviation of the delay are used as indi-
cators: 

 σ = 1
N

σ meas, i
i=1

N

∑  , (14) 

  σ =
(σ meas, i −σ )

2

i=1

N

∑
N

 , (15) 



where N – is a number of currently considered resynchroniza-
tion intervals. 

In this game, we assume that the decision about switching 
the state in the monitor depends on several thresholds for mean 
and standard deviation of the calculated offset. Therefore, the 
probability of being in each state can be taken from the proba-
bilities of the delay value being in a corresponding interval. 
These probabilities we can calculate by knowing the distribu-
tions for nature and using appropriate variables for the adver-
sary state probability. For each indicator, there are two thresh-
olds: low and high, i.e., ΣL and ΣH are the low and high thresh-
olds for the standard deviation whereas�ΣL and�ΣH are the low 
and high thresholds for the mean respectively. If one of the 
indicators is above the corresponding low threshold but lower 
than the high threshold, it is only suspicious. If the characteris-
tic is above the high threshold, we assume that an attack is de-
tected. 

Switching rule: 

• Rule 1. If one and only one of the monitoring character-
istics is above the corresponding low threshold, the sys-
tem is switched into the Q mode: �σ >�ΣL or σ > ΣL. 

• Rule 2. If two of the monitoring characteristics are 
above the low thresholds, the system is switched into 
the AD mode: �σ >�ΣL and σ > ΣL. 

• Rule 3. If any of the monitoring characteristics is above 
the corresponding high threshold, the system is 
switched into the AD mode: �σ >�ΣH or σ > ΣH. 

• Rule 4. If any of the cases described below is true, the 
system is switched from Q mode to AD mode: 

o If there are positive indicators of network 
anomaly from the additional checking tech-
niques that were deployed as a result of 
switching to Quarantine mode; 

o If Rule 1 or Rule 3 can be applied. 

IV. ANALYS OF ADVERSARY INFLUENCE 
For influences by the communication channel we consider 

two cases: wired and wireless channels, but as both of them 
have the same distribution of the delays, the Probability Densi-
ty Function (PDF) of Channel Delays (ChD) can be modeled 
by an exponential distribution: 

  fChD (dChD ) = λ ⋅e−λdChD , dChD ≥ 0 , (16) 
where dChD is a delay caused by the channel, and λ is a distribu-
tion parameter. 

A. CD strategy 
First we consider a Constant Delay (CD) imposed by the 

adversary, and assume that there is a discrete set DCD of values 
with size N1 from which the adversary can choose the imposed 
delay: 

  
DCD = dCD, j{ } j=1

N1 ,  (17) 

  
pCD, j

j=1

N1

∑ = 1, pCD, j = fCD (dCD, j ) , (18) 

where pCD, j is the probability that the adversary chooses delay 
dCD, j from the set to impose and fCD is a discrete function relat-
ing a possible delay from the set with its possibility to be im-
posed. 

The resulted offset measured by a slave will consist of these 
two delays: The PDF of two independent variables, dCD, j and 
dChD, is a convolution of the PDFs of these variables. There-
fore, the PDF of the measured offset (without considering 
clock natural drifts) can be calculated as: 

 

 

foffset (σ meas ) = fChD (σ meas − dCD, j ) fCD (dCD, j )
j=1

N1

∑ =

= λe−λσmeas (eλdCD , j ⋅
j=1

N1

∑ pCD, j ).
 (19) 

The sum is a coefficient if the set of delays available for the 
adversary is fixed. Therefore, if we introduce the detection 
coefficient: 

 
kCD = (eλdCD , j ⋅

j=1

N1

∑ pCD, j ) ,  (20) 

we can see that, the PDF of the measured offset is proportional 
to the exponential distribution: 

  foffset (σ meas ) = kCDλe
−λσmeas . (21) 

B. ID strategy 
In the next case, we consider a linearly increasing delay 

(ID) imposed by the adversary. Here the adversary can choose 
the step of increment from a defined set with the size N2. Thus, 
the imposed delay can be described as follows: 

  
DID = i ⋅dID, j{ } j=1

N2 , (22) 

 
pID, j

j=1

N2

∑ = 1, pID, j = fID (dID, j ) ,  (23) 

where i is the number of resynchronization intervals or the iter-
ation of the delay attack. In this case, the PDF of the resulting 
measured offset can be calculated as: 

  foffset (σ meas ) = kIDλe
−λσmeas ,  (24) 

  
kID = (eλ⋅i⋅dID , j ⋅

j=1

N2

∑ pID, j ) .  (25) 

As we can see, it is again a scaled exponential distribution.  

C. RD strategy 
Finally, in the case of a random delay attack, we assume 

that the probability distribution is uniform: 

  fRD (dRD ) =
1
dmax

, dRD ∈ 0, dmax( ] . (26) 

In this case, the PDF of the measured offset can be calculated 
as: 

 

foffset (σ meas ) = fRD (σ meas −τ ) fChD (τ )dτ
−∞

+∞

∫ =

= λe−λσmeas

dmax
eλτ dτ

0

dmax

∫ = e
−λσmeas

dmax
(eλdmax −1)

. 

 (27)

 



After introducing the corresponding coefficient for random 
delay attack, the PDF of the measured offset can be presented 
as an exponential distribution: 
  foffset (σ meas ) = kRDλe

−λσmeas ,  (28) 

  kRD = 1
λdmax

(eλdmax −1) . (29) 

For exponential distributions, the mean and deviation are 
well known, so given these PDFs we can define thresholds for 
system mode switching. The thresholds defined with 
knowledge about adversary behavior and possible attacks are 
ideal one that can allow the monitor to detect the attack. In 
reality we cannot obtain them, but nevertheless it is interesting 
to consider them to see possible ways of interactions between 
the adversary and the monitor as well as to play with values to 
investigate the limits for adversary detection. 

For the monitor characteristic deviation, the lower threshold 
is the deviation of the corresponding exponential distribution, 
and higher thresholds can be chosen by taking the lower 
threshold and increasing it by γ percent. For the monitor char-
acteristic mean, the mean of the exponential distribution sets 
only the middle of the allowed interval, so here we assume that 
the allowed deviation is γ percent for setting the lower thresh-
old. For the higher threshold, we again set the allowed devia-
tion to an additional γ percent of the lower threshold. There-
fore, in the case of linearly increasing delay, the thresholds are: 

  ΣL =
kID
λ 2 ,  ΣH = kID

λ 2 (1+ γ ),  (30) 

 ΣL =
kID
λ
(1+ γ ),  ΣH = kID

λ
(1+ 2γ ).    (31) 

One interesting point here is that the obtained thresholds actu-
ally depend on the number of iterations, which is logical as the 
delay also depends on this number. For the case of constant or 
random delay the thresholds can be obtained by changing kID to 
kCD or kRD respectively. 

V. SECURITY GAME 
Having set a formal model of the game, we can try to play 

it by exploring possible interconnections and making numerical 
estimations of the detection coefficients for different adversary 
strategies. 

A. Monitor State Machine 
If the thresholds defined in the previous section are used for 

switching strategies in the monitor, the overall system becomes 
a state machine with probabilities of transmission between dif-
ferent states and remaining in the current one. Of course, this 
result is obtained under strong assumptions about the actions of 
the adversary, but it still shows that interaction between the 
adversary and the monitor can be described in a probabilistic 
manner. For deterministic networks, probabilistic characteris-
tics are not sufficient enough, but they allow making intelligent 
predictions about adversary behavior and can be used to ana-
lyze the effects of prevention and mitigation techniques. Strat-
egies for switching between modes can be compared based on 
the derived state machine configuration, where techniques with 
higher payoff functions are more efficient. Also this approach 
allows to consider a combination of techniques. 

 
Fig. 1 States of the monitor and transitions between them. 

Fig. 1 shows the possible states of the monitor related to its 
corresponding strategies and their interconnections. We assume 
that after switching to Attack Detected state, the system de-
ploys mitigation techniques, the details of which are not con-
sidered in this paper. The trigger for any transaction is a new 
calculated offset value for the current resynchronization inter-
val. Based on such representation, reasoning about system sta-
bility can be conducted. If we can calculate probabilities for all 
transitions for each type of attack or we can compare these 
probabilities for different types of attacks, it can be used as an 
attack efficiency metric. 

B. Detection Coefficient 
In case there is no adversary in the network, it can easily be 

seen that with the assumption of an exponential distribution of 
channel delays in equation (30-31) and with kID = 1 a reasona-
ble threshold is one allowing the network to eliminate clock 
synchronization breaching caused by channel characteristics. 
Therefore by comparing the thresholds with and without con-
sidering an adversary present in the network, we can see that 
the adversary attack can be noticed when kID > 1. That is al-
ways the case, but the problem here is that this value can be 
very close to 1, so some qualitative metrics are needed to eval-
uate and compare different types of attacks. The difference 
between thresholds calculated with and without an adversary 
present, demonstrates the influence of the adversary. The big-
ger the difference, the more exposed the adversary is in the 
network. 

To compare the three types of considered delay attacks, we 
need to compare the values of the related detection coefficient 
from equations (20, 25 and 29) respectively, more precisely we 
need to compare their difference to 1, as the approach is more 
beneficial the more above the value 1 it is. Therefore, for the 
considered types of attacks, we need to see how sensitive this 
coefficient value is. To this end, we compare the detection co-
efficients from the different types of attacks. However we do 
not set probability correspondence between coefficient ratios 
and detection ratios. Fig. 2 demonstrates the detection coeffi-
cients and their dependencies of the value of imposed delays 
dCD or dID, which are considered to be the same, to allow com-
parison of the CD and ID cases. These dependencies are ob-
tained under the following assumptions: 

• N1 = N2 = 2; 
• λ = 4; 



• dCD, 1 = dID, 1  , dCD, 2 = dID, 2 = 20µs  

• pCD, 1 = pID, 1 = 0.4 , pCD, 2 = pID, 2 = 0.6  
Furthermore, several iterations are considered for ID and sev-
eral values of dmax for RD. Fig. 2 demonstrates that for RD the 
level of being exposed in the network depends on the channel 
characteristics λ and dmax  – it can be both less and more than 
the other two considered cases. Therefore, from an adversary 
point of view, the expediency of applying RD depends on the 
application specification: it is beneficial for the adversary if the 
network can be disrupted by a short-term breach of clock syn-
chronization, especially in cases where bigger offsets between 
the nodes in the network is allowed, as this represents the right 
side of Fig. 2. An adversary employing CD or ID is more ex-
posed in the network, the higher the value of the imposed de-
lay. Based on the chosen metric of delay being mean and 
standard deviation, iterations with ID is more difficult to detect 
in the network, therefore, the question here is more how fast 
the breach can be detected. The crossing points of the coeffi-
cient curves for different attack types are of special interest, as 
they show points where it is beneficial for adversary to make 
switch between different strategies. Generally speaking, the 
adversary wants to stay in the graph with as low detection coef-
ficient as possible, as it indicates a lower exposure in the net-
work. Thus, if from the very beginning, the adversary is apply-
ing the CD strategy (blue line without markers), it should 
switch to the RD strategy to minimize the exposure level at the 
moment when it crosses the RD line (yellow line with circular 
markers or orange line with triangular marker). Knowing this 
reasoning from an adversary point of view, however, is benefi-
cial for the monitor as well. The monitor can predict and model 
possible adversary behavior and deploy proactive counter-
measures given this knowledge. Therefore, if we can make 
valid assumptions about possible delays, this approach can be 
applied. The question is how to make those assumptions. One 
of the options if we have some history of interactions between 
the adversary and the monitor, is in case the monitor can learn 
the probabilities and possible delays and calculate the thresh-
olds based on this. A learning period can be used for collecting 
network statistic and during the interaction with the adversary, 
the monitor can learn its properties and react accordingly.  

VI. CONCLUSIONS AND FUTURE WORK 
In this paper, a formal analysis of the interaction between 

an adversary targeting clock synchronization via a selective 
asymmetric delay attack and a network monitor collecting sta-
tistics of measured offsets according to IEEE 1588 is present-
ed. A game theory framework is proposed as an evaluation tool 
for the described interaction. The detection coefficient is identi-
fied as an appropriate evaluation metric for comparing different 
adversary strategies. Based on this approach, it is possible to 
say which strategy is most beneficial for the adversary depend-
ing on the set of game configuration. However, knowing this 
data, the monitor has a possibility to deploy appropriate protec-
tion techniques. In the future, we plan to include additional 
techniques that can be activated in Quarantine mode to help 
detecting an adversary. 

 
Fig. 2 Detection coefficients for RD, ID, and RD types of attacks. 
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