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Abstract	
Today, wireless solutions for industrial networks are becoming more and 
more appealing since they increase flexibility and enable the use of additional 
wireless sensors, but also bring such advantages as mobility and weight re-
duction. Wired networks, on the other hand, are reliable and, more important-
ly, already existing in most distributed control loops. Heterogeneous net-
works consisting of wireless as well as wired sub-networks are gaining atten-
tion as they combine the advantages of both approaches. However, wireless 
communication links are more vulnerable to security breaches because of 
their broadcast nature. For this reason, industrial heterogeneous networks re-
quire a new type of security solutions, since they have different system assets 
and security objectives. This thesis aims to secure industrial heterogeneous 
networks. Such networks have real-time requirements due to interaction with 
some physical process, and thus have a schedule with one or more deadlines 
for data delivery in order to comply with the timing requirements of the ap-
plication. The necessity to follow the schedule implies that all network partic-
ipants should share the same notion of time and be synchronized. This fact 
makes clock synchronization a fundamental asset for industrial networks. The 
first step towards developing a security framework for industrial heterogene-
ous networks with real-time requirements is therefore to investigate ways of 
breaching clock synchronization. Once the vulnerabilities of this asset have 
been identified, the next step is to propose solutions to detect malicious at-
tacks and mitigate their influence. The thesis provides a vulnerability analysis 
of the asset synchronization based on the widely deployed IEEE 1588 stand-
ard, and identifies a possibility to break clock synchronization through a 
combination of a man-in-the-middle attack and a delay attack. This attack is 
appealing to an adversary as it can target any network requiring synchroniza-
tion. Next, several mitigation techniques, such as a relaxed synchronization 
condition mode, delay bounding and using knowledge of existing environ-
mental conditions, are identified, making the network more resilient against 
these kinds of attacks. Finally, a network monitor aiming to detect anomalies 
introduced by the adversary performing attacks targeting clock synchroniza-
tion is proposed as a mean to detect the delay attack.  
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Sammanfattning	
Idag spelar trådlösa kommunikationsnätverk en allt viktigare roll inom indu-
strin, eftersom dessa ger större flexibilitet och möjliggör komplettering med 
trådlösa sensorer i existerande tillämpningar. Dessutom ger trådlös teknik ett 
antal fördelar i form av ökad mobilitet och minskad vikt. De flesta existe-
rande industriella nätverk är dock trådbundna, de är tillförlitliga men inte sär-
skilt flexibla eller mobila. De mest lovande lösningarna, heterogena nätverk, 
blandar trådbundna och trådlösa nätverk. Detta kan kombinera fördelarna 
från de båda metoderna. Alla enheter i nätverket behöver kunna samarbeta 
och utföra komplicerade operationer, de måste kontrolleras för att uppnå kor-
rekt prestanda, och de behöver förses med säkerhetsfunktioner, men eftersom 
trådlösa förbindelser kan höras och störas, krävs andra tillvägagångssätt för 
att tillhandahålla säkerhet. 

I denna avhandling studeras säkerhet i industriella heterogena kommu-
nikationsnätverk med realtidskrav. Realtidskrav innebär att meddelanden i 
systemet är känsliga för fördröjningar i tiden eftersom de interagerar med en 
fysisk process, och de flesta meddelanden har därför någon form av deadline. 
Många sådana system är dessutom säkerhetskritiska, vilket innebär att kost-
naden för ett misslyckande är mycket hög. Därför behöver industriella real-
tidsnätverk schemalägga dataöverföringen med avseende på just deadlines. 
För att kunna följa schemat, måste alla nätverksdeltagarna vara överens om 
tiden – de måste ha synkroniserade klockor. Således är klocksynkronisering 
en av de grundläggande tillgångarna i ett sådant nätverk. Nuvarande standar-
der för klocksynkronisering tillhandahåller inte tillräckligt hög säkerhetsnivå. 
Som en konsekvens av detta är klocksynkronisering en svag punkt för många 
säkerhetskritiska realtidsnätverk. En säkerhetslösning som fokuserar på att 
skydda klocksynkroniseringen är därför en första nödvändig byggsten i ett 
ramverk för säkerhet i industriella heterogena nätverk. 

Avhandlingen inleds därför med en undersökning av befintliga säker-
hetsramverk för industriella nätverk, tillsammans med en utvärdering av de-
ras användbarhet med avseende på realtidskrav och den heterogena karaktä-
ren av de tillhörande användningsfallen. För att förstå vilka mål som är rele-
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vanta att säkra för ett visst användningsområde, föreslås en särskild metod för 
att modellera hoten mot nätverket. Klocksynkronisering utmärks då inte bara 
som en tillgång som är viktig för korrekt funktionalitet i systemet, utan även 
en tillgång som är gemensam för alla industriella nätverk, vilket gör den sär-
skilt attraktiv för en säkerhetsattack. Därför undersöks olika metoder för att 
tillhandahålla och underhålla klocksynkronisering, med den vanligen före-
kommande IEEE 1588-standarden som exempel. Avhandlingen visar att 
klocksynkronisering som upprättats enligt denna standard lätt kan störas på 
grund av bristande säkerhetsstöd. Möjligheten att störa klocksynkronisering-
en genom att utföra en tvåstegs-attack, en kombination av en man-in-the-
middle-attack och en efterföljande selektiv fördröjningsattack, studeras i av-
handlingen. Slutligen föreslås ett antal metoder för att minska konsekvenser-
na av en sådan attack, jämte ett sätt att skydda klocksynkroniseringen genom 
övervakning och trafikanalys av nätverket. 
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Chapter	1 	

Introduction	
Today, communications play an important role in industry, as more and more 
functions are performed by geographically distributed special devices and 
equipment. These devices need to be connected, to cooperatively perform 
more complex operations, and controlled, in order to maintain appropriate 
performance levels while guaranteeing the required security and safety func-
tions. In order to satisfy the growing complexity of industrial networks, wire-
less solutions are gaining more and more attention. Wireless technologies 
provide a number of obvious advantages such as increased flexibility, less 
weight, higher mobility, etc. [1]. On the other hand, as wireless connections 
by nature are broadcast networks, they require special approaches for provid-
ing an appropriate level of security functionality [2]. Wired networks, on the 
other hand, are inherently more reliable and, in addition, already existing in 
most distributed control loops. Many promising emerging solutions are there-
fore a mixture wired and wireless networks, so-called heterogeneous net-
works, which can take advantages from both approaches [3].  

In this thesis, security in industrial heterogeneous networks with real-
time requirements is considered. Applications with real-time requirements 
imply that messages in the system are time-sensitive due to interaction with 
some physical process. Therefore, to comply with the timing requirements of 
the application, the networks have a schedule for data transmission with one 
or more deadlines for data delivery. In addition, many such systems are safe-
ty-critical, which means that the cost of failure is very high. To be able to fol-
low the schedule, and guarantee proper functionality of the system, the net-
work participants must agree on a common notion of time. Thus, clock syn-
chronization is a fundamental asset for the considered networks. There are 
different standards capable of providing clock synchronization in industrial 
networks, such as IEEE 1588 [4], but they do not provide the necessary level 
of security protection. As a consequence, clock synchronization can be con-
sidered a weak spot for most safety-critical industrial networks, since syn-
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chronization is an asset, which is common to many applications. Therefore, it 
is more likely that an adversary will invest recourses in its breaching, as one 
type of attack can be applied to several different types of applications. Con-
sequently, a security solution protecting this asset is an important piece of the 
puzzle designing a security framework for industrial heterogeneous networks. 

The overall scope of the thesis is to secure communications in indus-
trial heterogeneous networks. To this end, this thesis presents an overview of 
existing security frameworks for industrial networks along with their evalua-
tion and applicability considering both real-time requirements and the hetero-
geneous nature of the targeted use cases. In order to understand which securi-
ty objectives that are relevant for a certain application area, an approach of 
modeling the threats is proposed. One part of this approach consists of defin-
ing a set of system assets. Clock synchronization is then identified as a com-
mon asset for most industrial networks. Considering the identified asset, an 
analysis of different ways for a malicious adversary to break it, an investiga-
tion of how to protect it by means of network traffic monitoring, and a formal 
analysis of the possible interactions between these two parties; the adversary 
and the network monitor, are provided. Firstly, different ways of clock syn-
chronization provision and maintenance are investigated, using the widely 
adopted IEEE 1588 standard as an example. It is shown that due to the lack 
of security support, clock synchronization established according to this 
standard can be breached quite easily. Secondly, the thesis considers the pos-
sibility to break clock synchronization by performing an attack consisting of 
two phases: a combination of a man-in-the-middle (MIM) attack followed by 
a selective delay attack. Next, the thesis proposes to use network monitoring 
and traffic analysis as a way to protect clock synchronization. Finally, possi-
ble interactions between an adversary and the monitoring system is investi-
gated and formally analyzed by applying game theory.  

 

1.1. Problem	Formulation	
 
In order to meet emerging market demands industrial networks require a se-
curity solution that can cope with increasing network heterogeneity. From a 
security point of view, the heterogeneity implies that a reevaluation of the 
system assets and the required security objectives is needed. The goal of this 
research is to define the most critical assets of industrial heterogeneous net-
works, and to develop appropriate security mechanisms to protect them. In 
the development process, the requirements for real-time support and safety-
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critical applications are considered. The next step is to integrate the devel-
oped solutions into one complete security framework, covering all relevant 
assets. As there are several critical assets for industrial networks, and as some 
security solutions may impede the real-time requirements by introducing ad-
ditional overhead an iterative approach is adopted. 

One of the common characteristics of industrial networks is the joint 
requirements on reliability and timeliness Even for non-safety-critical appli-
cations, there are still deadlines for messages transactions and if a message 
misses its deadline, the functionality is lost or loses in quality. The necessity 
to meet deadlines implies that all network participants should share the same 
notion of time and be synchronized. Clock synchronization is thereby an es-
sential asset for industrial networks. In most standards used for industrial 
networks, the clock synchronization procedure does not have any security 
protection. Protecting clock synchronization can therefore be considered as 
an important step on the way to securing industrial heterogeneous networks.  

Given the goal and the problem described above, the following hy-
pothesis is used in the thesis: 

 
Hypothesis: it is possible to develop a security framework for heterogene-
ous industrial networks, where the adopted security solutions are selected and 
designed according to the specific requirements from safety-critical real-time 
applications. 
 
To reach the goal, the following research questions must be addressed: 

 
Research questions 
• RQ1: What are the main system assets and security objectives for hetero-

geneous industrial networks? 
• RQ2: How can the main system assets be protected and the needed securi-

ty objectives provided in the presence of real-time requirements? 
• RQ3: How should the possible interactions between an adversary and the 

network be analyzed while taking into account learning ability of both 
sides?  
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1.2. Research	Method	
 

When conducting research in a specific area, it is important to understand the 
related research methods and be able to apply them. A general framework for 
research methods in the computing area is presented in [5]. It consists of a 
repetitive circle with four main steps: specifying what to be achieved; speci-
fying where the data can be collected and how it can be used; choosing the 
way to process the data; and finally evaluating the results and analyzing 
whether the goals have been achieved or not. For the research work conduct-
ed in this thesis, this circle can be adjusted according to Fig. 1.1. The re-
search work starts with the problem formulation: defining the goal of what is 
to be achieved, specifying the questions that are needed to be answered on 
the way and relating the research problem to state-of-the-art in the area. The 
next step is solution development, where, based on existing techniques and 
appropriate analysis of these, a proposal is developed regarding how to solve 
the problem or a part of it. Usually, a solution can be presented as a combina-
tion of small parts that, assembled together, build the required framework. 
Once a solution is proposed, it should be evaluated in the step solution evalu-
ation, using related performance metrics. Finally, the last step in the circle is 
results evaluation. This step is needed to analyze if what has been derived is 
what was actually wanted and formulated in the goal of step one. As an out-
come, possible refinements can be identified and applied to the goal, after 
which the circle can be repeated until the results are satisfying and the goal 
has been achieved. 

 

 

Fig. 1.1 Research Circle.  
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Fig. 1.2 Research process. 
 

The research methodology adopted in this thesis use these four steps, 
which also includes a literature reviews and study, collaboration with industrial 
partners in order to relate the research to state of the practice, using the tools 
AVISPA and OMNeT++ to conduct attack and solution evaluations with and, 
finally, presenting and disseminating the results by publishing papers. A more 
detailed representation of the research methodology is shown in Fig. 1.2, where 
the main steps of the adopted research process are presented with rectangles, 
the main results are depicted with ellipses and the arrows demonstrate the flow 
of the process, with dashed arrows implying feedback loops that involves itera-
tions in the process with small refinements at each stage. 
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1.3. Thesis	Outline	
 

This thesis is organized into two parts, a comprehensive summary and a set 
of appended research papers. The reminder of the first part has the following 
structure: Chapter 2 describes industrial heterogeneous networks, and their 
corresponding application requirements, while Chapter 3 outlines the adver-
sary goal and system assets. Next, Chapter 4 details the security objectives 
when securing industrial heterogeneous networks, including ethical aspects 
of security. Finally, Chapter 5 outlines the thesis contributions and highlights 
their importance. In addition, Chapter 5 also includes a brief description of 
the appended research papers together with an explanation of the authors con-
tributions in each of them. Finally, Chapter 6, containing a summary and di-
rections of future research work, concludes the first part. The second part is a 
collection of five papers, on which the thesis is based.  
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Chapter	2 	

Industrial	Networks	
In this chapter, the networks constituting the main focus of the thesis, namely 
industrial networks, are described. One of the most important issues for 
providing secure communications in industrial heterogeneous networks is to 
derive and formulate the related requirements that should be supported by the 
proposed security solutions. Four main requirements are considered: reliabil-
ity, timeliness, availability and heterogeneity. This implies that the proposed 
security solutions not only need to ensure secure communications, but also 
that security is not achieved at the expense of any of the other main applica-
tion requirements. 
 

2.1. Application	Requirements	
 

Industrial applications include such examples as airplanes, spaceships, ro-
bots, production lines at factories and so on. More and more such applica-
tions require safety and security as provided services. To be able to provide 
such services, the system should support a set of requirements. The following 
four are the most main ones [6], although of course, considering a concrete 
use case, other relevant requirements such as energy efficiency or low delay 
can be added. 

High reliability. If a system is reliable, it means it has a low probabil-
ity of errors and consequently a low probability of failure such that there are 
mechanisms embedded to handle the failures and mitigate the consequences 
if preventions and elimination techniques should fail. The question is how 
“low” the failure probability should be in order for the system to be consid-
ered reliable enough. For a production line, this will be connected with the 
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potential money loss implied by an unwanted stop in production. For exam-
ple, with a paper machine, there is a huge economic loss even for minutes of 
standstill. Hence, the cost of idling and the cost of developing mechanism for 
increased reliability to protect against idling will be compared. In examples 
involving possible harm to humans, fault-tolerant techniques are used to 
make failure probabilities as small as possible, even at the expense of func-
tionality. From a security point of view, any proposed security solution 
should not influence the reliability of the system or at least this influence 
should be estimated and checked for acceptance.  

Timeliness. By timeliness, the ability to cope with real-time require-
ments is understood. It means that deadlines associated with information, 
messages, or services provision shall be respected, not only in terms of not 
being too late, but also not being too early. Nowadays, the vast majority of 
industrial systems have some kind of real-time requirements. Using an air-
plane as an example, its landing gear should unfold within the allowed time 
range, i.e., not in mid-air, before the landing procedure has been initiated, and 
not several minutes after the plane has landed. From a security point of view, 
this requirement is very challenging as almost all security solutions introduce 
communication overhead in the system which implies increased delays and 
causing tighter timing requirements.  

Availability. By availability it is meant that the system should be able 
to provide the required services without a failure or, in some cases that it 
should be able to withstand a failure due to a malicious or harmful environ-
ment. It is a core requirement for safety-critical services, where the cost of 
such failures is high. In the case of an electric power steering (EPS) system in 
a car, the assistance should be provided even if there is failure of the battery, 
or, at least, techniques decreasing the severity of the consequences in case of 
failure should be implemented. Whenever a security solution is added on top 
of a system architecture, it is complicated to analyze all possible interconnec-
tions and evaluate its influence on availability. Therefore, it is important to 
consider the security requirements and their interconnections with system re-
quirements already at the stage of system development. 

Heterogeneity. This is not a traditional requirement, but it is added 
here to broaden the targeted application area, according to today’s market 
demands. There is a number of advantages with wireless solutions, and thus 
more and more technologies are looking towards wireless extensions, possi-
bly as a mixture of wired and wireless networks. However, to be applied in 
industrial networks, the wireless solutions should be able to provide services 
with at least the same quality as purely wired ones. From this perspective, 
security is a potential showstopper as it is difficult to provide security solu-
tions with heterogeneity support. Wired solutions are often already existing, 
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and thus when adding wireless solutions, complementing security solutions 
has to be added on top of an existing system architecture. In addition, wire-
less links has an open nature, and therefore they require specific security so-
lutions that can address issues such as broadcast and interference, while sim-
ultaneously comply with the rest of the requirements. It should also be noted 
that the term heterogeneity actually has a broader meaning than simply the 
mix of wired and wireless networks, as discussed below. 
 

2.2. Heterogeneous	Networks	
 

Today, several meanings of the term heterogeneity can be found in the litera-
ture [7, 8]. As mentioned above, a mixture of wired and wireless connection 
links implies two types of link layers, medium access control (MAC) meth-
ods and physical layers coexisting in one network. Besides this, the end 
nodes can be different, meaning that they can consist of different hardware 
and, thus, have different memory, power supply, computational capacity etc. 
Such systems need different approaches for different sub-networks, or alter-
natively, the whole network must satisfy the most rigorous requirements of 
any one specific node, e.g., adjusting to the node with the smallest memory 
footprint or the lowest computational capacity, or the lowest transfer rate.  

Heterogeneity can also be considered on another abstraction level, 
namely the data level where different types of data traffic exist in the net-
works. Referring to e.g., TTEthernet technology [9], the following data types 
can be considered: Best-Effort (BE), Rate-Constrained (RC) and Time-
Triggered (TT). BE traffic does not imply timing constraints, and therefore, 
there are usually no guarantees on the arrival time of the messages. TT traffic 
has the opposite nature. It is periodic and requires low jitter. Hence, this type 
of traffic is usually used in safety-critical applications, where the cost of fail-
ure is higher than the cost of inefficient use of the bandwidth. RC traffic is 
somewhere in between the two previously described traffic classes. It has an 
event-driven nature and allocated scheduled time-slots, but at the same time, 
it has constraints in terms of the maximum consumed bandwidth within a 
given time-period. In this research, the target is do design a security system 
that is as useful as possible. Therefore, all three considered types of traffic 
classes are possible and taken into account. 
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Chapter	3 	

Adversary	Goals	and	
System	Assets	
 
As security risks are becoming a showstopper for deployment of industrial 
heterogeneous networks, deployment of appropriate security solutions is con-
sidered an increasingly important requirement [10]. Security risks exist if 
there is a vulnerability, such as a design flaw or some weaknesses in terms of 
oversimplified passwords or keys [2] and a threat, i.e., some value or ad-
vantage that may be gained from breaching security. The term “security” co-
vers a wide range of provided services, so-called security objectives, ranging 
from error control codes to compromised node detection. A security objective 
describes what type of threat the system needs to be secured against. Differ-
ent applications have different security objectives. In some networks, data is 
not confidential and all that is needed is data origin checking, whereas in oth-
er networks it is crucially important to keep data confidential, due to e.g., the 
need to protect product recipes. 

In order to reach the security objectives and provide adequate levels of 
security service, potential adversary goals, i.e., desired targets for an attack, 
should be investigated, as this allows to predict the adversary actions and es-
timate the possible consequences of an attack. The system assets and the ad-
versary goals can be derived from the considered use case [11]. In this chap-
ter, some typical adversary goals regarding industrial networks are identified 
and discussed. Furthermore, a possible set of relevant assets for industrial 
networks, is highlighted, with special focus on clock synchronization, as this 
is a common denominator for many distributed control applications. Adver-
sary goals and systems assets are like two sides of the same coin, and even 
though they do not always coincide completely, they do reflect each other 
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and they are interconnected, since an adversary is more likely to target the 
most valuable properties in the system. 
 

3.1. Adversary	goals	
 
There are many possible goals for an adversary targeting industrial heteroge-
neous networks, but according to [12] the following three can be considered 
as general adversary goals: system disruption, eavesdropping and system hi-
jacking. All three are possible within the considered use case industrial appli-
cations and may lead to that the adversary can control or interfere with some-
thing from a distance if security is breached. If we consider a power plant 
generating electric power to a city, the adversary can try to disrupt the sys-
tem. For factories producing products according to secret recipes, the adver-
sary is likely to target system eavesdropping. Finally, an adversary can target 
automated factory hijacking or vehicle control hijacking which can lead to 
significant damages or even loss of human lives.  

The three main adversary goals disruption, eavesdropping and hijack-
ing are briefly described below, along with examples from industrial applica-
tions for which they are relevant.  

Disruption. This is a quite broad term, as it includes any unplanned or 
unspecified behavior or malfunctioning of the network, ranging from a delay 
in service provision till complete shutdown of the system. The longer the dis-
ruption stays undetected, the bigger the consequences usually are. However, 
in this case the adversary does not control the network, but simply affects the 
network availability. A denial of Service (DoS) attack is a classic example of 
disruption, resulting in that the functions of the network are paralyzed even if 
though the adversary is unable to access information in the network or reset-
ting its settings. 

Eavesdropping. This target indicates that an adversary is interested in 
information transmitted or circulating in the network. It is a prime goal for 
networks containing confidential information, like production procedures or 
secret recipes. This adversary goal closely relates to two security objectives, 
namely, confidentiality and privacy. A common countermeasure is cryptog-
raphy, which can limit the access to confidential information. 

Hijacking. If an adversary manages to hijack the system, it means that 
the system behavior can be adapted and changed from the outside. Basically, 
it implies that an adversary takes control over the network or the related sys-
tem. If the system is the brakes in a car, it means that the driver no longer can 
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influence the brake. The specific characteristic here is that the intrusion may 
not be detected until the provided services differs, since the adversary pene-
trates the network and masks its actions as being benign until the gain of sys-
tem interference is maximized.  

The three adversary goals described above cover most of the threats in-
dustrial networks are subject to, but of course depending on the use case there 
can be others. For instance, forging, when the adversary wants to replace the 
information in the network with disinformation. In the example with a car in 
an intelligent transport system the driver being the adversary can consciously 
change, i.e., forge, saved data about the position of the car, to avoid road 
tolls. 

3.2. Assets	for	Industrial	Net-
works	

 
System assets define what is needed to be protected in the system. These can 
roughly be separated into two groups: assets general for the area of industrial 
networks and assets that are application specific. Note also that there is a dis-
tinction between system requirements and security objectives, and the differ-
ence is that assets are real physical or intellectual properties of a system, 
whereas requirements relates to the expectations on the system performance. 

Regarding application specific assets, there are several examples. In the 
EPS system mentioned above, the precision of the sensor measuring to quan-
tify the characteristic of the driver actions can be an asset. It entails that sen-
sor degradation by natural or malicious conditions should be prevented. In a 
paper machine with a sensor network measuring product humidity, data in-
tegrity can be considered as an asset, as the only requirement is the validity 
of the humidity values, since they are not confidential or secret, but need to 
be up to date and correct. In the system controlling pressure inside an air-
plane, bounded maximum latency in communication can be considered an 
asset, since it is critical to detect sudden reductions in cabin pressure as fast 
as possible. 

Communication channel robustness can be considered as an asset com-
mon for all industrial networks. In case of wired communication links, it 
mainly means physical protection of wires and/or access to them. It is more 
complicated when it comes to wireless networks, as there, anyone with an 
antenna can receive the signal and try to process it. In this case, prevention 
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techniques such as frequency hopping or masking the transmitted signal with 
noise, can be used. 

As described above, support for real-time requirements is one of the 
main characteristics of industrial networks. To be able to meet deadlines and 
provide services in time, nodes in the network should share the same notion 
of time, i.e. by being synchronized. This is an essential asset for industrial 
networks because if synchronization is breached, it is possible to cause com-
plete system disruption. There are many ways of influencing the synchroniza-
tion, but one of the most difficult to detect and counteract is the delaying at-
tack, as the adversary does not need to alter any data, but only to delay a few 
synchronization messages to put a node into unsynchronized mode [13]. 
Hence, clock synchronization is the main scope of this thesis and securing it 
is a primary goal to be achieved on the way to building a complete security 
framework for industrial networks. 

 

3.3. Clock	Synchronization	
 

To be able to perform coordinated actions, the participants in industrial net-
works must share the same notion of time. Usually, each node has its own 
internal clock. In ideal situations, when all nodes have perfect clocks, this is 
enough for ensuring network reliability. In reality, however, clock precision 
depends on the cost of the clock – the more expensive the clock is, the more 
accurate it is. This is due to the fact that each clock has its own drift, i.e. the 
difference between the global time and its own internal time. If two com-
municating nodes have a clock drift that, relative to each other, is more than 
what is allowed in the system for correct functionality, this can lead to system 
failure. 

In order to prevent possible hazards, clock synchronization algorithms 
are used to assist the nodes with frequent clock corrections. As the drift is a 
natural property of all clocks, clock drifts cannot be prevented, only mitigat-
ed by the periodic corrections. Clock synchronization algorithms aim at 
providing nodes with the values needed for periodic corrections. Only rela-
tive clock drift is important for considered types of applications. Note that it 
is often only the relative clock drift that is important for correct functionality 
in the considered applications. Therefore, clocks should be synchronized to 
each other rather than to the global time. 



                                                                    3.3 Clock Synchronization            + 

 

17 

 

Fig. 3.1 Periodic correction of the clock drifts 

 
The IEEE 1588 standard [4] is often used in industrial networks and 

distributed real-time systems for clock synchronization [14]. It has a master-
slave approach, where there are one or more grandmasters with excellent 
clocks in the network and all others, the slaves, are correcting their clocks 
periodically to stay synchronized with a particular grandmaster. The offset 
needed for the correction is calculated via the exchange of so-called synchro-
nization messages. The clock correction is typically periodic as shown in Fig. 
3.1, so that the relative offset does not exceed the acceptable boundaries. The 
ideal relation between a slave clock time tSlave and a grandmaster clock time 
tGrMstr is shown in Fig. 3.1 with a dash-dotted line, whereas the potential real 
relation is shown by the green lines. Without corrections made every Δtper, it 
can easily breach the boundaries for correct functionality (shown as dashed 
lines in the figure). IEEE 1588 also includes an algorithm to assign a new 
grandmaster if the current one fails. This causes the network to self-organize 
and become more robust. Even though IEEE 1588 has some recommended 
security services, such as message integrity and group authentication [4], 
there are still possibilities to disrupt the protocol, e.g. by conducting a delay 
attack [15]. 
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Chapter	4 	

Security	Objectives	
A discussion about safety and security interconnections together with ethical 
issues concerning security are opening this chapter. Next, an overview of se-
curity approaches applicable to industrial networks is presented, and the main 
challenges and current state of the art in providing security services in the ar-
ea are specified. Existing security solutions for wired as well as wireless net-
works are reviewed while highlighting their main differences and limitations. 
 

4.1. Security	and	Safety	
 

Although the main scope of this research work is security, safety is also in-
volved as an additional requirement for the targeted application area. There-
fore, it is important to define both terms, as well as how they are to be inter-
preted in this thesis. Traditionally, the two areas have been studied separately 
[16] and consequently, there are now different taxonomies, approaches and 
techniques used in each area. However, with the system complexity level in-
creasing every day, safety and security are becoming more interconnected 
and vital for critical applications and, hence it is important to understand their 
similarities and differences. 

Within dependability theory, an attribute can be considered as a sys-
tem property through which system dependability can be reached. The work 
of Avizienis et al. [17] presents safety as one of the attributes of dependabil-
ity and security as a composition of three attributes, namely Confidentiality, 
Integrity and Availability (CIA). In addition, the authors identify a set of sec-
ondary attributes to security, such as accountability, authenticity and non-
reputability. From this perspective, security and safety can be regarded as 
completely different terms with no overlap. Kunze et al. [18] stress the dif-
ference between them by connecting safety to “protected systems” and secu-
rity to systems “free of danger”. By the first definition is meant to consider 
and to set valid prevention and mitigation techniques, while the second defi-
nition is more vague as no definition of what can be understood as a danger is 
given. Further, the authors reflect on the difference between safety-critical 



            Chapter 4. Security Objectives                                                            + 

 

20 

and security-critical requirements. Safety-critical requirements target hazard 
illumination, which can be identified by conducting different types of safety 
analyses, e.g. Fault Three Analysis (FTA), Hazard and Operability Study 
(HAZOP), etc. For security, this process is more complicated as it is close to 
impossible to predict all possible actions and capabilities of a malicious ad-
versary. However, one of the main differences between safety and security is 
the presence of malicious intensions in the case of security. Another distinc-
tion is the character of occurrence of events. For the safety case, the system is 
usually protected against some pre-specified number of consecutive events, 
and since there is no malicious intension, errors caused by humans will cease 
when the problem is detected. However, in case of security, a malicious ad-
versary will not stop when detected, and instead the failure will continue until 
the adversary is isolated from the network, and even when this happens, the 
adversary may try to breach the system again. Working with safety require-
ments, hazards are identified, while working with security requirements, 
threats are usually considered. Within different application areas, there are 
related threat taxonomies, e.g., for internet infrastructures [19], embedded 
systems [20], wireless networks [21], service centric systems [22], etc. With-
in the different application areas, possible threats and attacks are grouped and 
classified differently, taking into account specific area requirements, e.g., the 
open nature of wireless communication links. 

The conclusion is that although safety and security may be different 
areas associated with different approaches and methods, one cannot be as-
sured without the other. A car can comply with all relevant safety standards, 
and thereby be considered safe enough, but if the system can be hijacked eas-
ily such that an adversary can take over the control, it is still not safe. Simi-
larly, a production line, where communication is considered to be secured, it 
is still not good enough if the system cannot cope with non-malicious power 
failures and cases where a loss of power switches the equipment into a ran-
dom mode. Similar examples raise the question about merged requirements 
for both safety and security [18]. There are attempts to integrate requirements 
from both areas, e.g., within embedded systems [23]. Further interconnec-
tions between safety and security and how one of them can be used or partly 
re-used to achieve the other one, already at the system design phase are in-
vestigated in [24]. The authors use the example of a system modeling lan-
guage, and how the outcome of a safety analysis, e.g., using IF-FMEA, can 
be reused for security, e.g., STRIDE, and vice versa. This approach shows 
that the first step in working with both terms jointly can be taken through us-
ing the same language to describe them. 

The approach adopted in this thesis for working with security while 
jointly considering safety is detailed in Paper A, but already here it worth-
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while mentioning that by safety is understood here what is broadly specified 
in [17] and by security a combination of the definition provided in [17] and 
the one provided in [25] are understood. In other words, by safety is under-
stood reducing the probability of hazardous events to an accepted level and 
by security is understood a combination of services providing the required 
security objectives in presence of malicious intentions. Although the main 
focus of this thesis is security, the overall long-term goal is to bring both se-
curity and safety to the level required in mission critical heterogeneous net-
work. As follows from the discussion above, both issues should be consid-
ered jointly and should complement each other in the developed security 
framework. 

 

4.2. Ethical	Aspects	in	Security	
 

Nowadays, technologies are developing with tremendous speed, but they are 
still only tools in the hands of humans. Thus, how these tools are used de-
pends on formal regulations, laws, and informal regulations, ethics. Ethics 
relates to well-founded and reasonable standards of what is right and what is 
wrong. It is less strict than a formal law, but still something bigger and more 
organized than the conscience. Ethics forms society and shapes the way it de-
velops. Ethics also refers to the term of having rights. This is particularly im-
portant from a security point of view. The classical scenario considers a con-
frontation between an adversary on the one hand, and a network/security en-
gineer/company owner on the other. However, it is not always clear who is 
the “bad guy”, as shown in e.g. [26] where the feasibility of information se-
curity is investigated. The authors therefore propose to extend the existing 
Information Systems Secure Interconnection (ISSI) model to consider five 
additional non-technical layers on top of the OSI model, with the highest one 
being ethics. In order to take security into consideration, the authors add 
group establishment rules and one more social contract layer. Such an ap-
proach allows to consider group interaction and human behavior as aspects of 
security. No direct interactions with humans are considered in this research 
work, apart from representing an adversary as an actual person. In addition, 
the thesis considers industrial information security rather than private person-
al data. Therefore, the ethical issues are not that pronounces in this thesis. 
However, it should still be considered to complete the picture, as capabilities 
to make ethical decisions may be needed in other safety-critical heterogonous 
networks, where the solutions developed in this thesis could be applied. 
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In this research work, an adversary is considered as an abstract party 
trying to influence the system. It does not matter whether the adversary is 
specifically related to a human or a specified device, and therefore the adver-
sary can be referred to as “it”. Obviously, it is important to stay neutral and 
that if, during a discussion, human presence is assumed behind the malicious 
actions, the gender is not specified by addressing the adversary as “he” or 
“she”. Further, a simplified model of authorization is used in this thesis, 
where it is assumed that the communication information between benign 
network participants is authorized, belongs to the network and is not harmful 
to anyone. Consequently, it is implied that it is not unethical for an author-
ized user to monitor the data traffic in the network for security reasons. It is 
further assumed that the network availability is ethically correct, and thus on-
ly the adversary can be considered unethical. Also, proactive techniques are 
currently not considered, and thus there is no action from the network against 
adversary that necessitates considering ethical aspects. 

In a more complicated ethical model, questions about who owns the 
data should be investigated. Consider the case with intelligent transport sys-
tems. It is increasingly difficult to predict the possible outcomes of an analy-
sis of all collected data in vehicular networks.  Knowing the daily route of a 
person, it is possible to predict many things, such as where the person works, 
buys grocery, sees friends, whether the person is sick, went to a hospital, etc. 
Thus, it is a complex task to predict the level of information significance and 
therefore assign appropriate protection techniques. In the future, the security 
framework developed here is planned to be extended, so that it can provide 
more diverse security services, and in this case ethics aspects regarding who 
has the rights to collected data needs to be reinvestigated.  

Another ethical aspect in security is the delegation of responsibility in 
case of a failure. Keeping in mind the malicious intensions of an adversary, it 
is easier to determine the cause of a security failure than when failing to pro-
vide the required safety services [27]. Even though the prime source of re-
sponsibility is evident, it is challenging to claim a required quality level of 
provided service, as this claim must be verified and, in case of a breach, part 
of the responsibility also falls on the security service provider. Furthermore, 
even if the cause of failure is identified and the responsibilities are properly 
delegated, the question is still how malicious actions can be separated from 
non-malicious accidental errors. These two types of possible causes, of 
course, imply different reactions. However, this challenge is left for future 
work, as by now no level of clock synchronization protection is claimed and 
the investigation regarding a secure enough solution that can comply with 
industrial requirements is still ongoing. Consequently, there is an awareness 
about the ethical issues connected with the security in this research work, but 
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the compete evaluation from an ethical point of view can only be done when 
the framework completed and the full set of solutions incorporated, and thus 
it is left for future work. 

 

4.3. Security	in	Industrial	Net-
works	

 
Security is a hot topic for industrial networks and there are many research 
papers providing general descriptions and classifications of attacks, security 
countermeasures and challenges, e.g. [2, 12, 28]. Requirements for security in 
industrial networks along with an overview of solutions such as standards, 
intrusion detection systems, and countermeasures using cryptography, are 
presented in [29]. Security solutions can also be optimized to target the re-
quirements of a specific application area. One of such areas is smart grids. A 
smart grid is a power network, using communication technology to intelli-
gently integrate its users (power producers and consumers) and manage both 
electrical and informational connections. An overview of security challenges 
in this specific area, such as scalability and regulation issues, is presented in 
[30]. A security framework for micro-grids targeting communications be-
tween control elements was proposed in [31]. Here, the authors consider a 
triad of security objectives and constraints namely real-time performance, 
broadcast and multicast support. Each separate type of attack needs to be in-
vestigated in order to understand its possible consequences and develop 
countermeasures. However, current trends show that it is close to impossible 
to protect a system by aiming to eliminate all possible attacks, as there will 
always new ones coming. The protection system should instead be able to 
react to unknown malicious actions and be able to provide countermeasures 
against them. However, this approach has not been implemented in practice 
yet, and so far, even highly adaptive systems have a set of known attacks and 
related countermeasures, so that it can “educate” itself and learn how to 
adapt. 

One type of threat for industrial networks is Advanced Persistent 
Threats that targets one particular goal and tries to reach it using several dif-
ferent approaches. One way to protect against such types of attacks is de-
scribed in [32], where the authors propose a security solution following the 
“defense in depth” approach and taking as a basis the principle of immune 
“self-educating” systems. Possible countermeasures against Sybil Attacks, 
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when an adversary masquerades as a legitimate network participant, such as 
trusted certification, recourse testing, or location verification, are investigated 
in [33, 34]. Often, industrial networks may contain sensitive and/or confiden-
tial information related to specific conditions, requirements of factory pro-
cesses, or control information of network participants. In all these cases, the 
networks need to have adequate security properties to protect against mali-
cious influence. Historically, the architectures of many wired industrial net-
works do not include any security solutions, as the networks are considered 
closed and static [35]. Especially, this is true for networks in environments 
that are physically hard to access, e.g. the embedded systems in cars. During 
the development phase of such systems, it is usually assumed that an adver-
sary cannot have any access to the network. However, the amount of effort 
and resources that the adversary is willing to invest into system breaching is 
proportional to the possible gain of achieving the adversary goals. The focus 
in wired industrial solutions is essentially on safety requirements, as many 
applications are safety-critical, e.g. aircraft engine control system [36]. In 
such networks, a failure can cause harm to humans, the environment or result 
in a significant financial loss. However, wireless solutions are becoming 
more common in industrial settings. In these cases, there is an understanding 
of the risk of carrying sensitive information from the very beginning. There-
fore, security services are usually considered already at the development 
phase of the systems. At the same time, safety requirements are usually han-
dled in a more lightweight way, as, traditionally, wireless solutions are con-
sidered unreliable to begin with and thus not suitable for safety-critical appli-
cations. In the future, it is likely that merged approaches combining wired 
and wireless networks will bring both safety and security to appropriate lev-
els. Emerging heterogeneous networks will need a security framework that is 
suitable for both wired and wireless connections. Such a framework should 
be flexible and provide different sets of security services for different parts of 
the network, based on its physical realization and the specific application ar-
ea. Therefore, a suitable security framework should entail a set of intercon-
nected solutions covering different security objectives. Such a structure al-
lows the framework to adapt to particular use cases. 

There are several challenges for industrial heterogeneous networks, 
such as support for different traffic classes, bringing together wireless and 
wired solutions, and providing relevant safety and security concepts and 
mechanisms [37]. When working with security, it is important to define the 
main characteristics of the required solutions, as security is a very broad term 
that has many interpretations. According to [17] security can be defined as a 
composition of its attributes or objectives, where the classical triad of objec-
tives is CIA. The basic set of objectives can be completed with objectives re-
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lated to specific use cases [2], such as authentication, authorization, auditabil-
ity, etc. Today, industrial networks have a high level of complexity, thus ap-
plying security concepts in this area imposes several challenges. One of the 
main challenges relates to the significant number of interdependencies in 
such networks [38]. This means that usually security cannot be implemented 
efficiently on the top of a complete, existing architecture. There are several 
reasons for this, for example, that security solutions imply delays and com-
munication overhead, factors which can be crucial for systems with high re-
quirements on throughput or communication latency. To be efficient, such 
solutions should be considered already at the development phase and incor-
porated into the original system design. 

Industrial networks have a number of specific differences compared to 
networks of desktops or office computers [10], such as longer expected life-
time, low tolerability to delays and outage, high reliability requirements, very 
rare network software upgrades, etc. Moreover, possible consequences of in-
dustrial system failures are quite severe. All these requirements together lead 
to the need for appropriate security solutions and unfortunately, existing 
standard solutions from information security usually fail to fulfill these spe-
cific requirements [11]. 

Among all types of industrial networks, the most challenging from a 
security point of view, given their functionality, is Industrial Control Net-
works (ICNs). These systems are responsible for decision making and 
switching between system states, and thus they are more sensible for mali-
cious attacks and, simultaneously, have higher requirements on their func-
tionality. ICNs have specific characteristics and requirements for security 
services. ICNs can be divided into the following categories [39]: Program-
mable Logic Controllers (PLCs), Supervisory Control and Data Acquisition 
(SCADA) and Distributed Control Systems (DCSs). PLCs are specialized 
devices consisting of a processor, interfaces, communication sub-modules, 
and a power supply. SCADA is responsible for data management and interac-
tion with users. DCSs are used to control industrial processes such as water 
treatment, electrical power generation, etc. The main difference compared to 
SCADA is the process driven structure. DCSs are typically heterogeneous 
systems with real-time requirements [40], and this class of systems interact 
with both software and hardware and can fully use the advantage of mixed 
networks.
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4.3.1. Protocols	 and	 Standards	 for	Wired	 In-
dustrial	Networks	

 
Industrial applications traditionally use wired networks. Therefore, there are 
well-known and established protocols and technologies available for wired 
networks. Two widely used application layer protocols are Modbus and Dis-
tributed Network Protocol (DNP3). The Modbus protocol was developed in 
1979 by Modicon [41]. Later, it was extended to run over TCP networks, and 
this version of the protocol, called Modbus TCP, is a popular protocol as it is 
an open standard, and easy to deploy and maintain. Modbus uses a master-
slave approach, where only the master can initiate communication, and slaves 
respond or take prescribed actions. Modbus was developed without consider-
ing security aspects. DNP3 is mostly used for SCADA, it aims to establish 
reliable communication between a SCADA master and remote servers [42]. 
DNP3 can also run over TCP and the protocol reliability is based on addi-
tional CRC checks. This mechanism can help against channel errors but not 
against malicious adversaries, and thus DNP3 is not secure. 

Some examples from the automotive domain are the Controller Area 
Network (CAN) and Time-Triggered Ethernet (TTEthernet). The first one is 
broadly used for in-vehicle embedded systems. CAN is implemented on a 
bus, where all nodes can hear each other and there is no possibility to send a 
message to a specific node, as the nature of the protocol is broadcasting. 
From a security point of view, the only service provided with CAN is the 
possibility to detect whether a message was corrupted during its transmission. 
TTEthernet [43] is a platform that complements Ethernet so that it can be 
used for safety-critical applications with real-time requirements. The applica-
tion area of this protocol is quite large and includes not only automotive, but 
also aerospace, space, railway, energy etc. However, security aspects are not 
considered here either. 

Another protocol often used in industry is Highway Addressable Re-
mote Transducer (HART) [44]. It is a communication protocol for industrial 
automation. One of the strong aspects of this technology is its reliability, 
which is an obvious advantage considering the typical application require-
ments in industrial automation and the long life cycle of industrial networks. 
It allows setting parameters in the network nodes, as well as remotely con-
trolling devices and exchange data. In the HART protocol, as in the four oth-
ers mentioned above, security is not a part of the framework and thus the pro-
tocol can easily be disrupted by an adversary.  
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4.3.2. Protocols	 and	 Standards	 for	 Wireless	
Industrial	Networks	

 
Since most existing industrial networks are wired, security has not been con-
sidered from the very beginning, as wired networks conventionally are both 
static and closed. Mobility is seldom required, so the network configuration 
is usually static and since it is more difficult to join the network illegally, 
many wired networks are regarded as closed. In contrast, security, especially 
in terms of encryption, is basically always considered for wireless networks.  
An overview of open problems in security for industrial wireless networks is 
presented in [28], where the author mentions efficient key distribution 
schemes with low overhead and message authentication and integrity checks 
considering fieldbuses as main open challenges. A wider list of challenges 
along with the central design approaches for wireless network is presented in 
[45]. The main directions and emerging challenges for wireless sensor net-
works applied to the automation domain are highlighted and evaluated in [6]. 
The coexistence of wired and wireless system was investigated in [46] from a 
physical layer point of view, and as a case study, the authors consider 
PROFIBUS, the standard for fieldbus communications in industrial automa-
tion.  

There are several wireless communication standards used in industrial 
networks. IEEE 802.11 (WiFi) defines the link and physical layers of the 
network. One of the main characteristics of the technology is high through-
put. However, IEEE 802.11 cannot support real-time requirements since it 
uses a channel access method based on carrier sensing where random delays 
may occur, which makes it difficult to use for safety-critical applications. The 
security solution for the first version of the standard, Wired Equivalent Priva-
cy (WEP) was unsuccessful, and was soon changed to Wi-Fi Protected Ac-
cess (WPA), and later to WPA2. Each new version solved some issues en-
countered in the previous one [47]. WPA2 uses the Advanced Encryption 
Standard (AES) for encryption that can be considered secure with today’s 
standards. It provides such services as authentication, confidentiality and in-
tegrity. 

Another family of protocols for wireless networks with shorter range 
is IEEE 802.15.4. This standard also defines the link and physical layers, and 
was developed for short range communications with low-energy require-
ments. The protocol standards ZigBee, WirelessHART, and ISA 100.11a are 
all based on IEEE 802.15.4. ZigBee defines a whole protocol stack, intended 
for wireless sensor networks. WirelessHART is a wireless complement to the 
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HART protocol described above. However, in contrast to HART, Wire-
lessHART has built-in security solutions [48]. The classical triad of security 
objectives CIA is provided here for all communication links. Security is es-
tablished in three possible modes: end-to-end, peer-to-hop and peer-to-peer. 
End-to-end security is provided by encryption on the network layer. Peer-to-
hop security targets malicious outsiders, and is established by holding a net-
work key and calculating a Message Integrity Code (MIC) for the data link 
layer payload. Finally, the peer-to-peer mode refers to peer-to-peer sessions 
and can be established by means of keys management. WirelessHART does 
however not provide such security objectives as authorization and non-
repudiation. ISA 100.11a [49] is designed to support a wide range of wireless 
industrial plant needs, including process automation, factory automation and 
RFID. Regarding security, ISA 100.11a has similar solutions as Wire-
lessHART with some differences in keys handling, but in contrast to Wire-
lessHART security solutions in ISA100.11a are not mandatory, and are ena-
bled depending on the network configuration [50]. 
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Chapter	5 	

Thesis	Contributions	and	
Overview	of	Appended	
Papers	
In this chapter the thesis contributions are highlighted and discussed. This is 
followed by an overview of all appended research papers that constitute the 
second part of this thesis. For each paper, a summary, a description of the au-
thor’s contribution is given, and a record of the publication status is given. 
 

5.1. Thesis	Contributions	
 

The first contribution of this thesis is literature review coupled with a detailed 
problem formulation [Papers A and B], targeting the need to develop a new 
security framework for heterogeneous industrial networks based on a detailed 
review of existing security solutions for wired as well as wireless networks. 
A particular challenge that is addressed is the compliance with real-time re-
quirements.  

The second contribution is a way of developing a threat model by put-
ting together the adversary model and goals, as well as the system specifica-
tion, identifying the most important assets [Paper B]. Specific metrics for 
comparing and classifying difference security frameworks were introduced. 
By metrics is meant here the set of requirements to which the framework 
should provide support, such as support for wired or wireless connections, 
different types of data traffic or the OSI layer at which the solution operates. 
Next, the metrics were used to evaluate several existing solutions, providing 
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a well-grounded comparison which enables logical reasoning about different 
security frameworks and it defines the gaps in the existing solutions that need 
to be covered in order to secure industrial heterogeneous networks. One of 
the common characteristics of industrial networks is the joint requirements on 
reliability and timeliness. Even for non-safety-critical applications, there are 
still deadlines for messages transactions and if a message misses its deadline, 
the functionality is lost or loses in quality. This implies that the network 
should have some kind of schedule that is able to ensure that all messages 
meet their deadlines. In order to follow the schedule, the network participants 
should share the same notion of time. This means that they should be syn-
chronized. Clock synchronization is thereby an essential asset for industrial 
networks. Consequently, it is also an appealing and fruitful target for an ad-
versary, since if it is possible to tamper with clock synchronization, the same 
technique can be applied to several different networks with different use cas-
es. Therefore, it is more likely that the adversary will invest additional re-
sources into its breaching as the attack technique can be reused. 

The third thesis contribution [Paper C] is therefore a detailed investi-
gation of the IEEE 1588 standard for clock synchronization from a security 
point of view. In order to protect clock synchronization in the system, an in-
vestigation on how a possible intruder can breach it, is needed. Two well-
known approaches are proposed and combined in this thesis: the possibility 
to break synchronization with IEEE 1588 by conducting a delay attack, and 
the possibility to perform a man-in-the-middle attack such that delays can be 
introduced, using the so-called address resolution protocol (ARP) poisoning 
technique. This technique explodes the vulnerability in ARP, which is used to 
define correspondence between IP and MAC addresses The proposed attack 
is verified using AVISPA [51] and the attack consequences and applicability 
for industrial networks is investigated.  

The fourth contribution [Paper D] is an overview of possible mitiga-
tion techniques and countermeasures. All solutions were investigated for ap-
plicability in industrial networks. It is proposed to use environmental condi-
tions as a possible way to detect adversary influence in the network. Also, an 
additional Relaxed mode is introduced as a way of coping with the conse-
quences of slight synchronization breaching. In particular, an investigation of 
the possibility to use network monitoring and analysis for detecting an attack 
on clock synchronization provided according to the IEEE 1588 standard is 
evaluated. The monitor can collect the needed statistics derived from the data 
traffic patterns and detect an intruder and its influence on the network. Such 
monitoring is a variant of an Intrusion Detection System (IDS). Based on the 
detection logic, two types of IDS can be distinguished [52]. In the first case, 
the IDS has a predefined set of traffic patterns for some known attacks. Dur-



+                                                                     5.1 Thesis Contributions            + 

 

31 

ing its operation, the IDS defines the current network pattern and compares it 
to the set, and if there is a correlation, it raises an alarm. The clear disad-
vantage of this approach called signature based detection is the inability to 
detect unknown types of attack. An IDS of the second type has a known set 
of patterns about the system when in its normal state. In this case, the com-
parison is between the current network pattern and the predefined set, and an 
alarm is raised when there is no correlation between the two. This approach is 
called anomaly detection and it can detect unknown attacks, but it will fail if 
the adversary can learn the system pattern and mask its actions. Several ways 
of performing delay attacks and its corresponding influence on the network 
traffic statistics are demonstrated using the AVISPA tool and mathematical 
analysis. The distributed monitor, collecting and analysing specific statistics 
about the data traffic, is introduced. The collected data can be used for many 
purposes, but its applicability from a security point of view is evaluated.  

Finally, the fifth and the last contribution of the thesis [Paper E] is a 
formal analysis of the interactions between an adversary and the network 
monitor applying a game theoretical approach. The game is formulated by 
defining its players, together with their strategies and payoffs depending on 
the outcome. Game theory is a mathematical tool that allows to formally ana-
lyze possible interactions between game players and explore their connec-
tions to payoff functions and game outcomes. This approach is helpful when 
investigating a decision-making process of a problem, formulated as a game. 
Therefore, if correctly applied with valid assumptions allowing to properly 
formulate the game, game theory can be used to predict the outcome of the 
game based on the most probable behavior of its players [53]. This approach 
is widely applied in analyzing security interactions as it is possible to consid-
er parties with contradicting interests. Depending on the application require-
ments, the game can be zero-sum if the payoffs of players are balanced and 
sum up to zero, dynamic or static depending on the number of rounds, com-
plete or incomplete depending on the knowledge the players have about each 
other strategies and actions [54]. In [55] a game theoretic approach was ap-
plied to analyze the interactions between an adversary and a sensor network. 
The authors propose a framework for an IDS based on the derived Nash 
Equilibriums in the game. The applicability of game theory for IDS was in-
vestigated in [56], whereas security issues in vehicular communication were 
addressed by formulating a corresponding game in [57]. A comprehensive 
analysis of network security problems and related formulated games is pre-
sented in [58]. The authors consider six categories of security techniques and 
areas, and one of them is IDSs. The possibility to optimize IDSs in the sense 
of configuration and attack response are examined. The case of applying 
game theory to wireless ad-hoc networks is presented in [59]. The authors list 
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possible benefits from using the approach, such as a possibility to analyze a 
distributed system and to get as a result a cross layer optimized solution. An-
other paper investigating game theory in the scope of mobile ad-hoc net-
works is [60]. The authors consider nodes that can be normal, selfish or mali-
cious, including an investigation of possible way for a node to cheat, i.e., to 
not share private information. As the criteria for decision making, not only 
the Nash Equilibrium was considered, but other options like Pareto optimali-
ty. The authors investigate to which degree a node needs to help an opponent, 
e.g., in a packet forwarding game. 

In order to analyse the interactions between the adversary and the 
network monitor in this work, different probability functions for action strat-
egies are introduced. Furthermore, adaptive rules for switching between strat-
egies in the network are considered. The analysis allows a comparison of ad-
versary strategies from a detection point of view.   

 

5.2. Overview	of	Appended	Pa-
pers	

 
Paper A (Chapter 7).  
Title: Towards Secure Wireless TTEthernet for Industrial Process Automa-
tion Applications 
Authors: E. Lisova, E. Uhlemann, J. Åkerberg, and M. Björkman. 
Abstract: TTEthernet is a communication platform that builds on Ethernet, 
but extends it to include fault-tolerance and real-time mechanisms. The exist-
ing TTEthernet technology is developed for wired networks. A natural step 
for improving and extending the current application field is the introduction 
of a mixed wired and wireless network. However, this step requires research 
both about possible adaptation of existing systems as well as implementation 
of new technologies. A central research question is the security aspects of re-
al-time sensor networks using wired and wireless technologies based on 
TTEthernet. In this paper, we identify and classify the most important aspects 
to consider in order to provide secure communications in such safety-critical 
industrial applications and propose a potential solution to address identified 
issues. 
Author’s contribution: The author proposed the method for threat modeling 
and wrote most of the text. 
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Status: published in the proceedings of the 19th IEEE Conference Emerging 
Technologies and Factory Automation (ETFA), Barcelona, Spain, Sep., 2014. 

 
Paper B (Chapter 8).  
Title: A survey of Security Frameworks Suitable for Distributed Control 
Systems 
Authors: E. Lisova, E. Uhlemann, W. Steiner, J. Åkerberg, and M. Björkman. 
Abstract: Nowadays distributed control systems have become more and more 
common and important in everyday life. However, as many distributed con-
trol systems become mobile, wireless, autonomous, ubiquitous and connect-
ed, the need for secure communication is imminent. In particular, the need for 
a general security framework with sufficiently flexible structure, and applica-
ble for various use cases, emerges. Especially this applies to control system 
based on heterogeneous networks consisting of a wired and a wireless parts. 
Wired networks are nowadays often connected to Internet and thereby more 
exposed to potential attackers, and wireless networks are, by nature, more 
vulnerable to eavesdropping, jamming and hijacking. In this paper we define 
a scope of use cases based on distributed control, together with requirements 
for evaluating existing security solutions and frameworks. In addition, sever-
al frameworks, mainly from the area of industrial automation, are surveyed 
and evaluated based on the identified use cases and security requirements. 
Author’s contribution: The author was the main driver of the paper, wrote the 
major part of the text and proposed the evaluation technique for the frame-
works. 
Status: published in the proceedings of the International Conference on Com-
puting and Network communications, Trivandrum, India, Dec., 2015. 

 
Paper C (Chapter 9).  
Title: Risk Evaluation of an ARP Poisoning Attack on Clock Synchroniza-
tion for Industrial Applications 
Authors: E. Lisova, E. Uhlemann, W. Steiner, J. Åkerberg, and M. Björkman. 
Abstract: Nowadays, mixed wireless and wired networks are used every-
where in everyday life, including in industry where they often support time-
critical applications. Industrial applications with high precision requirements 
are subject to real-time constraints, and thus one of the main assets, regard-
less of application area, is clock synchronization. Considering such networks, 
synchronization is the first thing to secure against a possible malicious adver-
sary. In this paper, we consider ARP poisoning as a possible technique to dis-
rupt clock synchronization and evaluate the effects of such an attack on the 
IEEE 1588 standard. We describe possible ways of performing ARP poison-
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ing to disrupt synchronization and survey several mitigation techniques and 
their applicability within the industrial application area. 
Author’s contribution: The author was the main driver of the paper and wrote 
the major part of the text. In addition, the author proposed the possible ways 
of breaking clock synchronization, i.e. combining ARP poisoning and delay 
attack, and performed the evaluation using the AVISPA tool. 
Status: published in proceedings of the International Conference on Industrial 
Technology (ICIT), Taipei, Taiwan, Mar., 2016. 

 
Paper D (Chapter 10).  
Title: Protecting Clock Synchronization, an Adversary Detection by Net-
work Monitoring 
Authors: E. Lisova, M. Gutierrez, W. Steiner, E. Uhlemann, J. Åkerberg, R. 
Dobrin, and M. Björkman. 
Abstract: Today, industrial networks are often used for safety-critical appli-
cations with real-time requirements. The architecture of such applications 
usually has a time-triggered nature that has message scheduling as a core 
property. Real-time scheduling can be applied only in networks where nodes 
share the same notion of time, i.e., they are synchronized. Therefore, clock 
synchronization is one of the fundamental assets of industrial networks with 
real-time requirements. However, standards for clock synchronization, i.e., 
IEEE 1588, do not provide the required level of security. This raises the 
question about clock synchronization protection. In this paper we identify a 
way to break synchronization based on the IEEE 1588 standard by conduct-
ing a man-in-the-middle (MIM) attack followed by a delay attack. MIM at-
tack can be accomplished through e.g., Address Resolution Protocol (ARP) 
poisoning. Using AVISPA tool we evaluate the potential to perform an ARP 
poisoning attack. Next, an analysis of the consequences of introducing delays 
is made, showing both that the attack can, indeed, break clock synchroniza-
tion and that some design choices, such as a relaxed synchronization condi-
tion mode, delay bounding and using knowledge of environmental condi-
tions, can be made to make the network more robust/resilient against these 
kinds of attacks. Lastly, network monitoring is proposed as a technique to 
detect anomalies introduced by an adversary performing attacks targeting 
clock synchronization. The monitoring capabilities are added to the network 
using a Configuration Agent, which, based on data obtained from the net-
work, is able to detect an attack. The main contribution of the paper is a de-
tailed problem description and evaluation of a security vulnerability in IEEE 
1588 against delay attacks together with an evaluation of several approaches 
as possible mitigation techniques for the attack. 
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Author’s contribution: The author wrote the part of text concerning the sys-
tem model, the attack description, the possible countermeasures and the at-
tack evaluations as well as one of the mitigation techniques, namely using 
environmental conditions. In addition, the author proposed the scenarios of 
the attacks, and did the evaluation of the attacks in AVISPA.  
Status: to appear in the Special Issue of the Journal of Electrical and Com-
puter Engineering, in the Special Issue "System and Network Security: 
Anomaly Detection and Monitoring", Vol. 2016. 

 
Paper E (Chapter 11).  
Title: Game Theory Applied to Secure Clock Synchronization with IEEE 
1588 
Authors: E. Lisova, E. Uhlemann, W. Steiner, J. Åkerberg, M. Björkman. 
Abstract: Industrial applications usually have real-time requirements or high 
precision time-based demands. For such applications, clock synchronization 
is one of the main assets that needs to be protected against malicious attacks. 
To provide sufficient accuracy for distributed time-based applications, ap-
propriate techniques for preventing or mitigating delay attacks that breach 
clock synchronization are needed. In this paper, we apply game theory to in-
vestigate possible strategies of an adversary and a network monitor, aiming to 
detect anomalies introduced by the adversary performing attacks targeting 
clock synchronization. We investigate the interconnection of payoffs for both 
sides and propose the quarantine mode as a mitigation technique. Delay at-
tacks with constant, linearly increasing, and randomly introduced delays are 
considered, and we show that random delays have the highest probability of 
being detected as they differ the most from delays due to environmental 
changes. 
Author’s contribution: The author was the main driver of the paper, wrote 
most of the text, proposed the idea of appling game theory to model interac-
tions between an adversary and the monitoring system and formulated the 
game settings. 
Status: the shorten version is submitted to 2016 International IEEE Symposi-
um on Precision Clock Synchronization for Measurement, Control and 
Communication (ISPCS). 
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Chapter	6 	

Conclusions	
This chapter presents main conclusions of the thesis and points direction for 
future continuation of the research. 
 

6.1. Summary	
 

As heterogeneous networks, consisting of wireless as well as wired sub-
networks, are gaining attention in industry due to increased flexibility and 
mobility, the need to secure them emerges. The problem of securing industri-
al networks with real-time requirements and a heterogeneous structure was 
therefore formalized and a procedure for threat modelling was proposed. The 
investigation of existing security solutions applied at different layers of the 
OSI model suggests that a cross-layered structure is appropriate for the de-
veloped framework. Given this, a security solution for heterogeneous indus-
trial networks can be developed, such that the adopted security solutions are 
selected and designed according to the specific requirements from industrial 
heterogeneous systems. Industrial systems have real-time requirements due to 
interaction with some physical process and consequently clock synchroniza-
tion is a fundamental asset that needs to be protected from an adversary. To 
this end, a vulnerability analysis of the asset synchronization based on the 
widely deployed IEEE 1588 standard was conducted, and it identified a pos-
sibility to break clock synchronization through a combination of a man-in-
the-middle attack and a delay attack. This attack is appealing to an adversary 
as it can target any network requiring synchronization. 

Next, a survey of different mitigation techniques and countermeasures 
was made, which clearly indicates that existing security solutions have prob-
lems complying with the requirements for industrial networks in general, 
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such as low communication over-head, and with requirements for safety-
critical applications in particular such as absence of single points of failure. It 
was further shown the problem of detecting if and when clock synchroniza-
tion is breached, is a challenging task. One of the reasons is the presence of 
many natural disturbances in the networks, e.g., environmental conditions, 
causing “natural” delays. However, using prior knowledge about the normal 
behaviors of nature, such as mean and deviation, several mitigation tech-
niques, such as a relaxed synchronization condition mode, delay bounding 
and using knowledge of existing environmental conditions, could still be 
identified, making the network more resilient against these kinds of attacks.  

Finally, a network monitor aiming to detect anomalies introduced by 
the adversary performing attacks targeting clock synchronization was pro-
posed as a mean to detect the delay attack. Distributed monitoring of the in-
ter-arrival times of the messages can detect some specific types of delay at-
tacks and using a set of indicators regarding possible adversary presence in 
the network, can help the network monitor. Finally, using game theory, a 
formal analysis of the interaction between an adversary, targeting the clock 
synchronization via a selective asymmetric delay attack, and the network 
monitor collecting statistics of measures was made. It was shown that, based 
on this techniques, it is possible to say which strategy is the most beneficial 
for the adversary depending on the game configuration. Using this 
knowledge, the network monitor can deploy appropriate protection tech-
niques.  

By securing clock synchronization, a significant step towards develop-
ing a complete security framework suitable for all types of industrial hetero-
geneous networks with real-time requirements has been taken. 

 

6.2. Future	Work	
 

There are several directions for future work aiming towards completing the 
targeted security framework, and these are briefly summarized below. 
 
Trend detection techniques. 
More comprehensive trend detection techniques can be considered in order to 
enhance the efficiency and convey a full evaluation of the applicability of the 
monitor to protect clock synchronization. Applying additional techniques can 
increase the amount of indicators which potentially can elevate the detection 
sensitivity and cover more types of attacks. First, a comprehensive literature 
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study should be done to identify the most efficient techniques, and thereafter 
a joint analysis of new and already considered techniques should be conduct-
ed. 
 
Mobility requirement. 
Adding mobility to the list of requirements will allow broaden the application 
area and gain even more benefits from using wireless solutions. The specific 
challenge is to protect clock synchronization while simultaneously supporting 
mobility, as moving nodes can change link distances in the network and 
make asynchronous delay detection even more complicated. Therefore, dif-
ferent techniques targeting this problem should be added to the network mon-
itoring approach. 
 
The next iteration on the way to build security framework. 
As was mentioned above, an iterative approach is used when developing the 
security framework, where each iteration may involve a new asset or a new 
security objective. Each system assets is first considered separately, and sec-
ondly jointly with the previous ones in an overall evaluation of its protection. 
The idea of using network monitoring for providing the required security ser-
vices looks promising. Therefore, adding additional functionality to the 
monitor is the first approach that will be considered. At the current stage of 
the research, clock synchronization is the scope as a prime asset for industrial 
heterogeneous networks. The next step implies further investigations of the 
assets in industrial heterogeneous network and development of appropriate 
security solutions complying with the identified requirements. The idea is to 
try to combine future solutions with the ones proposed by now to develop an 
extended version of the monitor that will have a broader functionality and 
could cover all required security objectives for the main identified system as-
sets. 
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Abstract 
 

TTEthernet is a communication platform which builds on Ethernet, but ex-
tends it to include fault-tolerance and real-time mechanisms. The existing 
TTEthernet technology is developed for wired networks.  A natural step for 
improving and extending the current application field is the introduction of a 
mixed wired and wireless network. However, this step requires research both 
about possible adaptation of existing systems as well as implementation of 
new technologies. A central research question is the security aspects of real-
time sensor networks using wired and wireless technologies based on 
TTEthernet. In this paper, we identify and classify the most important aspects 
to consider in order to provide secure communications in such safety-critical 
industrial applications and propose a potential solution to address identified 
issues.
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7.1. Introduction	
 

Time-Triggered Ethernet (TTEthernet) is [1] a technology that allows extend-
ing Ethernet so that it can conform to applications where time-scheduling and 
predictability are the prime issues. To achieve this extension, several message 
traffic classes are used: Rate-Constrained (RC), Best-Effort (BE) and Time-
Triggered (TT) traffic. TTEthernet allows partitioning all data into these dif-
ferent categories, all with different traffic policies and different temporal 
characteristics, such that safe and predictable communication for mixed-
criticality systems can be established [1]. For instance, TT messages have the 
highest priority and therefore they are dispatched according to a predeter-
mined schedule, and thus this traffic class is suitable for time-critical data. 
One significant TTEthernet feature is that it can be used for applications with 
different time and safety requirements. This way critical applications can co-
exist with best effort services without significant interference. Initially, 
TTEthernet was developed as wired system, but as more and more diverse 
application requirements emerge, there is a strong market need to make it 
mixed wireless and wired. 

Wireless sensor networks have a number of evident advantages such 
as mobility, weight, size, simplicity and a list of others depending on the spe-
cific application. Hence, its implementation can increase the applicability ar-
ea, especially in such domains as aerospace, automotive and industrial auto-
mation [2]. However, introducing wireless access also gives rise to new prob-
lems. Wireless links can more easily be intercepted and influenced as they 
open up communication also with intruders and eavesdroppers. Consequent-
ly, when considering a wireless version of TTEthernet for use in safety-
critical applications with real-time requirements, security becomes a prime 
issue [2, 3]. A revised threat model is needed, the assets must be identified, 
and application specific security objectives should be defined. 

When attempting to solve the problem of developing a secure wireless 
version of TTEthernet, existing standards and protocols for wired TTEthernet 
should first be considered [4]. Further, there are a number of wireless stand-
ards such as WiFi, WirelessHART and ZigBee, all of them with different se-
curity concepts and techniques. An analysis and comparison of these protocol 
standards can help developing a contemporary security framework that will 
reflect all necessary wireless features. In particular, we need to consider 
which threats that are specific for wireless systems; whether the assets set 
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remains the same; which vulnerabilities that should be taken into account; 
and finally which changes should be introduced into the existing architectural 
concept for TTEthernet networks. 

The main contribution in this paper is a detailed problem formulation 
targeting the development of a new security framework for mixed wireless 
and wired networks based on TTEthernet when used in industrial applica-
tions. In addition, we suggest a potential approach to solve the identified 
problems. The challenge that is especially addressed is achieving a standard-
ized security framework that conforms to real-time demands, i.e. that the se-
curity mechanisms do not impact the real-time communication functionality, 
or else the remedy would itself become a denial-of-service attack [5]. 

The remainder of the paper is organized as follows. In Section 7.2 we 
consider the threat model by specifying the application requirements, the as-
sets, the adversary goals and the adversary model. Section 7.3 presents an 
approach for defining essential system features that should be considered 
within possible security framework development. Section 7.4 describes one 
possible solution namely Internet Protocol Security (IPSec), together with its 
drawbacks and ways of overcoming them. Finally, in Section 7.5 we repre-
sent our conclusions. 

 

7.2. Threat	Model	
 

The threat model should reflect real adversary possibilities which are usually 
connected to the specific application, since this directly specifies the adver-
sary goals, i.e., what an intruder targets, together with the assets that needs to 
be protected. Therefore the threat model should also include an adversary 
model. By adversary model we consider the specific features of an intruder, 
which can help understanding the possibilities of the intruder and structure 
ways to characterize the influence of an intrusion.   

A. Application Specification 
We mainly target industrial applications due to their requirements on depend-
able transmission of real-time data. Nowadays sensor networks are widely 
used in industry for controlling, measuring and aggregation of data. For in-
stance, a typical application example from process automation is a paper ma-
chine. To produce paper of required quality the humidity of the process 
should be measured continuously, as deviations from the specified values can 
lead to quality degradation. As a result real-time requirements are imposed by 
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the system, and the humidity characteristic should be transmitted timely, reli-
able and continuously. Due to the speed of the paper production process, it is 
safer to measure humidity with wireless sensors rather than using a wired so-
lution as wireless sensor can be fitted directly into a fast rotating part of the 
machine, rather than manually measuring using wired sensors.  

B. Adversary Goals 
The next step is setting the adversary goals and based on these, try to analyze 
what consequences it can have if the goals are reached and what counter-
measures that can be imposed. According to [6], the three main adversary 
goals for sensor networks are disruption, eavesdropping and hijacking. As 
follows from the application example mentioned above, eavesdropping is not 
terminal for the considered sensor network. If an intruder can get information 
from the sensors (e.g. a water percentage in a specific type of paper) it can be 
objectionable as it potentially is a production secret but not fatal. On the other 
hand, if the intruder can change the data from the sensors or damage the sys-
tem it may have terminal consequences. Therefore, eavesdropping can be 
eliminated from the list of adversary goals mentioned above. Consequently, 
the most significant adversary goals are disruption and hijacking as their im-
pact on the targeted application is considerable. 

C. Assets 
When considering assets in applications with real-time constraints, one of the 
main assets is clock synchronization. Mazrahi provides a good classification 
of possible treats for clock synchronization in [7]: interception and modifica-
tion; spoofing; replay; rogue master; interception and removal; delay manipu-
lation; denial of service (DoS) attacks for OSI model layers 2 and 3; crypto-
graphic performance; time source spoofing. This classification is very general 
and can be used regardless of if we consider a wired, wireless or mixed sys-
tem. The specific set of tools needed to protect the asset clock synchroniza-
tion depends on the system structure. 

D. Adversary Model 
In general, all adversary aspects mentioned in [8] are of importance for wire-
less TTEthernet applications. In particular, the most important adversary fea-
tures in this context are: whether or not it is passive or active, static or adap-
tive, an insider or an outsider, the adversary mobility, communication capa-
bilities and computational power. 

A passive adversary is a prerequisite for an active one as at first, the 
adversary passively collects data and then, based on its analysis, starts to ac-
tively influence. If the adversary is an outsider, the goal is more connected to 
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system disruption, as it is easier to suppress the channel or cause interference 
rather than to hijack the whole system. If the adversary is an adaptive one and 
can change its behavior depending on network response, it is more dangerous 
for the system functionality. Communication capabilities reflect whether the 
adversary acts through the network protocols or through the wireless channel 
or both. Possible adversary computational power depends on the specific ap-
plication and the value of its assets. The higher the potential gain of interfer-
ing or hijacking a system, the more likely it is that the adversary invests in 
more computational power. 

 

7.3. Approach	
 

After defining the threat model we can propose an approach that includes a 
list of security objectives. By security objectives, we consider system features 
that should be imposed and according to which we can choose a protocol that 
can cover all, or almost all, requirements needed. Therefore we need to ana-
lyze the assets, i.e., the things we want to protect. We should identify in 
which way an adversary can gain possession of or control over the assets 
such that we can identify the objective of the security mechanisms that are 
introduced. The set of security objectives that should be introduced depends 
on the application (e.g. military or personal data). Initially, we consider all 
objectives mentioned in [8] and [9] and thereafter, we remove the ones that 
are not directly applicable for process automation applications. 

Confidentiality. Generally this security objective refers to that the ad-
versary must not know information from the sensors. However, according the 
identified adversary goals, confidentiality is not strictly required for consid-
ered application, as the level of paper humidity data is no secret, but rather a 
well-known fact used as a feedback to control the process.  

Integrity. This notion is connected with the following questions: has 
the data been corrupted; can we trust this source? Integrity is a prime issue 
for the asset clock synchronization in applications with real-time constrains.  

Authentication. By this we consider that we must know from whom 
(which network node) we get this information. Consequently, authentication 
is also a key point for the clock synchronization asset.  

Availability. Mainly this objective refers to the fact that the service 
provided must be available, i.e., in our case, the paper making process must 
function all hours of the day since paper machines are too expensive to stand 
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still. When considering our safety-critical application, availability is possibly 
the most important objective. 

Anonymity. This notion usually is understood as the possibility to use 
a network without being identified or having private data shared without con-
sent. As we consider sensor networks in process automation, this is not the 
most important security objective. 

Auditability. System behavior reconstruction which is assured by au-
ditability can help to enhance reliability if it is made adaptive, but if we are 
talking about safety-critical applications, it is not a prime issue as such sys-
tems should be as reliable as possible already from the beginning. Note that a 
sensor network used for controlling a paper machine can be considered safe-
ty-critical from the money loss point of view. 

Nonrepudiability. This objectivity is about liability and has more legal 
than safety consequences, and therefore it is not a prime issue for the targeted 
application. 

Third-party protection. This is about preventing damage done to third 
parties and it also more connected with reputation and legal consequences 
and therefore out of scope here. 

Conformance. The network should work in accordance to the proto-
col. Just as with availability, this is one of the most important objectives for 
safety-critical applications. 

After analyzing the security objectives mentioned above we can con-
clude that the ones that are most important for our considered applications are 
conformance, availability, integrity and authentication. Based on the list of 
identified objectives, we determine suitable techniques and approaches that 
can be used as a basis for the security framework. It is reasonable to first ana-
lyze existing protocols and techniques, to establish whether or not they can 
be of use for the identified set of targets above.  

Two additional points also should be considered. Firstly, since 
TTEthernet is entirely compatible with Ethernet, we should evaluate proto-
cols that can provide secure communications based on the Internet Protocol 
(IP). Secondly, we should look at the security analysis of wired TTEthernet 
[4], made by Steiner. The article provides some drawbacks and points to pay 
attention to in existing wired TTEthernet solution and also offers possible 
candidates for future developing. As shown in [4], systems based on 
TTEthernet can be vulnerable to internal attacks (e.g. replay attack). As pos-
sible security extensions replay protection, messages authentication and 
frame encryption are suggested. 
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7.4. Potential	Solution:	IPSec	
 
A possible candidate for the security framework of wireless TTEthernet is 
IPSec. IPSec [10] is a set of protocols which can provide the following types 
of protection: user data encryption, replay attack protection, and message in-
tegrity authentication. Devices in an IPSec network jointly decide which 
technique is needed according to their individual requirement specification.  

The two main protocols that are used in IPSec are Authentication 
Header (AH) and Encapsulating Security Payload (ESP). The first one pro-
vides message integrity, data origin authentication and protection against re-
play attacks. The second one allows encrypting the whole datagram, using a 
set of encryption and authentication algorithms. Also one of the key points 
for IPSec is Internet Key Exchange (IKE). Mainly this is a combination of 
three protocol functions Internet Security Association (SA) and Key Man-
agement Protocol (ISAKMP) – a key exchange method; Secure Key Ex-
change Mechanism for Internet (SKEME) which provides public key encryp-
tion; and OAKLEY which contains specific key exchanging mechanisms for 
different key exchange modes. It is important to understand how IKE works, 
as the security objectives mentioned above only can be achieved only when 
this protocol is applied correctly. 

All in all, IPSec provides a wide range of mechanisms for security 
which all depend on the specific combination of modes, IP versions and pro-
tocols. It complies with several of the above listed security objectivities. 
However, it also has several evident drawbacks. Firstly, IPSec is initially ori-
ented towards point-to-point connections, so if used it in broadcast scenarios, 
adjustments are needed. Secondly, IPSec was not initially developed for ap-
plication with real-time requirements. As these two problems appear as the 
two main showstoppers for relying only on IPSec as security protocol for 
mixed wireless and wired TTEthernet, the paper considers some suggestions 
on how to overcome them. 

A. Solutions for Multicast 
There exist some solutions for adapting IPSec to multicast mode, e.g., the 
Generic Route Encapsulation (GRE) protocol developed by Cisco. GRE is a 
tunneling protocol, which allows encapsulating protocols inside virtual point-
to-point links over IP based internetworks using IPSec. Encapsulation in 
GRE can be performed on an arbitrary level, it is very general and allows a 
system that needs to transfer a packet to first encapsulate it in a GRE packet 
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and next, this packet can again be encapsulated in yet another protocol and 
transferred through the GRE tunnel. 

Another possible solution, also developed by Cisco, is called Dynamic 
Multipoint IPSec VPN (DMVPN), which can be described as a multipoint 
GRE (mGRE) together with the Next Hop Resolution Protocol (NHRP). 
NHRP is a protocol that dynamically can maps non-broadcast multi-access 
networks. Basically NHRP allows two functions, the first one is the possibil-
ity to allow a Next Hop Client dynamically registered with a Next Hop Serv-
er and the second one is the possibility for one client to dynamically find the 
mapping between the logical VPN IP and the physical IP of another client 
within the same network. Therefore when DMVPN is applied, IPSec is used 
as an encryption function, GRE or mGRE is used for setting up a tunnel and 
finally NHRP dynamically addresses different problems that may arise.  

The techniques mentioned above can all be used for solving the IPSec 
multicast problem. 

B. Solutions for Real-Time 
When applying IPSec to TTEthernet, there are two main features that lead to 
problems with real-time requirements [11]. The first one is the increased 
packet size required by the additional IPSec headers and the second one is the 
time or complexity that must be spent on data encryption and decryption. 
There are several research results that show how the implementation of IPSec 
can affect the quality of service (QoS) characteristics of the systems [12], 
[13]. However, there are also several approaches available that can improve 
its QoS performance. IPSec performance can, for example, be improved by 
introducing the Multi-Layer IPSec (MLIPSec) protocol [14], which allows 
intermediate devices to decrypt parts of datagrams in order to speed up the 
routing process. However the possibility to use this method depends on the 
network size as well as its configuration and thus in some cases this approach 
is inapplicable. Furthermore MLIPSec is only suitable for static environ-
ments. Another approach, developed by Choi [15], is Mobile Multi-Layered 
IPSec (MML-IPSec). This approach includes an efficient key distribution 
protocol and also two mobile protocols. This technique is developed specifi-
cally for wireless communication and offers a dynamic version of MML-
IPSec that allows varying security levels depending on data significance. The 
key distribution protocol includes mobility support, in the form of two proto-
cols: Proactive Key Distribution (PKD) protocol and Dynamic Key Migra-
tion (DKM) protocol. The first one pre-establishes the SA with the current 
foreign agent and its neighbors, whereas the second one helps the SA to mi-
grate between foreign agents while its user is moving. 
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It is important to note that increased packet size and increased delay 
due to encryption are features that mainly affect the delay in a predictable 
manner, which can be taken into account by the real-time scheduler. Howev-
er, a fully loaded schedule may include task sets that are no longer schedula-
ble if each packet requires more time to transmit and process. Alternatively, 
the overhead implied by IPSec may require longer time slots in a time-
triggered setting which increases the overall superframe length. To determine 
if IPSec completely fulfills the real-time requirements of an existing sensor 
network, the network load should be estimated, which again will make its 
usefulness highly application specific. Also it is obvious that it is not enough 
to find a solution to each isolated problem, but also the combination of dif-
ferent protocols must be considered. 

 

7.5. Conclusions	and	Future	
Work	

 
In this paper, we have defined important aspects to consider when developing 
a security framework targeting applications based on wireless TTEthernet. As 
many of the solutions are rather application specific, we used process auto-
mation as a possible use case due to its inherent real-time requirements, the 
market drive to introduce wireless access technologies in industry and the 
need to be compliant with existing wired time-triggered networks. Based on 
this field of applications, we identified adversary goals, adversary models and 
system assets. In addition, we outlined an approach on how to address the 
identified issues, which includes a list of security objectives. Finally, IPSec 
was investigated as a possible solution, its drawbacks were listed and also 
different ways to overcome these drawbacks were proposed. 

In future work we will further investigate how IPSec can be used for 
the security framework of wireless TTEthernet and how we can adapt and 
develop this protocol in accordance with the proposed techniques for real-
time and multicast requirements. 
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Abstract 
 

Nowadays distributed control systems have become more and more common 
and important in everyday life. However, as many distributed control systems 
become mobile, wireless, autonomous, ubiquitous and connected, the need 
for secure communication is imminent. In particular, the need for a general 
security framework with sufficiently flexible structure, and applicable for 
various use cases, emerges. Especially this applies to control system based on 
heterogeneous networks consisting of a wired and a wireless parts. Wired 
networks are nowadays often connected to Internet and thereby more exposed 
to potential attackers, and wireless networks are, by nature, more vulnerable 
to eavesdropping, jamming and hijacking. In this paper we define a scope of 
use cases based on distributed control, together with requirements for evalu-
ating existing security solutions and frameworks. In addition, several frame-
works, mainly from the area of industrial automation, are surveyed and eval-
uated based on the identified use cases and security requirements. 
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8.1. Introduction	
 

Applications using distributed control are becoming more and more frequent. 
Examples can be found in areas as diverse as aerospace, automotive, auto-
mated factories, chemical processes, civil infrastructure, energy, healthcare, 
robotic networks, manufacturing, transportation, entertainment, and consum-
er appliances. The most common form is a set of embedded systems, com-
municating through some type of network. Rather than having a centrally lo-
cated device controlling all the embedded subsystems that are part of the con-
trol system, each embedded subsystem controls its own operation in a dis-
tributed fashion. Nowadays, the possibility to merge several different hetero-
geneous subsystems into one distributed control system (DCS) is an im-
portant requirement [1]. Heterogeneity implies coexistence of many different 
types of nodes, traffic classes and/or communication links. Networks dealing 
with different types of nodes and traffic classes can support applications with 
different criticality levels and be more flexible and efficient. To meet current 
market demands, more and more technologies are also targeting a wireless or 
mixed wired and wireless solution [2]. Wireless networks have some evident 
advantages for DCSs, such as mobility and simplicity for the industrial auto-
mation area, and weight and size for the automotive area. Wireless solutions 
can potentially widen and enhance the application areas [3], but come at a 
price as wireless channels easier can be influenced and affected by malicious 
intruders.  

As security risks are becoming a showstopper for deployment of 
DCSs, it is considered as an increasingly important requirement [4]. Security 
risks exist if there is a vulnerability and a threat. A vulnerability is simply the 
opportunity to cause damage, and it can be due to a design flaw, an imple-
mentation flaw or some weaknesses in terms of oversimplified passwords or 
keys [5]. A threat exists if there is some value in breaking the system. The 
term “security” covers a wide range of provided services, so-called security 
objectives, ranging from a parity code to detect compromised data, via en-
cryption to compromised node detection. A security objective describes what 
type of threat the system needs to be secured against. Different DCSs have 
different security objectives. In some networks, data is not confidential and 
all that is needed is data origin checking, whereas in other networks it is cru-
cially important to keep data confidential, due to e.g., the need to protect 
product recipes, and in this case encryption is needed. However, since all 
DCSs are time-critical, they all imply some kind of scheduling [6], and thus it 
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is possible to cause system disruption within a DCS by targeting the clock 
synchronization functionality. There are many ways of influencing the syn-
chronization, but one of the most difficult to detect and counteract is the de-
laying attack, as the adversary does not need to alter any data, but only to de-
lay a few synchronization messages to put a node into unsynchronized 
mode [7]. 

The main contribution of this paper is a detailed investigation of exist-
ing security solutions and frameworks to determine their applicability to het-
erogeneous DCS. Such an investigation simplifies the choice of technology 
already at the design stage of new DCS and allows identifying security gaps 
in existing solutions. To this end, we also propose an approach for comparing 
and evaluating the suitability of existing security frameworks for the specific 
security requirements derived from DCSs. This allows a well-founded com-
parison.  

The possible range of use cases for DCS is extremely wide, and they 
all have different application areas, purposes and ways of realization. How-
ever, we target a general profile of use cases based on DCS with similar core 
characteristics specifically related to distributed control, namely systems re-
quiring high reliability, timeliness and availability, and where something can 
be controlled from a distance if security is breached. The general profile 
therefore includes heterogeneous networks employed in different environ-
ments, having different topologies and including links of different qualities. 
Also it covers various types of use cases, e.g., factories and plants with lim-
ited physical access possibilities for intruders or private cars with unpredicta-
ble human behavior. However, we target security use cases and requirements 
suitable for generic DCS, where the main characteristics are real-time con-
straints, reliability, availability, heterogeneity and ability to support different 
traffic classes. By security framework we consider a proposal in which sever-
al different security objectives are achieved. As security is a multifarious 
term, there cannot be one single separate solution covering all emerging DCS 
demands. Therefore, an aggregation of several solutions should be considered 
to achieve a framework with appropriate quality of security system perfor-
mance.  

The remainder of the paper is organized as follows. Section 8.2 de-
scribes important terminology for communication security, whereas Section 
8.3 presents the scope of use cases within distributed control. In Section 8.4, 
the system model is described and in Section 8.5 requirements for the consid-
ered frameworks are investigated. Sections 8.6 and 8.7 present our evaluation 
of existing security solutions and frameworks respectively, and, finally, Sec-
tion 8.8 concludes the paper. 
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8.2. Components	of	Communica-
tion	Security	

 
To evaluate different security frameworks, we need to define the main termi-
nology. In particular, we consider the following components, organized as 
proposed in Fig. 8.1. System assets are the features that we want to protect in 
the system. They are the main assets of the use case, as they affect its work-
flow most and have the highest value. For example, in a system with sensi-
tive data, the data confidentiality is an asset. Adversary goals represent the 
possible targets of a potential malicious intruder. If we consider intrusion de-
tection systems in plants, a possible adversary goal is system hijacking. An 
adversary model represents a set of possible adversary features, such as geo-
graphic location, time and budget. The adversary model is extremely im-
portant for correct risk estimation and appropriate security design. 

 

Fig. 8.1 An approach for security framework derivation. 

The system assets, the adversary model and goals can all be derived 
from the considered use case, as shown in Fig. 8.1 An approach for security 
framework derivation., since they reflect specific properties of the use case. 
Together, these three features form a threat model. The threat model is an ag-
gregation of security aspects to address in the system. The threat model is 
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needed to formulate a set of security objectives, describing the security fea-
tures and services we need to have in the solution.  

 

8.3. Distributed	Control	Systems	
 

A DCS refers to a control system, in which the controller elements are not 
central in location, but distributed throughout the system, and each sub-
system is controlled by one or more collaborating control units. The entire 
system of subsystems and controllers is connected by a network for commu-
nication and monitoring. DCS is a very broad term used in a variety of areas, 
to monitor and control distributed equipment. However, for any application 
based on DCS to be fully functional, information must be interchanged in a 
timely and reliable manner among the controllers, actuators and sensors in 
the communication network. Thus, DCS has stringent requirements on both 
reliability, availability and timeliness, the latter in terms of real-time dead-
lines. If the deadline is missed, the packet is considered useless, similarly to a 
lost or erroneous packet in a non-real-time system. The effect of packet 
scheduling attacks on shipboard networked control systems was evaluated in 
[8] and clearly shows that such attacks can be easily mounted to both wired 
and wireless communication channels leading to time varying delays packet 
scheduling anomalies. 

Traditionally, most DCSs are based on wired networks, e.g. fieldbus 
systems [9] such as the CAN bus, HART, FlexRay or PROFIBUS. However, 
employing wireless communications offers significant advantages to DCSs, 
as they become mobile, autonomous and connected [3, 10, 11]. Wireless 
channels are, by nature, more exposed to noise and interference than their 
wired counterparts. Consequently, it implies a considerable challenge to ful-
fill the real-time requirements with sufficient reliability for proper functional-
ity of applications based on DCSs [3, 11]. In particular since for wireless 
DCS, not only system reliability needs to be considered, but also individual 
link reliabilities.  

Since the use of wireless communications in DCS becomes more and 
more common and since it is difficult to solve all application requirements 
with only one communication standard [2, 12], heterogeneous networks are 
introduced. By heterogeneity is meant that the networks consist of different 
types of nodes and different communication links. Most emerging DCS also 
needs to support several types of data traffic classes with different levels of 
criticality. This is termed a converged network, typically supporting three dif-
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ferent traffic classes: Time-Triggered (TT), Even-Driven (ED), and Best-
Effort (BE) traffic. These three traffic classes have different applicability, 
scheduling requirements and temporal characteristics.  

It is rarely possible to add a security framework to an existing system 
without considerable changes [12]. For example, time-triggered systems, fre-
quently encountered in DCSs, imply the need for scheduling. Scheduling is 
an essential part of the correctness of the system. Security implementations 
on top of such a system can affect the scheduling, impose delays and increase 
the frame length [13], and, therefore, security objectives should be considered 
in the scheduler as well. Obviously, if the security constraints are taken into 
account already at the system design stage, it has several advantages. 

 

8.4. System	Model	
 

Note that we do not target a specific use case, but a wide range of use cases 
based on DCS. In order to specify and characterize them, their common as-
pects related to distributed control are considered. Hence, the use case is sys-
tems requiring high reliability, timeliness and availability and where some-
thing can be controlled or interfered with from a distance if security is 
breached. We target heterogeneous networks consisting of different types of 
nodes and communication links with support for three different data traffic 
classes TT, ED and BE. Also, to be able to consider time-critical applica-
tions, security support for applications with real-time constraints needs to be 
added as a requirement, as security solutions always affect the delay and time 
properties of the system. Hence, synchronization is an important asset. 

A. Security objectives and Threats 
To characterize the required security profile for DCSs, we need to derive the 
adversary goals, the system assets and the adversary model [14] for it as it 
proposed in Fig. 8.1. This will allow us to build a threat model for the profile. 
Based on the threat model we can derive the profile security objectives. The 
security objectives specify what types of threats the system is to be secured 
against.  

For the use case communications in a DCS to be feasible, it must be 
safe for humans and the environment, provide timely and reliable data deliv-
ery and be available to perform the task at hand. As we consider applications 
with real-time requirements, one of the main system assets is clock synchro-
nization and thus many attacks target clock synchronization [15]. For some 
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DCSs carrying sensitive information, data confidentiality can be considered 
an asset. In this case a potential adversary can exploit eavesdropping to 
achieve his goal. However, for many DCS, it does not matter if data can be 
eavesdropped as long as it cannot be compromised or altered. A particular 
feature of DCS in this respect is that in order to compromise the data, it is 
enough to delay it, since in a real-time system it is not only the data itself that 
is of importance, but also when in time it is presented. As TT traffic requires 
a low jitter, it is enough for an intruder to cause a random delay of TT pack-
ets affecting the periodicity, to compromise the functionality. For ED traffic, 
a temporal delay of an alarm or a warning, will cause system malfunction. A 
delay therefore also affects the reliability and availability of the system. For 
safety-critical systems, availability is one of the main assets, as system shut-
down has an extremely high cost. A Denial of Service (DoS) attack can then 
threaten to decrease the availability of the system. Certain safety features of-
ten implemented in DCSs for increased data reliability, like robustness and 
fault tolerance mechanisms, can directly contribute also to achieving specific 
security goals, such as excluding the possibility of DoS attacks. 

There are many possible goals for an adversary targeting DCSs, but 
according to [16] the following three can be considered as general adversary 
goals: system disruption, eavesdropping and system hijacking. All three are 
possible within the considered profile and will lead to that the adversary can 
control or interfere with something from a distance if security is breached. If 
we consider a power plant generating electric power to a city, the adversary 
can try to disrupt the system. For factories producing products according to 
secret recipes, like Coca-Cola, the adversary is likely to target system eaves-
dropping. Even machines that operate in a closed system without contact to 
the outside world can be eavesdropped upon via monitoring electro-magnetic 
transmissions generated by the hardware. In a sensor network checking paper 
humidity during production, an adversary can target system hijacking, so that 
he can replace the sent data during its transmission. In this case, an incorrect 
function of the paper machine can be hidden from the control center for a 
long time, causing tremendous money loss for the factory. One important 
topic in the near future is hijacking, since communication links, not properly 
protected, are appealing for an adversary. This is especially important for 
DCS, as an adversary can e.g., target automated factory hijacking or vehicle 
control hijacking which can lead to significant damages or even loss of hu-
man lives.  

The adversary model strongly depends on the specific use case, but we 
can still list several generally applicable suggestions about the adversary. We 
assume that he is capable of intercepting any transmitted message and he is 
also able to alter and retransmit it. In addition he can create his own messages 
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and perform data processing using publicly available system credentials. Be-
sides these abilities, the adversary can also be characterized by the following 
criteria: whether he is adaptive or static, his computational power (typically 
proportional to the targeted systems assets and values), whether he is mobile, 
etc. 

 

8.5. Evaluation	Methodology	
 

In this paper, we consider a security framework to be a set of interconnected 
solutions that satisfy the system requirements on security by providing all 
necessary security services required within the network. To investigate exist-
ing security solutions and frameworks, we need to have a tool to evaluate 
them. The set of security objectives derived from our targeted use case can be 
such a tool, as we can compare solutions through the subsets of security ob-
jectives they are able to cover.  

A. Security Concepts 
An attack is an intentional attempt to break a security objective made by an 
adversary. There are innumerable types of attacks for all kinds of applica-
tions, and the amount grows every day. Nevertheless, it is possible to provide 
a general classification of possible attacks types relevant to most types of 
DCS. According to [5], attacks can be grouped into the following categories: 
DoS, eavesdropping, man-in-the-middle (when an attacker pretends to be a 
legitimate partner in the middle of the communication process) and intrusions 
(breaking into a system using a virus, a Trojan, or a worm, i.e. a malicious 
code that targets to exploit system vulnerabilities). All attacks target to vio-
late the security objectives of the system. The classical triad of security ob-
jectives is Confidentiality, Integrity and Availability (CIA). Considering the 
DCS scope it can be completed with authentication, authorization, non-
repudiation, and third party protection [17]. For each use, case it is possible 
to form a list of objectives that are specific for that particular application. 

B. Security for wired and wireless networks 
Traditionally, security has not been considered from the very beginning in 
wired networks for DCSs, as they conventionally are both static and closed. 
Mobility is seldom required, so the network configuration is usually static. In 
wired networks it is more difficult to join the network illegally, compared to 
a wireless one, and, therefore, many wired networks are regarded as closed. 
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Moreover, some wired networks are considered to be secure due to their loca-
tion, especially in environments, which are difficult to reach, e.g. the embed-
ded systems in cars. Therefore, the probability to breach the system in such 
networks is considered low, but, of course, everything depends on the gain 
and the system values. However, with growing levels of automation in di-
verse application areas, security concerns in wired industrial networks are 
rising as well. 

In contrast, security, especially in terms of encryption, is basically al-
ways considered for wireless networks. The security approaches for wireless 
networks reflect specific features such as easy access to the communication 
links, vulnerability due to the propagation characteristics of wireless signals 
etc.  Different approaches imply different tradeoffs between security services 
and network performance [18]. 

C. Security solutions on different layers 
Security solutions can be implemented on different layers of the OSI model. 
Usually, the application, network and link layers are considered as main can-
didates for introducing security features. In this subsection, all three options 
are investigated and compared from the specific point of view of developing 
a flexible security framework for heterogeneous networks.  

Security features implemented on the application layer can allow end-
to-end checking of the system assets and also provides a high security level 
due to targeting a specific use case. For security on the lower layers in the 
communication stack, a more general approach needs to be adopted, whereas 
application layer security solutions are a good choice when the application 
can be well specified. One example of such a solution is presented in [19], 
where the author proposes a security solution targeting initial trust establish-
ment for industrial heterogeneous networks. On the other hand, security solu-
tions on the application layer can lead to lack of flexibility and also a factor, 
which needs to be considered, is that the user interacts directly with the secu-
rity solution and thus the security performance can depend on the individual 
user’s skill. 

The network layer is widely studied for applying security solutions. A 
logical conclusion from some of these studies was the development of IPSec 
[20]. The main advantage of this approach is that security solutions imple-
mented here will be hidden from the user. Moreover, it is suitable for hetero-
geneous networks without any precise connection to the specific use case be-
ing necessary nor exact knowledge about the underlying links.  

Security solutions can also be implemented on the link layer. One ex-
ample of an architectural framework for security on the link layer was pre-
sented in [21]. The authors propose a security solution over Ethernet, provid-
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ing such services as key management and countermeasures to DoS attacks. 
Generally, the link layer is a convenient place for data management security 
solutions, dealing with bootstrapping, access control etc. The main disad-
vantage is dependency on system configuration, and knowledge about wheth-
er it is a wireless or wired network, as these have different mechanisms for 
channel access (MAC sub-layer) and services provision (LLC sub-layer). 

A security framework implementation can also be done as a separate 
additional layer, it can be merged with an existing layer or it can be split be-
tween layers, so that different layers have different security functionalities. 
The latter is often more efficient, as it allows combining the advantages of 
security implementations on several different layers. 

D. Security Framework for DCSs 
The security framework should be designed considering the exact set of secu-
rity objectives derived from the use case. Such an approach allows efficient 
and adequate protection of the system assets. Also, the suitability of security 
framework depends on the specific system structure. For heterogeneous 
DCSs, it should include solutions to achieve an appropriate level of safety in 
the wireless part of the system and a corresponding level of security in the 
wired part of the system [17].  

The security framework can be implemented on different layers in the 
OSI model, as each layer has its own advantages and disadvantages. There-
fore, the most promising solution seems to be a cross-layer architecture. For 
example, the core solution can be implemented in one layer, and completed 
by a set of optional extensions operating on others layers. 

 

8.6. Evaluation	of	Existing	Secu-
rity	Solutions	

 
In this section we investigate existing security solutions specific for either 
wired or wireless networks. The majority of the existing solutions evaluated 
in this paper comes from the area of industrial control. The reason for this is 
that this is the most mature application area exploiting DCS and thus all pro-
tocols and security solutions are already in commercial use since several 
years. However, most of them do not support emerging applications based on 
DCS, becoming mobile, autonomous and connected.  
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Different solutions are available for wired and wireless systems, and 
solutions can also vary depending on where in the OSI model they are ap-
plied and what type of traffic policy is used in the network. 

While adversaries constantly come up with new types of attacks, sys-
tem developers continue to design new countermeasures. Countermeasures as 
well as security solutions can specifically target wired or wireless networks, 
and they can be applied on different levels in the OSI stacks resulting in dif-
ferent properties. On the physical layer, a possible countermeasure to channel 
jamming is frequency hopping. On the application layer, a possible counter-
measure to eavesdropping is encryption. 

A. Solutions for Wired Sensor Networks 
DCS are traditionally based on wired networks. Most of these have weak 
support for security that demonstrates the need for a flexible security frame-
work, able to meet the requirements of merging application areas with high 
demand on reliability, timeliness and availability. 

HART (Highway Addressable Remote Transducer) is an industrial au-
tomation protocol, which is widely used in factory automation as a reliable 
and long-term solution for plant operators. However, considering security as-
pects it only has single parity checking [22]. Single parity check codes, origi-
nally intended to detect communication errors caused by the channel, can al-
so be used as an indication that part of the message was intentionally 
changed. Hence, in this sense it is a security solution, albeit not a strong one, 
as it cannot help when a malicious node changes the message and re-
calculates the checksum. HART is thus an example of a network that tradi-
tionally has been considered closed and thereby better protected. 

TTEthernet (Time-Triggered Ethernet) [23] is a platform that extends 
classical Ethernet so that it becomes possible to use for safety-critical appli-
cation with real-time requirements. This protocol can be used for systems that 
have several levels of time and safety requirements due to its support for sev-
eral different traffic classes. However, like HART, TTEthernet does not pro-
vide any specific security service [24]. 

CAN (Controller Area Network) is one of the most broadly used tech-
nologies for in-vehicle communication. Regarding security properties, CAN 
supports data transfer security, i.e. it can detect an error and signal about it. 
Its main security weaknesses were investigated in [25], and they include ini-
tial broadcast nature of all packets, extreme vulnerability to DoS attacks, lack 
of authentication fields, and week access control. All these weaknesses origi-
nate from the initial assumption that networks using the CAN protocol are 
closed for intruders, but it is not always a case. Especially, when a wireless 
gateway is introduced. 
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Evaluation. Neither CAN nor TTEthernet support heterogeneous net-
works and neither CAN nor HART can provide real-time support for three 
different types of data traffics. It is also noticeable that the set of security ob-
jectives for each solution depends on the concrete application area. 

B. Solutions for Wireless Sensor Networks 
There are several technologies and standards that are intended for wireless 
sensor networks and many researches target their future exploration, compar-
ison and development. IEEE 802.11 (WiFi), IEEE 802.15.1 (Bluetooth) and 
IEEE 802,15.4 (ZigBee, WirelessHART) are compared and investigated 
in [26] as possible solutions for sensor networks in industrial applications. 
WirelessHART is mentioned there, as one of the most robust protocols with 
high quality real-time performance technology, but having poor link through-
put and network scalability.  

Also, there are some existing researches evaluating security aspects in 
wireless sensor networks. IEEE 802.15.1, IEEE 802.11 and IEEE 802.16 
(WiMAX) are compared in [27] from the security point of view for the use 
case of wireless sensor networks. The author considered such security tech-
niques as authentication, key-distribution and cryptographic concept, their 
specific features and flaws.  In all these standards and technologies, different 
security approaches and techniques are used. Some examples are considered 
in more detail below.  

An analysis of the security support within the 802.15.4 standard was 
made in [28]. A link layer security protocol provides the following services: 
secure access control, message integrity, message confidentiality and replay 
protection. Also there are eight different security suits that imply various 
combinations of security services and three supporting keying models. The 
authors outline such protocol weaknesses as lack of group keying, easy to 
break integrity protection etc. 

Evaluation. The technologies mentioned above do provide security 
services, but suffer from the lack of safety. Therefore, to be able to cover het-
erogeneous networks they need to be complemented with suitable safety ex-
tensions. Lack of reliability leads to straitened TT data traffic support and re-
duced availability. Safety and security protocols are similar, as they are de-
signed to limit the probability of malfunction or misuse. The main difference 
is that in order to reduce the risk of non-authorized access or similar, security 
protocols use cryptography, instead of relying on CRCs only, as most safety 
protocols do. A combination of these methodologies, limits the probability of 
successful attacks further, as safety protocols will detect deviations in timing 
or in configuration data immediately, which is yet another barrier for an in-
truder to bypass in order to get unauthorized access. If the safety protocol de-
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tects runtime deviations, the system will go to a safe state mode and can only 
be put into operation again by manual and a physical reset of the safety sys-
tem. In addition, the safety system will alert the staff by high priority alarms 
when a deviation is detected for sake of limiting harm to people, property or 
environment. 

 

8.7. Evaluation	of	Existing	Secu-
rity	Frameworks	

 
We consider here several examples of security frameworks representing dif-
ferent approaches of development; a framework for mixed wired and wireless 
networks and frameworks applying security on the application and IP layers 
respectively. 

A. Security framework for heterogeneious networks 
In [17] the author presents a framework for mixed wired and wireless indus-
trial sensor networks using HART and WirelessHART for communication in 
process automation. It can be concluded that there is usually a lack of securi-
ty in wired networks and a lack of safety in wireless networks, as traditional-
ly most systems have only one of them [29]. The author targets bringing both 
security and safety together for heterogeneous networks. The solutions are 
retrofitted on an existing architecture, to enable integration of wireless com-
munications into existing wired networks. The idea is based on introducing a 
security module that provides end-to-end security and maintains authentica-
tion, integrity and confidentiality. This module is an additional security layer 
used on top of PROFINET IO [30]. PROFINET IO deals with peripheral de-
vices and controls data-exchange. The framework treats safety and security in 
the same way and hides the differences. It is based on the idea of the black 
channel with which each level in the network provides services for both safe-
ty and security without relying on other layers. The black channel principle is 
based on that the safety layer has to implement measures to all possible error 
cases, and not rely on existing measures in other layers, in order to avoid a 
safety case for all intermediate layers, components and nodes. Thus, this in-
troduces redundancy since most of the error cases are handled in parallel by 
other layers as well, but with varying residual risk of detecting each error 
case.  The security and safety layers are thus separated and can be deployed 
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independently. Such an approach can be considered as an example of the “de-
fense-in-depth” method.  

Evaluation. The framework supports mixed wired and wireless net-
works and its wireless part covers such security objectives as authentication, 
integrity and confidentiality, which is a benefit. However, the framework 
does not support ED or BE traffic classes. This solution is used in industry 
for many applications, but its applicability for highly critical use cases still 
needs further evaluation.  

B. Security framework on the application layer 
One example of a security framework working on the application layer is 
presented in [19]. The framework includes iterations with users in the loop, 
and solutions embedded into devices, hidden from the users are mostly dis-
cussed. The author proposes an approach for initial trust bootstrapping and 
life cycle managing. The application area is industrial networks and the solu-
tion is valid for heterogeneous networks. The security objectives considered 
are availability, device authentication, confidentiality, and system resilience. 
The proposed framework is based on the workflow that regulates the com-
munication between the users of the network and the network itself. The 
framework consists of three main phases: initial trust establishment, device 
verification, and key generation. The approach was proved by implementa-
tion. The workflow protocol supports predefined configuration of the in-
volved parameters (an approach which is common for wired networks), as 
well as adaptable configuration, when a device can join the network after 
successful authorization (an approach common in wireless networks). Also 
the framework supports the possibility to enter configuration data manually 
in new devices. Finally, it is able to support symmetric and asymmetric key 
distribution and does not require using shared predefined secret parameters. 
Another advantage of the solution is that the framework is flexible consider-
ing dynamic roles of employees.   

Evaluation. This is a high-level framework. Therefore, it is suitable 
for heterogeneous networks and for different traffic-classes as there are no 
dependencies with lower layers. This independence is one of the main ad-
vantages. However, this also leads to a more limited set of possible security 
objectives. The framework targets authorized network access, but neglects 
such objectives as availability and reliability. This solution can be a part of a 
many-layers framework for DCS. It can be combined with low-level solu-
tions that would protect, e.g., clock synchronization. 

 
 



             Paper B                                                                                                 + 
+ 

 

76 

C. Security framework on the network layer 
IPSec (Internet Protocol Security) [31] operates on the network layer and 
supports such security services as message integrity authentication, data en-
cryption by different encryption algorithms, and message replay attack pro-
tection. There are two feasible ways of its realization, either in the End-Host 
or in the Router. Also, there are three possible architectures: integrated, BITS 
(bump in the stack) and BITW (bump in the wire). The first one implements 
IPSec directly into the IP layer itself. This way looks very natural, but since 
only IPv6 was designed to support IPSec, IPv4 still have to use BITS. BITS 
implies that IPSec becomes a separate layer between the network (IP) and the 
data link (network interface) layers, which will introduce some overhead in 
the stack. Finally, BITW assumes that hardware devices that can provide IP-
Sec services can be added, which may or may not be possible. Authentication 
Header (AH) and Encapsulating Security Payload (ESP) protocols are two 
principal parts of IPSec. AH supports message integrity, data authentication 
and replay attack protection services, whereas ESP supports encryption of 
whole datagrams. IPSec deals with keys through the Internet Key Exchange 
(IKE) protocol. 

Evaluation. The framework is suitable for heterogeneous networks 
and can potentially support different data traffic classes. However, it lacks 
real-time support, but this could potentially be achieved by using an exten-
sion targeting enhancement of real-time properties, e.g., as in [14]. The 
framework also covers such basic security objectives as data integrity, confi-
dentiality, and authentication. However, the ability to provide objectives such 
as reliability and availability will depend on the concrete implementation as 
well as the application requirements. 

D. Frameworks comparison 
The three considered frameworks are examples of solutions deployed on dif-
ferent layers and targeting different security objectives. Nevertheless, they 
can still be compared based on suitability for DCS. In Table 8.1 columns A, 
B, and C stand for the corresponding frameworks from subsections A, B and 
C respectively. CIA in the table stands for confidentiality, integrity and au-
thentication. The evaluation shows that if we target several security objec-
tives in one system, none of the frameworks fulfill all requirements. This 
means that existing frameworks must be enhanced and combined in order to 
achieve the desired security level in networks for DCSs. 
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Table 8.1 Identifier Declaration 

Feature A B C 

Mixed network support ✓ ✓ ✓ 

Different traffic classes 
support ✗ ✓ ✗ 

Real-time support ✓ ✓ ✗ 

Covered security objectives CIA for wireless 
part 

Authorized 
network access CIA 

 

8.8. Conclusions	and	Future	
Work	

 
In this paper, we have investigated existing security solutions and frame-
works suitable for a distributed control systems profile. We also specified the 
security requirements for the considered application domain and investigated 
the basic component of threat modeling. We considered three main types of 
classification of security frameworks; depending on if wired or wireless 
communication links are included, if support for different data traffic classes 
is provided and, finally, the layer in which the security framework is imple-
mented on. We also investigated several existing security solutions and 
frameworks for wired and wireless industrial sensor networks and found that 
although they all have different benefits and drawbacks, and no existing solu-
tion or framework has all the required properties. We can also conclude that 
if security can be added already at the design stage, much is gained. 
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Abstract 
 

Nowadays, mixed wireless and wired networks are used everywhere in eve-
ryday life, including in industry where they often support time-critical appli-
cations. Industrial applications with high precision requirements are subject 
to real-time constraints, and thus one of the main assets, regardless of appli-
cation area, is clock synchronization. Considering such networks, synchroni-
zation is the first thing to secure against a possible malicious adversary. In 
this paper, we consider ARP poisoning as a possible technique to disrupt 
clock synchronization and evaluate the effects of such an attack on the IEEE 
1588 standard. We describe possible ways of performing ARP poisoning to 
disrupt synchronization and survey several mitigation techniques and their 
applicability within the industrial application area. 
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9.1. Introduction	
 

The application field of clock synchronization algorithms is very wide. It in-
cludes all networks with a time-triggered architecture, i.e., networks where 
message transmissions should be made within time-slots assigned according 
to an offline or online schedule. An excellent example is mixed wired and 
wireless industrial networks that are allocating slots for exchange of time-
critical messages [1]. Here, real-time properties and predictable delays are 
essential to ensure full system availability even for critical applications. De-
pending on the concrete application area, the possible consequences and costs 
of breaking clock synchronization vary. We target industrial applications, 
where the prize of failure is high and where clock synchronization can be 
considered as one of the main system assets [2]. If a node is unsynchronized, 
it cannot communicate correctly with the other network participants due to 
the real-time properties and the requirement on time-slot synchronization, 
and thus the system loses in reliability and availability. If an intruder wants to 
disrupt the network, there is no need to determine the assets of the specific 
application or analyze all algorithms and protocols used in the networks to 
determine their weak spots – it is enough to influence the clock synchroniza-
tion algorithm. Consequently, protecting clock synchronization becomes a 
prime issue in industrial networks. 

A commonly used standard for clock synchronization is IEEE 1588, 
the Precision Clock Synchronization Protocol [3]. It contains a network pro-
tocol responsible for precise synchronization of heterogeneous systems nodes 
that can have clocks with different parameters regarding stability, resolution 
etc., and provides a precision better than one nanosecond. The revised stand-
ard from 2008 has an optional secure extension called Annex K [3], which 
provides group source authentication, message integrity and replay attack 
protection. We consider IEEE 1588 in our investigation of the possibilities 
and implications of breaching clock synchronization, as this standard is wide-
ly used in the industrial communication area. 

In order to protect clock synchronization in the system, we need to in-
vestigate how a possible intruder can breach it. There are several studies in-
vestigating the weak spots of IEEE 1588 in general, e.g., introducing artifi-
cial delays [4], but our work targets a possibility which has not been evaluat-
ed previously: namely to breach clock synchronization using a well-known 
technique called Address Resolution Protocol (ARP) poisoning. ARP is a 
protocol used to define the correlation between network and link layer ad-
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dresses, i.e., it establishes the accordance between the Internet Protocol (IP) 
addresses and the Medium Access Control (MAC) addresses. An ARP poi-
soning attack implies that by using ARP protocol loopholes, such as lack of 
authentication, it is possible to perform a man-in-the-middle attack on the 
network [5]. As a result of an attack, two targeted nodes will think that they 
are exchanging messages with each other, but in reality they will communi-
cate through the intruder. The ARP protocol is commonly used in many net-
works, often without any protection techniques, and thus the ARP poisoning 
attack is well known and there are many research studies investigating its 
countermeasures, e.g., [5-7].  

Consequently, two facts are well known: the possibility to break the 
synchronization in IEEE 1588 by imposing artificial delays and that ARP 
poisoning can be used to gain control over the communication channel be-
tween different network participants. Therefore, the combination of these two 
facts together, using an ARP poisoning attack to impose a delay in order to 
break synchronization, leads to the possibility to influence many types of in-
dustrial networks via one single type of attack. In this paper, we provide a 
detailed investigation of the possibility to use ARP poisoning to breach clock 
synchronization in networks that use IEEE 1588. The proposed approach is 
evaluated in the security protocol simulator AVISPA. In addition, possible 
mitigation and protection techniques are investigated for applicability in the 
industrial application area. Given the targeted application area, several re-
strictions are imposed on the solutions, as most of them add additional com-
munication delays, which can be critical for time-triggered applications. 

The remainder of the paper is organized as follows. Section 9.2 pre-
sents the system model and requirements for security solutions targeting the 
industrial application area. In Section 9.3 we give an overview of the IEEE 
1588 standard, its weak spots and its security solutions, whereas a vulnerabil-
ity analysis is done in Section 9.4. The ARP poisoning attack is discussed in 
Section 9.5. In Section 9.6, the attack analysis, its applicability and conse-
quences are investigated. Section 9.7 presents an overview of possible miti-
gation techniques for ARP poisoning. An evaluation of the approach and our 
results are described in Section 9.8. Finally, Section 9.9 provides the conclu-
sions and description of future work. 
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9.2. The	System	Model	and	Secu-
rity	Requirements	

 
Today’s market is looking towards wireless solutions, which besides a set of 
obvious benefits, also introduce many security issues, since wireless links are 
more open for malicious intruders. Consequently, security aspects are becom-
ing more and more important for industrial networks [8]. We target heteroge-
neous networks, i.e., a mix of wireless and wired links, organized in a mesh 
topology, consisting of nodes, switches and access points for the wireless 
parts of the networks. Note that some simple network topologies encountered 
in industrial settings, such as the star network, are not considered in this pa-
per, as they can be implemented using the physical, link and application lay-
ers only. In such networks, the need for network addresses is limited, and 
thus ARP may not be needed. 

There are many challenges in securing industrial networks [8], such as 
limited recourses, long lifetime of equipment, third party support etc. Net-
works can be diverse depending on the application, but the majority of all in-
dustrial networks have clock synchronization as one of the main system as-
sets. Therefore, such an attack can be applied as a universal system disruption 
technique independent of the specific use case. This fact makes the attack and 
its countermeasures important since if the same technique can be applied in 
many different cases it is more likely that the adversary will invest resources 
in it. 

For security solutions to be beneficial in industrial settings, the fol-
lowing aspects should be considered. Every solution implies some additional 
communication overhead, and for networks with low latency and high 
throughput requirements, this can be critical. Also industrial networks can be 
used for safety critical applications and from that perspective it is important 
that a possible solution does not introduce single points of failure, as this can 
reduce the availability. Another important requirement for industrial net-
works is backwards compatibility. There is a tremendous amount of equip-
ment already installed and in order to be implementable in practice, a pro-
posed solution cannot require replacement of all existing equipment. 
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9.3. Clock	Synchronization	and	
IEEE	1588	Standard	

 
In this section we give an overview of clock synchronization issues, the IEEE 
1588 standard and its specific features. 

A. IEEE 1588 standard 
IEEE 1588 is a commonly used standard for clock synchronization in indus-
trial applications, such as, for example, substation automation [9]. This 
standard includes the Precision Time Protocol (PTP), which implies a master-
slave approach for handling the synchronization. The approach allows the 
network to be self-organizing. At any point in time, the network can choose 
and assign the clock with the highest precision to which all other clocks must 
be adjusted.  

The correction of clocks according to the current grandmaster clock is 
done via exchange of synchronization messages. During this exchange, the 
slave clock calculates its drift and as a result performs a correction. This ap-
proach is based on two assumptions:  

• A message needs the same time for being transferred from node 
A to node B as for being transferring in the opposite direction, 
from node B to node A, i.e., that the delays are the same in both 
directions.  

• The messages exchange can be done in short enough time so that 
the information acquired about the clock drift is still valid and 
can be used for correction, i.e., that the calculated offset can be 
considered correct.  

B. Security analysis of IEEE 1588 
A classification of possible threats and security breaches for the IEEE 1588 
standard from a digital substation automation point of view was presented 
[9]. The authors propose to classify the possible attacks into five categories: 
network/processing queue congestion; removal of messages; selective packet 
delay; packet modification; and masquerading as master. However, the digital 
substation automation network is more isolated than general industrial net-
works, and therefore the solutions proposed in the paper are not directly ap-
plicable. A threat analysis for IEEE 1588 was presented in [4], the consider-
ing the security objectives integrity, authentication and availability. Also the 
authors proposed to divide all possible attacks into the following main 
groups: direct attacks on a node, byzantine masters, message manipulation 
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and message delay and insertion. In  [10] the authors investigated PTP and 
the Network Time Protocol (NTP) reaction to delay attacks and its conse-
quences. For the PTP protocol, two approaches were investigated: message 
delaying and acceleration. In our work, both scenarios are possible, but we 
select message delaying as it is easier to perform. Based on [4, 9, 10], we can 
conclude that selective packet delaying is a threat to the asset clock synchro-
nization, as it will cause reduced reliability and availability of the system. 

C. IEEE 1588 Security Extensions  –  Annex K 
The second version of IEEE 1588 from 2008 has an optional security exten-
sion called Annex K. The proposed security measures can be divided into 
two groups. The first group deals with message integrity protection and the 
second one provides guidelines for group source authenticity.  

An analysis of IEEE 1588 Annex K was conducted in [11]. The au-
thors conclude that the proposed technique for message integrity correction is 
suboptimal, as the sequence number introduced to tolerate replay attack is too 
short and the proposed three hand-shake authentication procedure can be 
simplified to a one-shake procedure. These results show that the security ex-
tensions of 1588 need to be developed further, as there are still a number of 
open security issues and also the addressed solutions can be enhanced further. 
In  [9] the authors investigate how Annex K can help against the five catego-
ries of attacks targeting IEEE 1588 mentioned above. Attacks from the cate-
gories packet modification and masquerading as master can be prevented by 
the security solutions proposed in Annex K. Also it partly helps against net-
work/queue congestion, but it cannot help against removal of messages or 
selective packet delay. The last one is important for our work, since selective 
packet delay can be used to break clock synchronization without being de-
tected. Messages authentication cannot help against this type of attacks, as an 
intruder does not need to change the message, just delay it. The same goes for 
replay attack prevention measures. Source authentication cannot help either, 
as we consider a delay imposed via ARP poisoning, the technique that ena-
bles hijacking and controlling of the entire communication channel. This 
shows that there is a need for an additional technique to protect clock syn-
chronization from selective delay attacks. 
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9.4. Vulnerability	Analysis	
 

The general idea of clock synchronization in a network is that clock correc-
tions are done periodically and that due to this correction, the clock drift does 
not exceed the maximum upper bound allowed within the period duration. 
Independently of which specific synchronization algorithm that is responsible 
for data accumulation and decision-making, we can calculate how much the 
clock needs to be shifted at the correction points in order to breach the syn-
chronization during a specific period. Ideally, a node’s clock shows time tclock 
that linearly, with a constant coefficient 1, depends on real time treal (the line 
with two dots and a dash in Fig. 9.1). In reality, however, we cannot guaran-
tee this in any distributed system, and hence it is required that the green line 
in Fig. 9.1, showing the behavior of tclock with respect to treal is within the real 
time plus, minus Δtmax. The clock correction procedure is executed every 
Δtper, and the value of Δtper depends on the clock drifts. Therefore, to be syn-
chronized, the line showing the real dependency (solid green line), is shifted 
in steps every Δtper, such that it stays within the bounds. 

If we have a system with only two clocks A and B with tclockA and 
tclockB, they are considered to be synchronized with the precision ∆tmax if at 
any point of time, the difference between their local times is less than ∆tmax. 
In other words, as one of the clocks A or B will be selected to be the current 
grandmaster clock, its time will be interpreted as treal and thus we are only 
interested in the difference between the two clocks. Therefore, the condition 
for breaching synchronization is: 

   (9.1) 

According to IEEE 1588 [1], a slave clock calculates its offset to the master, 
∆toffM as: 

 , (9.2) 

where tinS is the time of arrival of the synchronization message to the slave; 
toutM the time when the synchronization message left the master, and finally 
tcorr a correction variable, which incorporates the propagation delay of the 
message. Hence, if the slave clock is completely synchronized to the master 
clock, tinS – toutM would be equal to the propagation delay and thus ∆toffM = 0, 
and the slave clock would be left unchanged. If an adversary influences only 
this particular synchronization message such that tinS is increased, a new asyn-
chronous delay that cannot be compensated by the algorithm would be intro-
duced and the slave clock would be adjusted to a fake clock.  

clockA clockB maxt t t− > Δ

ΔtoffM = tinS − toutM − tcorr
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If the imposed delay is bigger than ∆tmax, it would lead to fulfillment of 
the synchronization breaching condition (9.1). It is interesting to note that the 
adversary can make the slave clock slower or faster depending on which mes-
sage in the message exchange process is delayed. The sign of delay depends 
on in which direction (master-slave or slave-master) the message is delayed.  

 

Fig. 9.1 Node clock drift, blue line – the actual time of the clock that 
should stay within the bounds (dotted lines) in order to keep the node 

synchronized. 

In order to compensate for clock drift all slaves shift their clocks peri-
odically at time instance {i, i+1, …} according to: 

 .  (9.4) 

The clock drift is a random value affecting the angle of the green line 
in Fig. 9.1. Generally, the more expensive a clock is, the lower clock drift is 
guaranteed by its manufacturer. Let us define slave clock time as: 

 ,  (9.5) 

where α is the clock drift: if α < 1, the clock is defined as fast; and if α > 1, 
the clock is defined as slow. Given that α is a random value, it is not enough 
that the delay imposed by the adversary is bigger than ∆tmax if the clock is 
fast. In the worse case, when the clock is as fast as it is possible given al-
lowed bounds, the imposed delay must be more than 2∆tmax. Conversely, a 
slow clock requires less imposed delay in order to put the system in unsyn-
chronized mode. 

tclock
i+1 = tclock

i −ΔtoffM

tclock =α ⋅ treal
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It is should be mentioned that, in order to lead to sustainable conse-
quences there is a minimum duration for this condition holding. This duration 
depends on the concrete application and the adversary goal. If the adversary 
imposes a delay only once, then during the next correction point the clock 
will be returned to the synchronized state. Therefore, the adversary needs to 
impose a selective delay as long as long he wants to keep nodes unsynchro-
nized. Fig. 9.2 illustrates how an adversary can shift tclock out of the allowed 
bounds and keep it there by imposing the same delay to each Delay Response 
message. The orange arrow shows the shift after the attack, whereas the green 
and red solid lines represent clock time within and out of the allowed bounds 
respectively. How far the clock time deviates from the bounds is shown by 
tout. 

 

Fig. 9.2 Sustainable delay attack on the faster clock. 

As an obvious countermeasure against a random delay attack, more fre-
quent clock correction procedures can be used, but in case of a prolonged at-
tack, different prevention and attack detection approaches are needed. 

This analysis shows that one of the main assets for industrial networks can 
be breached quite easily, and become one of the main system vulnerabilities. 
This kind of attack can be performed under the assumption that the channel 
between two nodes can be controlled by an adversary. As it will be shown be-
low, this assumption can be achieved by performing an ARP poisoning attack. 
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9.5. ARP	Poisoning	
 

ARP is a well-known and widely used protocol, and therefore, ARP poisoning 
is also a commonly used attack method [12]. The ARP protocol is part of the 
TCP/IP stack, and hence, it is used in many networks. To resolve the corre-
spondence between MAC and IP addresses, ARP uses two types of messages: 
ARP request, a broadcast message, and ARP reply, a unicast message. The 
algorithm is simple: when a node A wants to send a message to a node B, and 
A has the IP address of B, it needs to ask about the corresponding MAC ad-
dress. First A checks its ARP cash table, and if the address is not there, it 
sends a broadcast ARP request message to all network participants asking 
about the IP address it has. The node with the mentioned IP address answers 
with an ARP reply message, after which communication can start. These mes-
sages do not have any authentication properties, so it is easy to intercept and 
forge them. An adversary can send fake ARP replies to A saying that he is B 
and to B saying that he is A. After this A and B will communicate with each 
other through the adversary. 

The ARP poisoning attack can be performed independently of the 
physical layer implementation, and therefore it is suitable for both wired and 
wireless networks. For instance, a possible scenario of applying ARP poison-
ing against an industrial network build on PROFINET IO was considered in 
[13]. In the paper, the authors demonstrate that by using an ARP poisoning 
attack, an adversary could gain control over the outputs of a PROFINET IO 
device, which can lead to a number of possible attack continuations with a 
huge impact on the network. In [14] the authors consider performing a combi-
nation of a hole 196 attack (an attack that uses a vulnerability of WPA2 and 
exposes the network for insider attacks) along with an ARP poisoning attack 
in networks based on the IEEE 801.11i standard. Such an approach allows the 
adversary to decrypt all traffic going through the access point from an attacked 
user. In both works mentioned above, the authors consider only the possibility 
of performing an ARP poisoning attack in different networks, whereas we, in 
our research, consider the specific use of an ARP poisoning attack to break 
synchronization.  

 

9.6. The	Attack	Analysis	
 

As it is possible to perform a man-in-the-middle attack in the network via 
ARP poisoning, it opens possibilities for the adversary to influence the clock 
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synchronization algorithm by imposing a delay in the delay-request-response 
mechanism used by IEEE 1588. Such kind of an attack can lead to network 
synchronization failure. Depending on the link and node chosen for the attack, 
the consequences can range from one node failure to complete system disrup-
tion. The most obvious way to influence IEEE 1588 is to try to break one of its 
basic assumptions listed in Section 9.3.A. The second assumption is difficult 
to violate for an intruder as it mostly depends on system specific configura-
tions and to be effective, the propagation delays should be significant. In con-
trast, the first assumption is appealing from an intruder point of view, as its 
violation implies an additional delay in only one direction and it does not need 
to be huge. Moreover, the message does not need to be changed — it should 
be only delayed. An ARP poisoning attack performed in a network using 
IEEE 1588 implies that the adversary has full control over the communication 
between two chosen nodes, even if the optional security extensions from An-
nex K are applied. This means that the adversary can easily impose the neces-
sary delay in one of directions of the delay-request-response mechanism. The 
idea is that the adversary needs to influence the system in such a way that the 
output of the synchronization algorithm (the correction shift) is bigger than the 
allowed threshold.  

A. Applicability 
The described attack is possible even for networks using the optional Annex K 
of IEEE 1588. The security extensions provided in the annex include message 
integrity, group authentication and replay attack – however, message integrity 
cannot help against this attack, as the message does not need to be changed. 
Group authentication cannot help as the adversary is pretending to be a device 
already existing in the network. ARP poisoning implies a forge in the initial 
unprotected part of the communication between nodes, and later the messages 
between them would be passed normally without any change, apart from an 
additional delay caused in one direction. Replay attack protection also cannot 
help as the message is not supposed to be replayed. 

There are some limitations for this type of attack and cases when the 
attack is complicated or useless. To perform this kind of attack successfully, 
an adversary needs to know which link, node/switch or set of nodes/switches 
to attack. This means that the adversary first needs to perform a network anal-
ysis to find the desired or the weakest point for attacking as attacking a ran-
dom node most probably will not lead to costly consequences. Also, ARP at-
tacks work only for subnetworks, and therefore, if the whole network consists 
of several subnetworks, the adversary cannot affect the entire network, as it 
cannot influence one subnetwork while performing the attack in another one. 
Another limitation is the network configuration. If we consider a network with 
a completely static configuration, then all network participants can get com-
plete ARP tables with all addresses during the first initialization phase. This 
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kind of attack is therefore possible only in bigger networks or networks where 
devices are allowed to join it during its operational phase. 

On the other hand, the attack also has a number of advantages from an 
adversary point of view, where the two most appealing ones are that industrial 
networks of today do not consider this possibility and that the same technique 
can be used in several different types of industrial networks. 

B. Consequences 
As we consider industrial networks with different levels of criticality and 
complexity, some factors of the attack can depend on the specific use case and 
adversary goals. The scenario described above will put the two communi-
cating nodes in an unsynchronized state. This is a straight forward case, but if 
the industrial system is developed to consider possible faulty nodes for in-
creased robustness, which is often the case in systems with high cost of fail-
ure, the adversary has to target the disruption of a set of nodes. The size of this 
set depends on the application and the network architecture. Thus it is rational 
to target a node that is critical to the system functionality. 

Within the considered network, an adversary can target a grandmaster 
clock or a slave clock. If the grandmaster clock is put into an unsynchronized 
state, the system will choose a new grandmaster clock according to the BMC 
algorithm. In this scenario, the adversary can influence the overall network 
performance, e.g., if the network has only a limited amount of clocks with ex-
ternal GPS receivers, the adversary can aim to remove these from the network 
first, by putting them into unsynchronized mode. This way, the network will 
degrade considering clock synchronization precision. It is worth to mention 
that in order to keep a clock in unsynchronized mode, the adversary needs to 
keep influencing the propagation delay, or else only a transient clock synchro-
nization error occurs.  

If the adversary targets a slave clock, putting it in unsynchronized 
mode will not influence the others clocks. This can therefore be beneficial for 
the adversary only in case the corresponding node has a critical functionality 
and the system does not have any redundancy. Note that even after detection 
of an unsynchronized node, the reason for becoming unsynchronized will not 
be discovered unless the system has countermeasures against ARP poisoning. 
Therefore, even if maintenance functionalities will replace the node thinking 
that it is out of order, the adversary can simply continue to influence it in a 
similar way. In case a node is critical, it is also interesting to investigate if and 
when its unsynchronized behavior would be detected by the system.  

The adversary can be interested in transient system influences, i.e., 
keeping a clock unsynchronized for a short period of time, if he needs to mas-
querade or hide some other short time activity that otherwise can be detected. 
For example, if the adversary wants to sabotage an assembling line on a plant, 
he can target the pressure or distance sensor nodes. Their unavailability, even 
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for a short period of time, can lead to an accident. This scenario is important 
for critical applications where availability is one of the main security objec-
tives. 

The cases described above demonstrate that the ARP poisoning attack 
is problematic for industrial networks that do not have any kind of protection 
against it. Further, it shows that an adversary can pursuit several different 
goals by conducting the same attack. This fact makes the considered combina-
tion of attack techniques even more appealing for an adversary. 

The cases described above demonstrate that the ARP poisoning attack 
is problematic for industrial networks that do not have any kind of protection 
against it. Further, it shows that an adversary can pursuit several different 
goals by conducting the same attack. This fact makes the considered combina-
tion of attack techniques even more appealing for an adversary. 

 

9.7. Overview	of	Mitigation	
Techniques	

 

In this section, we give an overview of existing solutions and evaluate them 
from an industrial point of view. There are plenty of different security solu-
tions, covering different sets of security objectives, applied at different layers 
of OSI stack, suitable for different environments etc. [2]. We consider the pos-
sibility to break clock synchronization by performing an ARP poisoning attack 
and thereafter imposing delays on a hijacked communication channel. Due to 
this, the security solutions can be divided into the two main categories: mitiga-
tion techniques against ARP poisoning and mitigation techniques against de-
lay imposing. Solutions from both categories can be used for clock synchroni-
zation protection.  

A. Mitigation techniques against ARP poisoning 
ARP poisoning is a well-known type of attack, and therefore, possible coun-
termeasures were investigated in many research papers. We consider the most 
relevant ones for this particular use-case and investigate if and how they can 
be applied in industrial applications. 

A comparative analysis of possible mitigation techniques for ARP poi-
soning was presented in [6], and in [5] [15] several protection techniques were 
presented. Most existing techniques like [5, 6] and  [15] imply implementation 
of an additional security mechanism. It can be e.g., an added encryption 
scheme, i.e., the node can encrypt all ARP request and reply messages. This 
solution helps against the ARP poisoning attack, but it also means additional 
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computational power in the nodes, and additional delay for messages trans-
mission. The additional overhead is disadvantageous for industrial applica-
tions with low latency requirements, as it requires complementing all network 
participants with an encryption/decryption module which lacks backwards 
compatibility.  

The second approach is the introduction of a control element in the 
network that monitors and analyses it in order to prevent a possible ARP poi-
soning attack. This can be realized via a centralized detection and validation 
server [5, 16] or a passive analyzing detection system. The server can confirm 
ARP request and validate the ARP tables of all the nodes within the network. 
The applicability of this method in industrial environments depends on the 
network size, since the process of controlling all ARP tables in a huge network 
can become problematic, and also implies the introduction of a single point 
failure, since if the server is compromised or fails, the protection stops work-
ing. This is a questionable solution for critical applications and for applica-
tions with a distributed control architecture. The passive detection system 
looks promising, but it also has its limitations. Such a detection system can 
record all ARP requests and replies and construct the network according to the 
information gathered. It can constantly monitor the resulting network map for 
inconsistency that will indicate an attack. This approach can work only if the 
attack starts after the data analysis has been initiated, and thus this method is 
also limited by the size of the network. However, the approach can be a good 
candidate for mixed protection systems, where we combine several methods in 
order to achieve an appropriate overall security level. 

Another approach implies using an Intrusion Detection System (IDS) 
with probe messages [15]. Classical IDS detects an intruder by monitoring the 
system states, and thus this approach works under the assumption that the in-
truder causes a difference in the state sequences that can be detected by the 
IDS. Therefore, a classical IDS cannot be used against ARP poisoning, as the 
attack does not cause any difference in the event sequence. Hence, to be used 
against ARP poisoning, IDS should be complemented with a probe message 
mechanism. The idea is that the control-monitoring center from a classical 
IDS can now send probe messages to the network participants and these mes-
sages cause a difference in event state depending on presence or absence of a 
malicious adversary performing ARP poisoning. Requests from the monitor-
ing center to verify genuineness of ARP request and replies can be used as 
such probe messages. This approach introduces additional communication 
overhead, implying that for delay-sensitive systems and large networks, using 
IDS can be expensive. In addition, the method leads to the introduction of a 
single failure point. 
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B. Mitigation techniques against delays imposing 
The main idea of protection against delay imposing is to check and control 
propagation delay [10]. The method implies monitoring performed by the 
node itself or a switch. In this case, the network participant needs to collect 
and analyze statistics about message propagation delays in the networks. 
However, the approach requires additional recourses that can be complicated 
if the participant is a wireless sensor node. Further, the approach works only if 
the adversary joins the network after the statistic collection and analysis has 
begun. This mitigation technique has a probabilistic character. 

Considering the known techniques against ARP poisoning and delay 
imposing, we can see that they do not fully suit the industrial environment. 
Therefore, a possible solution in this case can be a combination of several ap-
proaches. A combined approach can be considered as a defense-in-depth tech-
nique, because initiation of the second category assumes failing of the first 
one. This can bring flexibility and allow satisfying the requirements needed 
for a possible security solution. For example, for most small networks, we can 
use encryption, while in less critical parts of the network, an intrusion detec-
tion system along with a delays analysis can be applied. 

 

9.8. Evaluation	of	Impact	with	
ARP	Poisoning	

 
In this section we present the results of our evaluation of the impact of an ARP 
poisoning attack targeting the clock synchronization functionality. The evalua-
tion process can be separated into two steps. The first step concerns the ARP 
poisoning itself, by formally specifying the ARP protocol and possible adver-
sary actions. The second step is to evaluate the breaking of clock synchroniza-
tion in the system assuming that the ARP attack was performed. 

The tool used for the evaluation in this paper is Automated Validation 
of Internet Security Protocols and Applications (AVISPA) [17]. AVISPA is 
typically used for sensitive security protocols and application evaluation and 
analysis. It uses High-Level Protocol Specification Language (HLPSL) for 
interactions with users. The Security Protocol Animator (SPAN) [18] tool was 
developed to simplify the interaction process with a user. SPAN allows a user 
to use CAS+ language to describe the protocol and then it translates it to 
HLPSL. This makes the work with the AVISPA easier, since all a user needs 
in order to analyze a protocol is to specify the modules: identifiers, messages, 
knowledge and goals. To formalize our proposed attack process, the following 
situation was considered:  
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Identifiers. We use the simplest case, when there are three participants 
in the network A, B, and C. A and B are benign network participants and C is 
an adversary. As it is shown in Table 9.1 they are specified as users, whereas 
IP and MAC addresses of all three are specified as numbers. 

Table 9.1 Identifier Declaration 

Type Identifier 

User A, B, C 

Number IPa, IPb, MACa, MACb, MACc 

Messages. The specified message set implies that the adversary sends 
ARP responses to both A and B with the wrong IP addresses, i.e., C sends an 
ARP response with the IP address of B and MAC address of C to A and corre-
spondingly the IP address of A and MAC address of C to B. 

Knowledge. Each network participant knows all IP addresses in the 
network plus its own MAC address (Table 9.2). 

Table 9.2 Identifier Declaration 

User Knowledge 

A C, B, IPa, MACa 

B A, C, IPb, MACb 

C A, B, IPa, MACc, IPb 

Goal. The tool is limited in the definition of possible goals, so we ap-
ply the reverse technique to its formulation, i.e., in case the tool proves that the 
goal is achieved, it means that clock synchronization is broken. To prove that 
ARP poisoning can be performed, we specify the goal as:  to keep the secrecy 
of the MAC address of B from A. If the tool shows that the protocol is safe, 
this means the adversary wins, as A cannot understand that he is communi-
cating with C instead of B. 

The assumption we use in the modeling is that the intruder (node C) 
knows the IP addresses of the targeted network participants. If the network 
allows a new device to join, then node C can be considered as a new device in 
the network, and otherwise we assume that node C was in the network already 
from the initialization phase. 

AVISPA has several types of analysis techniques, namely the On-the-
fly Model Checker (OFMC), the Constraint-Logic-based Attack Searcher 
(CL-AtSe), the SAT-based Model Checker (SATMC) and the Tree Automata 
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based on Automatic Approximations for the Analysis of Security Protocols 
(TA4SP). We used OFMC in our evaluation, as this technique can prove that 
the specified protocol is correct, and this is exactly what we need, given the 
way we defined the goal and that we included an intruder in the users list 
(node C). OFMC [19] explores the transition system by using a demand-
driven approach. The checker uses symbolic techniques, a lazy Dolev-Yao in-
truder model and lazy data types. The last one means that data constructors do 
not evaluate data arguments while building it, which allows infinite data com-
puting. This attacker model is suitable for our approach, as in our modeling we 
assume that an intruder is a legitimate network participant.  

The analysis with OFMC shows that an ARP poisoning attack is possi-
ble under the given assumption, namely that the adversary knows the IP ad-
dresses of network participants, implying that some prior network analysis has 
been conducted.  

The second step of the evaluation can be done using logical reasoning 
without any verification tool. The clock synchronization algorithm can be bro-
ken if an adversary succeeds in breaking one of its basic assumptions. In our 
case, the assumption is that the propagation delay is equivalent in both direc-
tions within the same logical channel. Obviously, if the adversary successfully 
performed a man-in-the–middle attack and controls the communication pro-
cess in both directions, he can impose the necessary delay in one direction. 
More precisely, the adversary needs to impose a delay greater than the maxi-
mum allowed clock drift. This can be done if the adversary knows the syn-
chronization period and the maximum allowed clock drifts in the system. This 
knowledge, as well, can be gained through prior network and specific applica-
tion analysis. 

 

9.9. Conclusions	and	Future	
Work	

 
In the paper we investigated the possibility to break the network clock syn-
chronization mechanism established according to IEEE 1588 standard by per-
forming an ARP poisoning attack. We also considered possible mitigation 
techniques that can protect the network from the attack or can protect the 
clock synchronization even in case of a successfully performed ARP attack. 
The mitigation techniques take into account the derived requirements from the 
targeted industrial applications. The evaluation using AVISPA showes that 
this scenario is indeed possible. The result indicates the need to develop a 
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suitable security solution that can be incorporated in a security framework and 
that should satisfy the requirements derived from industrial applications.  

As future work, we plan to continue this investigation by looking at 
possible solutions and develop a technique that can protect clock synchroniza-
tion in industrial applications. 
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Abstract 
 

Today, industrial networks are often used for safety-critical applications with 
real-time requirements. The architecture of such applications usually has a 
time-triggered nature that has message scheduling as a core property. Real-
time scheduling can be applied only in networks where nodes share the same 
notion of time, i.e., they are synchronized. Therefore, clock synchronization 
is one of the fundamental assets of industrial networks with real-time re-
quirements. However, standards for clock synchronization, i.e., IEEE 1588, 
do not provide the required level of security. This raises the question about 
clock synchronization protection.  

In this paper we identify a way to break synchronization based on the 
IEEE 1588 standard by conducting a man-in-the-middle (MIM) attack fol-
lowed by a delay attack. MIM attack can be accomplished through e.g., Ad-
dress Resolution Protocol (ARP) poisoning. Using AVISPA tool we evaluate 
the potential to perform an ARP poisoning attack. Next, an analysis of the 
consequences of introducing delays is made, showing both that the attack 
can, indeed, break clock synchronization and that some design choices, such 
as a relaxed synchronization condition mode, delay bounding and using 
knowledge of environmental conditions, can be made to make the network 
more robust/resilient against these kinds of attacks.   

Lastly, network monitoring is proposed as a technique to detect anom-
alies introduced by an adversary performing attacks targeting clock synchro-
nization. The monitoring capabilities are added to the network using a Con-
figuration Agent, which, based on data obtained from the network, is able to 
detect an attack.  The main contribution of the paper is a detailed problem 
description and evaluation of a security vulnerability in IEEE 1588 against 
delay attacks together with an evaluation of several approaches as possible 
mitigation techniques for the attack. 
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10.1. Introduction	
 

One of the specific characteristics of industrial networks is a high cost of fail-
ure, resulting in money loss, environmental threats or damage to humans. To-
day, such networks grow extremely fast in complexity and functionality lead-
ing to an increasing number of security requirements [1]. Developing a securi-
ty framework for the whole network implies taking into account application 
specific features and related systems assets [2]. Clock synchronization is an 
essential part of all networks with real-time requirements. Basically all indus-
trial networks have real-time requirements, and therefore most messages have 
deadlines to meet. Consequently, if there is a way to breach clock synchroni-
zation, it will disrupt the network functionality, and moreover, it can be ap-
plied to a range of different networks regardless of their specific application 
area [3]. This fact leads to an increased possibility for an adversary to invest 
resources in such attacks. Also, it is a motivation to investigate possible ways 
of clock synchronization protection, which includes adversary detection and 
consequences mitigation. 

Most synchronization algorithms, e.g., the IEEE 1588 standard, are 
vulnerable to delay attacks, as they rely on measuring delays without taking 
adversary attacks into consideration. A possible way to breach clock synchro-
nization was proposed in [4], namely a combination of an ARP poisoning at-
tack followed by a delay attack. To conduct a delay attack, an adversary first 
needs to penetrate the network. A so called man-in-the-middle (MIM) attack is 
one possible way to take control over a communication channel. When per-
forming a MIM attack, the adversary is positioned inside the communication 
channel between benign participants, e.g., through ARP poisoning. An ARP 
poisoning attack takes advantage of the vulnerability in the ARP protocol, 
which is used for translating between IP and MAC addresses. If an adversary 
can convince a benign network participant N1 to connect the adversary MAC 
address to the IP address of another benign node N2, with whom N1 wants to 
communicate, the adversary will get all traffic sent by N1 to N2. When the ad-
versary controls the channel, the next step in order to break clock synchroniza-
tion is to perform a selective delay attack. The combination of these two tech-
niques can be used to breach clock synchronization. 

An intrusion detection system (IDS) entails monitoring a network for 
security purposes. This is not a new approach, and a Network Security Moni-
tor (NSM) system was described already in 1994 [5]. Statistics gathered from 
a network can be used for many functionalities, such as QoS enhancement, 
network adaptation for having higher resilience levels, routing optimization, 
etc. Usually, an adversary penetrating the network changes its behavior in 
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some way. While a passive adversary mainly monitors and analyzes incoming 
data, the gathered statistics can be used by an active adversary in an upcoming 
intelligent attack. In case of an active adversary, communication with other 
network participants is also common. This means that the adversary will in-
troduce new traffic and/or change the traffic pattern. Therefore, if the Monitor, 
collecting and analyzing the network statistics, can detect a deviation, the ad-
versary presence can be discovered. It is the first step in network protection, 
which should be followed by adversary isolation or neutralization and conse-
quences mitigation. 

The main contribution of the paper is a detailed problem formulation of 
clock synchronization vulnerabilities along with evaluation of possible tech-
niques to mitigate consequences of clock synchronization breaking. The inves-
tigation of the possibility to detect a malicious adversary targeting clock syn-
chronization breaching in industrial networks using IEEE 1588 for clock syn-
chronization was also conducted. The range of possible attacks is narrowed 
down to a delay attack performed after a successfully conducted MIM attack. 
Two scenarios for conducting a MIM attack via ARP poisoning with single 
and multiple network penetrations are considered. Such choice of scenarios 
allows to conduct a discussion about the difference in detection and the fol-
lowing adversary localization once they are formally evaluated in AVISPA 
[6]. ARP poisoning attack is a well known one, but we decided to conduct its 
formal evaluation, as such approach allows evaluate possible mitigation tech-
niques in future in the same way and compare possible solutions.  Further, two 
different ways of performing a delay attack are simulated in OMNeT++ [7] in 
order to see how these ways can affect traffic characteristics. The results are 
also discussed from two points of view: the adversary and the Monitor. Our 
results show that the likelihood of adversary detection depends on many fac-
tors, such as the prior knowledge of the network available to the adversary, the 
knowledge of the network history available to the Monitor, and, the ability of 
the network to switch to Relaxed Mode, i.e., allowing additional clock drifts. 
Environmental conditions are also considered as an additional factor for clock 
synchronization disturbance and a technique using these conditions for adver-
sary detection is proposed. Finally, another technique that can detect the pres-
ence of an adversary, namely delay bounding, is discussed and evaluated

The remainder of the paper is organized as follows. Sections 10.2 pre-
sents related works and Section 10.3 introduces some background information 
regarding clock synchronization, in particular the IEEE 1588 standard, and 
IDS. Next, the system model including models of the adversary and the Moni-
tor are described in Section 10.4. In Section 10.5, the MIM attack is investi-
gated along with the possible consequences of a delay attack for clock syn-
chronization, whereas Section 10.6 describes the proposed solution for attack 
detection and countermeasures discussion. Results of the attack evaluation and 
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monitoring simulations are presented in Section 10.7. Finally Section 10.8 
concludes the paper. 

 

10.2. Related	Works	
 

The initial version of the IEEE 1588 standard does not have any security ser-
vices. Based on this the authors of [8] show the effects of a delay attack on the 
IEEE 1588 Precision Time Protocol (PTP). Our work can be considered as an 
extension of mentioned above paper, as we propose the way of conducting de-
lay attack and widen possible mitigation techniques. In release 2008, Annex K 
was added to the standard to provide a set of security solutions [9]. However, 
the amendment provides only a very limited set of services. Annex K provides 
guidelines for message integrity protection and group source authentication. 
These security solutions do not help against a delay attack, as in this case the 
adversary does not need to change the messages or create new ones - it simply 
delays them. Mizrahi applied game theoretical approach to analyze the delay 
attack influence on clock synchronization [10]. As a result, the author pro-
posed to use a multiple-path approach to prevent and mitigate delay attacks. 
However, this approach is not compatible with IEEE 1588. 

In [11], network monitoring has been used in the context of synchro-
nized networks. The concept of a Configuration Agent is introduced: an au-
tonomous entity that learns the characteristics of the network through continu-
ous monitoring, with the goal of facilitating the configuration and re-
configuration of time-triggered networks. The Configuration Agent is com-
posed of four elements: Monitor, Extractor, Scheduler and Reconfigurator. 
The duple formed by the Monitor and the Extractor gathers data from the net-
work and distills relevant information from it. In [12], that information is sent 
to the Scheduler so it can produce a new schedule for the network, with which 
the network is re-configured. For this paper, we propose to use a generalized 
view of the same concept, so we replace the Scheduler with a Diagnoser, 
which after the learning phase performed by the Monitor and the Extractor, 
will use the distilled information to decide what actions to take. Finally the 
Reconfigurator carries out those actions. An example of a network security 
Monitor running on Ethernet and applied for LANs is presented in [13]. The 
authors proposed an hierarchical model of data analysis that allows separation 
of network activities into host-to-host, services, and connections groups. In 
[14], traffic patterns are proposed to be used for detection of periodic commu-
nication of Botnets, subnetworks consisting of infected devices remotely ob-
served by the adversary. These two examples are from different areas and are 
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separated significantly in time, demonstrating that security and monitoring can 
complement each other in an efficient way. 

As mentioned above, applying network monitoring techniques to secu-
rity issues leads to the development of an IDS. There are two main types of 
IDS depending on the logic of detection [15]. The first one is a signature-
based network IDS. In this approach, there is a set of known attacks together 
with their corresponding patterns. The IDS is monitoring the system and raises 
an alarm, when there is a system pattern matching the one from the set. This 
approach has an obvious limitation, if there is an attack that was not consid-
ered at the development phase, it will not be detected. The second group is 
called heuristic or anomaly-based IDS. With this approach, the system instead 
knows some standard ways of behavior of the network and search for any 
anomaly, anything that does not match the standard pattern. The advantage of 
this method is the possibility to detect a previously unknown attack. On the 
other hand, if the intruder knows the specific network patterns, the adversary 
actions can be masked and indistinguishable from the normal network behav-
ior. The patterns of communication in conjunction with clock synchronization 
algorithms, which are in the main scope of this paper, are well known. There-
fore, in our case we are targeting a hybrid technique, i.e., combining a heuris-
tic and a signature-based method. In this case, the Monitor can be more flexi-
ble and have a higher probability of an attack detection. 

When evaluating a new solution or mitigation technique, it is essential 
to have some benchmarks and evaluation criteria. In [16], the authors propose 
a metric-based approach for IDS evaluation. Logical, architectural and per-
formance metrics were presented as the main groups of criteria. Logical met-
rics imply such characteristics as cost, maintainability and manageability. Ad-
justable sensitivity, data pool scalability, data storage, and similar, can be con-
sidered as architectural metrics. Finally, error reporting and recovery, induced 
traffic latency, operational performance impact, and observed false positive 
and negative ratios, represent performance metrics. The scope of Monitor 
evaluation used in this paper is to show the impact of the Monitor on the net-
work and the efficiency in attack detection. 

 

10.3. Background	
 

A. Clock Synchronization 
In order to be able to cooperate, nodes of industrial networks have to share the 
notion of time, i.e., be synchronized. In the ideal case, every node has perfect 
clock and simply follows the schedule based on its time. In reality, each clock 
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has a natural drift. This drift can be different, mostly depending on the cost of 
the clock: usually the more expensive the clock is, the more accurate it is. 
Clock synchronization algorithms are used to assist the nodes with clock cor-
rection. Clock drift is a natural characteristic caused by the underlying physi-
cal oscillators Therefore, it cannot be completely eliminated, only mitigated, 
i.e., periodically compensated for. In industrial applications, often only the 
relative clock differences are important for network correct performance. Con-
sequently, such clocks should be synchronized to each other rather than to an 
external time reference (e.g., such as GPS). 

 

Fig. 10.1 Periodic correction of slave clock time, tS according to 
grandmaster clock time, tGM. 

 
Clock correction is done periodically as is shown in Fig. 10.1. The purpose 

of clock correction is to keep clock time within acceptable boundaries (dashed 
black lines). The ideal case would be that times provided by the grandmaster 
clock and the slave clock are always the same (black line with two dots and a 
dash). But in reality, the slave clock will drift apart from the grandmaster 
clock (solid green line) and therefore, it needs to be periodically corrected. 

 B. IEEE 1588 standard 
Given two clocks, A and B in a network such as they have been synchronized 
in a moment in the past, i.e., tA = tB, in a later moment the time values provid-
ed by these clocks will have drifted apart such as: 

 .  (10.1) 
 
tA − tB =σ
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This drift is caused by the non-ideality of the clocks and environmental 
conditions, e.g., heat affecting the frequency of the oscillators. 

To avoid failures, caused by inability of applications to meet their 
deadlines, clock synchronization protocols are used. Among those, IEEE 1588 
is a standard widely used in industrial applications for providing and maintain-
ing clock synchronization [17]. In the IEEE 1588 standard, one of the nodes is 
chosen as a grandmaster GM, and the rest of the nodes are referred as slaves 
Si. Slaves are synchronized to the grandmaster, such that the differences in 
time values provided by the local clocks in the nodes, as expressed in (10.1) is 
bounded. This is expressed in the synchronization condition: 

   (10.2) 

that should be constantly preserved. Here, σmax is a parameter that should be 
chosen so that the application requirements are satisfied. The minimum value 
of σmax can be calculated as: 

  (10.3) 
where ρi are the clock drifts of the clocks in the network and Rint is the re-
synchronization interval. In Fig. 10.1, it can be seen how IEEE 1588 works by 
periodically adjusting the value of the slave clock. The period of these correc-
tions is the resynchronization interval. The value of the offset used to correct 
the slave clock is calculated applying the protocol depicted in Fig. 10.2 The 
clock synchronization protocol consists of a series of messages being ex-
changed and time-stamped between the grandmaster and the slave in order to 
gain enough information to calculate the offset. This process is repeated peri-
odically every re-synchronization interval Rint. The message exchange is as 
follows: 

1) At t = t1 the grandmaster sends a synchronization message, (sync 
in Fig. 10.2) containing t1 to the slave. 

2) At t = t2 the slave receives the sync message. Now both t1 and t2 
are recorded in the slave. 

3) At t = t3 the slave sends out the delay request message (de-
lay_req in Fig. 10.2). t3 is also recorded in the slave.  

4) At t = t4 the grandmaster receives the delay_req message. 
5) At t > t4 the grandmaster sends the delay response message (de-

lay_resp in Fig. 10.2) containing t4 to the slave. When the slave receives 
the delay_resp message, lastly, t4 is recorded. 

  
tSi

− tGM <σ max

  min(σ max ) = 2max(ρi )Rint
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Fig. 10.2 Clock synchronization protocol. 
 

Finally when all the time-stamps have been collected by the slave, the offset, 
σmeas, can be calculated according to 

  (10.4) 

where dGM→S and dS→GM are the transmission delays of a message going from 
the grandmaster to the slave and from the slave to the grandmaster respective-
ly. Now if we assume that the transmission delay is symmetric, i.e., it is the 
same in both directions, then dGM→S = dS→GM = d0 and the measured offset is: 

 . (10.5) 

Ideally, this value of the measured offset reflects the difference between the 
grandmaster clock and the slave at the moment when the offset is measured 

 . (10.6) 
In the IEEE 1588 standard, the equation for offset calculation is more compli-
cated, as there are parameters compensating the propagation delays. For the 
sake of simplicity they are omitted here, as they do not change the logic of the 
protocol and do not make any significant difference for conducting a delay 
attack. 

GM S

t1

t4

t3

dGM - S t2

dS - GM

sync

delay_req

delay_resp
t5

  

dGM→S +σ meas = t2 − t1,
dS→GM −σ meas = t4 − t3,

  
σ m eas =

1
2

((t2 − t1)− (t4 − t3))

  tS − tGM =σ m eas
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The standard defines three types of clocks, they are transparent, 
boundary, and ordinary, respectively. A transparent clock performs hardware 
time-stamping of synchronization messages and updates the corresponding 
fields in them. A boundary clock has one of its ports in slave mode and gets 
the time from the grandmaster via this port. It does not update synchronization 
messages, but can create new ones with the time-stamps according to the in-
formation provided by the slave port and send it out. An ordinary clock is a 
clock without any specific additional functions.  

In addition, the standard defines two possible operation modes and two 
modes for synchronization messages exchange. The following operational 
modes are possible: end-to-end and peer-to-peer. In the first mode, clocks get 
information about the delays in links from the exchange of synchronization 
messages each time they want to make a correction. In the second mode, this 
exchange of messages is performed for all links regularly and without relation 
to the clock correction events. Each time a clock wants to correct its time, it 
has information about all delays with all neighbors. The end-to-end operation-
al mode is suitable for networks where it cannot be guaranteed that all devices 
in the network support IEEE 1588. The peer-to-peer mode implies that the 
IEEE 1588 standard is supported by all devices in the network. All above 
mentioned synchronization message exchanges can be performed in two or in 
four steps. In the second variant, follow-up messages are used to provide more 
precise time-stamps. 

 

10.4. System	Model	
 

Considering possible ways of attacking the system and analyzing system reac-
tion to the intrusion, it is important to set the limits and assumptions of inves-
tigating scenarios. There are many possible ways of interactions between the 
adversary and the system depending on the assumptions for both. In this paper 
we consider wired networks, where in synchronization is established and 
maintained according to IEEE 1588. Using peer-to-peer mode in the network 
implies that network participants periodically exchange messages to be aware 
of delays in the channels between them and their neighbors. The networks 
consist of routers capable of messages time-stamping and nodes, particularly 
grandmasters and slaves. Routers and nodes have the transparent type of 
clocks, this means that they perform hardware time-stamping of synchroniza-
tion messages upon arriving and transmitting, via update of the correction 
field in the follow-up messages. 
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Fig. 10.3 The Network topology used for the simulations. 
 

Fig. 10.3 shows the sample topology. The network consists of a 
grandmaster, a slave, and a set of routers. There are two communication chan-
nels between the grandmaster and the slave, namely downlink and uplink. 

A. Adversary model and goal 
To perform an attack analysis, the adversary model should be specified first. 
We assume that the adversary has access to and initial knowledge about the 
network. The adversary knows which node or communication link it is going 
to attack. The adversary targets clock synchronization breaking, therefore, it 
attacks a link which is involved in the synchronization protocol. Except the 
assumptions mentioned above, adversary choices can be random or based on 
an analysis of network conducted in advance. We consider a case when the 
adversary attacks only communication channels, links. In this case, the adver-
sary is capable of receiving, transmitting and delaying messages. At this point, 
the capability of learning (i.e., possibility to analyze the reaction of the oppo-
nent and connect consequences with causes) and behavioral adaptation is not 
considered. The main adversary goal is system disruption, i.e., the adversary 
intends to cause system error and propagate it as much as possible, so that it 
leads to a system failure. Also, the adversary targets to prolong its influence 
and stay undetected. We assume that the behavior is rational in pursuing the 
abovementioned goals. 
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Fig. 10.4 Scenario A for the network, ADA - an adversary. 

 

Fig. 10.5 Scenario B for the network, ADB - an adversary. 
 

We investigate the case when the adversary uses an ARP poisoning at-
tack to penetrate the network and take control over communications in the tar-
geted channel, i.e., the adversary conducts a man-in-the-middle attack. The 
next phase for the adversary is to perform a selective delay attack targeting 
synchronization. As it was specified in the adversary description, the objective 
of the attack is a link. In this paper we consider two scenarios as is shown in 
Fig. 10.4Fig. 10.5. Scenario A is a case when one link is under attack. In this 
case the adversary controls the communication between a router R2 and a slave 
S. The second considered case, scenario B, is a consecutive attack on two 
links. This case is represented by ADB in Fig. 10.5, the adversary controls 
communication channels between the router RD and the router R2 and between 
the router R2 and the slave S. These two links under attack are the parts of one 
logical channel between the grandmaster GM and the slave S. This scenario 
implies that the adversary can interfere with the targeted message in different 
parts of its propagation path (RD → R2 or R2 → S). This difference is important 
for the choice of mitigation techniques. Even though for the slave the results 
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will look exactly the same, during delays analysis it can be more difficult to 
distinguish the adversary from natural network disturbances. Furthermore, af-
ter the adversary detection, it can be more difficult to locate the adversary. Al-
so, such a scenario can be a basis for future modeling of a compromised rout-
er. It can be achieved if the possibility to change the contents of the messages 
is added to the adversary skills set, as then the adversary an actually replace 
the router from a functional point of view. 

B. Configuration Agent Model 
The four elements that compose the Configuration Agent that we propose to 
introduce in the network to detect possible attacks can be seen in Fig. 10.6. 
First, the Monitor gathers traffic measurements. Next, the Extractor transforms 
these traffic measurements in relevant traffic parameters. Furtherafter, by ana-
lyzing the traffic parameters, the Diagnoser is able to detect if there are anom-
alies in the traffic patterns and it determines which are the correct actions to 
take. Finally, the Reconfigurator changes the configuration of the network to 
introduce the changes proposed by the Diagnoser. 

 

Fig. 10.6 Configuration Agent overview. 
 

In this paper, we assume that all the functionalities of the Configuration 
Agent take place locally in every slave in the network. This means that the on-
ly information that the Configuration Agent has is the one gathered by the 
Monitor in a given slave. This approach presents both limitations and ad-
vantages. On the one hand it guarantees that the detection and mitigation pro-
cess is not affected by the same attack that we are trying to detect. On the oth-
er hand, having a global view of the network, that allows us to combine the 
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information gathered in every slave, can certainly help with the detection of 
the attack. That scenario will be explored in future works. 

 

10.5. Vulnerability	Analysis	
 

A. ARP poisoning as a method of performing a MIM attack 
ARP is a network layer protocol used to define the correlation between MAC 
and IP addresses for the network participants. When a node N1 wants to send a 
message to a node N2, N1 knows the IP address of N2, but to send the message 
it also needs to know the related MAC address. N1 first checks its table of IP 
and associated MAC addresses. If it cannot find the MAC address of N2 in the 
table, it sends out a broadcast message requesting the node that has the IP ad-
dress of N2 to reply and send back its related MAC address. This communica-
tion is completely unprotected and hence vulnerable. Whenever any node re-
ceives an ARP reply, it overwrites its table even if it has not sent the request. 
A MIM attack is an attack when an adversary controls the communication 
channel between two parties. The parties believe that they communicate with 
each other directly, but in reality all data exchange is going through the adver-
sary, who possibly can influence the data. An ARP poisoning attack is an at-
tack using the ARP algorithm vulnerability to perform a MIM attack. A mali-
cious adversary can send an ARP response to N1 pretending to be N2, and one 
to N2 pretending to be N1. As a result, communication between N1 and N2 will 
go through the adversary. Even though this is a well known attack, it still re-
mains valid and possible, and is used for network penetrations [18]. 

B. Possible targets of the attack 
ARP poisoning re-directs traffic and allows the adversary to control commu-
nications between specific sets of MAC addresses. Depending on the adver-
sary goal and the specific application, there are two possible targets of such an 
attack. Either the adversary can target a concrete communication link, hereaf-
ter referred to as scenario A, or it can target a specific device in the network, 
implying that more than one link needs to be compromised, termed scenario B. 
In case of scenario A, the adversary controls the communication between the 
two devices on each side of the link. The adversary can influence both devices 
in a harmful way if its presence is undetected. Alternatively, a specific device 
in the network can be chosen as a target. Scenario B highlights how an adver-
sary can gain additional advantages, e.g., making its localization more compli-
cated. If the adversary can perform several simultaneous MIM attacks such 
that it is able to control all incoming and outgoing traffic for one specific de-
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vice, it simulates the situation of a compromised device through ARP poison-
ing. Depending on the topology this can have different levels of complexity. 
The most appealing target for the adversary is most likely a grandmaster 
clock, as through this clock it can influence all slave clocks connected to it. 
According to the adversary model, if a clock is compromised, the adversary is 
capable of creating new synchronization messages, as well as delaying or ac-
celerating messages it forwards. The latter can be achieved by changing the 
schedule of the clock. In this paper it is assumed that the adversary only per-
forms attacks targeting links, i.e., scenario A. 

C. Consequences of the delay attack 
In the two scenarios A and B described above, once the first stage of the attack 
has been performed, i.e., the link has been compromised, the attacker performs 
the same action in both cases: it introduces a delay in the synchronization 
messages. In this section, an analysis of the consequences of introducing de-
lays on the time synchronization in the network is shown. 

If we use the value of the offset as obtained in (10.5) to correct the 
slave clock we have: 

 . (10.7) 

Using (10.7) in (10.6) we obtain , making it the best possible 
value for the offset.  This is the value that we would obtain in a attack free sit-
uation, therefore henceforth it will be referred as σaf 

 . (10.8) 

The value of the offset obtained above, assumes that the transmission delay is 
symmetric. However, the adversary in the attack that we are considering (Fig. 
10.7) introduces an asymmetric delay, dadv that affects the synchronization 
messages in the following way: 

  (10.9) 

Now the time-stamps collected by the slave through the synchronization pro-
tocol described in Section 10.3-B are: 

  (10.10) 

  tS
old → tS

new +σ m eas

  tS
new − tGM = 0

  
σ af =

1
2

((t2 − t1)− (t4 − t3))

  

dGM→S = d0 + dadv

dS→GM = d0.

  

′t1 = t1
′t2 = t2 + dadv

′t3 = t3 + dadv

′t4 = t4 + dadv .
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Substituting (10.10) to (10.5) and using (10.8), we obtain the value of the 
measured offset when there is a delay introduced by the adversary according 
to: 

 

Fig. 10.7 Clock synchronization protocol under attack. 
 

 . (10.11) 

If the adversary delays the delay request message instead of the synchroniza-
tion message, only the sign of dadv in (10.11) will change. The choice of mes-
sage to delay does not affect the following reasoning. If σmeas is used to correct 
the slave clock, then  and because initially tS - tGM = σaf, the 
difference between the slave clock and the grandmaster is now: 

 . (10.12) 

Taking into account that this is the value just after the correction, from where 
the slave clock will start drifting again and thus for the next re-
synchronization interval it will be: 

 . (10.13) 

The worst case would be if |σmeas|=σmax, combining this result with the syn-
chronization condition (10.2), we can conclude that an attack that introduces 
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an asymmetric delay, no matter how small, can break the synchronization. 
However, this holds true only as long as the chosen σmax for the network is ac-
tually the minimum value possible as expressed in (10.3). In order to make the 
network more resilient to possible attacks, we can relax this assumption and a 
longer value can be chosen. Thus, let σrel be the maximum allowed offset, the 
synchronization condition would be: 

 . (10.14) 

Then we obtain a relation between dadv, σmax and σrel that states that in order to 
break the time synchronization, an attacker has to introduce a delay twice as 
long as the difference between σrel and σmax or, stated differently, a network 
can tolerate attacks that introduce a delay twice as long as the difference be-
tween σrel and σmax before the time synchronization is broken, thus 

 . (10.15) 

According to the defined adversary model, the adversary strives to keep the 
network penetration unnoticeable. Furthermore, in some cases, the adversary 
can succeed in keeping the slave ignorant of the synchronization breaking 
whenever protection techniques are lacking. The best scenario for the adver-
sary is to break the clock synchronization, while letting the slave think that it 
still is in a synchronized state. If as a result of the attack, the slave still thinks 
that (10.14) holds for him, but in reality the offset between the grand master 
and the slave is bigger than σrel, the adversary has succeeded. The advantage, 
from the adversary point of view, of such an outcome is that the system re-
mains oblivious of its failure. This means that the system will not apply any 
countermeasures to mitigate the consequences and consequently will not be 
able to return to a safe state. 

 

10.6. Potential	Solutions	and	Mit-
igation	Techniques	

 

In this paper we propose the use of a Configuration Agent to detect network 
penetration via a MIM attack as described above. The idea is that the Configu-
ration Agent will be able to detect the traffic anomalies associated with the 
attack, and use these to diagnose what is happening. 

In addition, we have identified some mitigation techniques that can be 
used alone or in conjunction with the Configuration Agent to strengthen the 

 
tSi
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IEEE 1588 against delay attacks. These mitigation techniques are not enough 
by themselves to prevent, protect against or detect an attack, but they can be 
used to put some boundaries to the damage caused by the attack, thus increas-
ing the resilience of the system. 

A. Attack detection 
The synchronization messages are sent from the grandmaster with a period 
equal to the re-synchronization interval, Rint and the use of transparent clocks 
eliminates any possible interference of the rest of the traffic in the network. 
This means that any variation in Rint of the synchronization messages as per-
ceived in the slave could be a hint of something happening in the network. 

To detect these anomalies, a Monitor should be placed in the slaves. 
There the Monitor will be tracking the arrival times of synchronization mes-
sages to the slave. The interarrival time between two consecutive messages is: 

 . (10.16) 
Although, the synchronization messages are sent periodically, some variations 
of the interarrival time should be expected. Nevertheless, an abrupt and sud-
den change in the interarrival time could be an indication of an attack happen-
ing. 

Of course, other subtler, smarter attacks are likely not to be detected 
just by inspection of the interarrival times. For those, we should use some pre-
vious knowledge of the network. Here, we will assume that the Configuration 
Agent has been active in the network for some time before the attack starts 
and thus we have a history of the arrival times of synchronization messages to 
the slave. With a set of n values we calculate the average of the interarrival 
time, that would be the re-synchronization interval, Rint, as perceived by the 
slave: 

 . (10.17) 

The main difference between using the interarrival times or the re-
synchronization interval as a parameter to detect an attack is that the first is an 
instantaneous measure that shows right away if something is happening but a 
smarter attack can go undetected. On the other hand, using the re-
synchronization interval it is possible to spot more subtle attacks but some da-
ta need to be accumulated before a trend arises. 

B. Mitigation techniques 
1) Bounding the breach: Recall that the IEEE 1588 clock synchronization pro-
tocol is based on the exchange of messages between the grandmaster and the 
slaves. Concretely, in Fig. 10.2 it can be seen how the message sync is sent at 
t1 from the grandmaster to the slave and, as a response, the message de-
lay_req is sent from the slave at t3, arriving to the grandmaster at t4. Simi-

  Δti = ti+1 − ti

  
Rint =

(ti+1 − ti )i=1
n−1∑

n−1
=

tn − t1
n−1
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larly, the slave is waiting the response from the grandmaster, the de-
lay_resp message that arrives at t5. These two request-response relations 
can be used to prevent that delay attacks take the clock in the slave irreversible 
away from the grandmaster clock. To do so, we define tret for the grandmaster 
and the slaves as the timespan between sending the message and receiving the 
corresponding response message: 

  (10.18) 

The minimum value for these is the transmission time of the message in the 
best case, i.e., when it does not suffer any intervention in terms of delay at-
tacks, queuing delays or MAC layer contention. Thus, let n be the number of 
hops that the message goes through, then the value of tret can be calculated as 

 . (10.19) 

To calculate the maximum tret, contention and execution times in the nodes 
must be taken into account. For the contention we assume that the message 
can be delayed by at most one message of maximum length in each hop. For 
the execution time we assume the worst case execution time (tWCET): 

  (10.20) 

In a small network as the one depicted in Fig. 10.3 with just four hops 
between the grandmaster and the slave and keeping aside the execution time, 
the range of tret is (8, 104) µs (assuming synchronization protocol messages of 
126 bytes, a dataRate of 100 Mbps and for the contention using the maximum 
length for an Ethernet message, 1522 bytes). This means that any value that 
exceeds that range can imply that the network is under attack. Note however, 
that with this method only the delay attacks that introduce a delay longer than 
max(tret) are detected each time. An attack that introduces a delay of, e.g., 
50 µs will not be detected in a situation of low contention even though it is 
clear from Section 10.7-B that this is a delay large enough to break synchroni-
zation. Hence, this method can not be used alone as a detection mechanism, 
but only as a mitigation technique to prevent the attack from causing excessive 
clock drifts. 

2) Relaxed Mode: One of the possible network reactions to the detec-
tion of an attack is to switch to a relaxed synchronization condition mode. 
This means that σmax in (10.2) is increased. This relaxed mode leads to degra-
dation of the network service quality, but may enable fast network recovery. 
Obviously, the applicability of such an approach depends on the criticality 
level of the application and the estimated time needed for recovery. It should 
be mentioned that the ability of the system to switch to the relaxed synchroni-

  

tret
GM = t4 − t1,

tret
S = t5 − t3.

  
min(tret ) =

messageLength
dataRate

× 2n

  
max(tret ) = min(tret )+

messageLength
dataRate

× 2n+ tWCET
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zation condition mode should be considered already during the system devel-
opment phase. 

3) Using environmental conditions: IEEE 1588 targets industrial appli-
cations that implies coping with related environmental conditions (e.g., tem-
perature, humidity). These conditions can influence hardware and particularly 
the clock crystals. To investigate possible consequences for clock synchroni-
zation, the message exchange between a grand master GM and a slave S 
through a set of routers R1, ... , Rn is considered, Fig. 10.8. At each message 
exchange chain, an error δ, that is caused by hardware time-stamping inaccu-
racy, is also considered. 

For simplicity first we consider a synchronization message exchange 
without intermediate nodes, routes, as it depicted in Fig. 10.7. In this case, in 
order to take into account additional deviations caused by environmental fluc-
tuations, the following substitutions are required: 

  (10.21) 

Then by using (5) we can see that the resulting value of the new offset 
 can be obtained as: 

 . (10.22) 
The values constituting the error δi can be grouped according to which node 
they are produced. Actually, errors made by the same node are similar if we 
consider events occurring close in time, implying that the events of sending 
the sync and the delay_req messages are likely to be subject to the same 
environmental delay, and conversely, the event of the receiving the sync and 
the delay requests messages are likely subject to the same delay, according to 

  (10.23) 

  

′′t1 = t1 +δ1

′′t2 = t2 +δ 2

′′t3 = t3 +δ 3

′′t4 = t4 +δ 4.

 σ meas−envir

  
σ meas−envir =σ af + (δ 2 −δ1 +δ 3 −δ 4 ) / 2

  

δGM = (δ1 +δ 4 ) / 2,
δ S = (δ 2 +δ 3) / 2.
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Fig. 10.8 Synchronization protocol considering additional clock drifts intro-

duced by environmental conditions. 
 

This yields: 
 . (10.24) 

If we add intermediate nodes, routers to the chain of synchronization messages 
exchange, their corresponding errors will be included in equation (10.24) 
twice (once per link they are connected to) but with difference signs. Each in-
termediate node is an end of the first related link and a beginning of the se-
cond related link, i.e., as we consider the difference of these errors for each 
link, they will have different signs in the final expression. Strictly speaking, 
when we subtract the two errors associated with the same node, the result is 
not exactly zero, but it is negligibly small. Therefore, when considering the 
errors caused by environmental conditions only the grandmaster and the slave 
errors are significant even if intermediate routes are included in the path.  This 
leads to the conclusion that the most significant influence from the environ-
ment occurs when the grand master and the slave are separated far enough, 
such that they can have different environmental conditions. 

This knowledge can also be used for detecting abnormal delays in the 
communication that cannot be explained by the environmental conditions 
alone. If nodes have sensors collecting data about main factors influencing 
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clocks crystals, it is viable to calculate possible clock offset between nodes 
caused by different environmental conditions. If the observed shift is bigger 
than what can be expected by environmental conditions, this can indicate the 
presence of an adversary. Having a clock offset bigger than what was estimat-
ed can trigger additional checking of, e.g., the links for asymmetry delay de-
tection. Under the assumption of having 5 µs offset with 50 ppm drift, envi-
ronmental conditions can add 10 ppm to the drift and result in 6 µs offset [19]. 
This number shows that if the clocks are without temperature compensation, 
they can affect clock synchronization quite significantly. 

C. Countermeasures discussion 
When an attack is detected, while the system is in the Relaxed Mode, it should 
first, try to mitigate existing consequences, i.e., the synchronization breaching 
and, second, try to prevent the propagation of further consequences. To com-
plete the first goal, related network participants should be informed that there 
are compromised links. Once the attack is detected, the Monitor could simply 
indicate between which grandmaster and which slave that there is a breach. 
The Monitor typically knows the path on which this breach occurred, but it is 
not known where exactly the adversary is. In the worst case, the whole path 
from the considered grandmaster to the slave should be eliminated from the 
clock drift calculations. In Scenario A, the adversary localization can be made 
by checking, one by one, all the links in the path under the assumption that 
there is a technique for checking the suspicious link without letting the adver-
sary know about the check. It can be forged synchronization messages, where 
delaying would directly reveal the presence of the adversary. It is a challenge, 
as there are many parameters to consider and assumptions to validate. In Sce-
nario B, additional measures should be applied for the adversary localization. 
In this case, the adversary can act on different links in different order. The 
possibility of this scenario is as high as the first one, as the adversary does not 
need any additional techniques for switching from Scenario A to Scenario B. 
Such switching will bring only benefits to the adversary, as it increases the 
chances for a successful attack and a longer undiscovered period which in turn 
means more serious consequences for the network. 

 

10.7. Results	
 

A. Attack evaluation 
In this subsection, an evaluation of the attack targeting clock synchronization 
is presented. The attack consists of two phases. The first phase is a MIM at-
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tack via ARP poisoning and the second phase is a delay attack. The first phase 
is evaluated by formal specification of the conducted attack, and the second 
phase is evaluated by means of logical reasoning in the subsection 10.4-C. 
ARP poisoning is not a newly discovered type of the attack and the evaluation 
made in this paper is an extension of [4], which only considered Scenario A. 
We conduct a formal evaluation of this attack keeping in mind future work 
where we need a tool for investigating and comparison mitigation and preven-
tion techniques. 

For the formal attack description and evaluation, the Automated Vali-
dation of Internet Security Protocols and Applications (AVISPA) tool was 
used. This tool is used for protocols analysis from a security point of view. It 
has several possible techniques for evaluation of security properties of the 
considered protocol, they are the On-the-fly Model Checker (OFMC), the 
Constraint-Logic-based Attack Searcher (CLAtSe), the SAT-based Model 
Checker (SATMC) and the Tree Automata based on Automatic Approxima-
tions for the Analysis of Security Protocols (TA4SP). 

The OFMC [20] mode was used in the evaluations, as it allows to in-
clude an adversary in the list of network participants and by specifying the 
goal in the correct way, to check the knowledge of all participants in the end 
of the message exchange. 

AVISPA uses High-Level Protocol Specification language (HLPSL) to 
interact with a user, and there is also a possibility to use the Security Protocol 
Animator (SPAN) [21] tool to simplify this interaction. Working with SPAN, 
the user needs to specify several categories of protocol components: identifi-
ers, messages, knowledge and goals. Below, the formalization of Scenario B is 
considered. Formal analysis of both scenarios was performed, but as Scenario 
B can be represented as an extended Scenario A, only the evaluation of Sce-
nario B is described here. 

Identifiers. Two types of identifiers were used, they are users and num-
bers (see Table 10.1). In Scenario B (Fig. 10.5) there are 4 users: RD, R2 and S 
are benign network participants and ADB is an adversary. IP and MAC ad-
dresses of these four users are represented as numbers.   

Messages. ARP requests and responses are specified through messages. 
Intruder ADB sends a message (ARP request) to RD, this message contains the 
IP address of RD and any other IP address of a benign networks participant. 
The node R2 answers to S with a message that contains the MAC address of 
R2. After such a manipulation, the adversary obtains the MAC address of R2. 
In a similar manner, ADB obtains the MAC addresses of RD and S, now ADB 
can send messages to all of them. In the next step, ADB sends to RD a message 
(ARP reply) containing the IP addresses of RD and R2, plus the MAC address 
of R2. After this, for RD the IP address of R2 is associated with the MAC ad-
dress of ADB. This procedure needs to be repeated for R2 and S. As a result, R2 
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has both the IP addresses RD and S associated with the MAC address ADB and 
S has the IP address R2 associated with the MAC address ADB. 

Knowledge. Each participant knows its IP and MAC addresses and 
other benign network participants (see Table 10.2).  

Goals. The goal was specified as keeping the MAC address of R2 secret 
from RD and S. If this condition is fulfilled, it means that the attack was per-
formed successfully, as RD and S possess only the MAC address of ADB while 
they think that they communicate with R2. Therefore, if the tool shows that the 
secret holds, this means that the adversary wins.  

Table 10.1 Identifier Declaration 

Type Identifier 
User RD, R2, S, ADB 

Number , , IPS, ,  MACS,  

Table 10.2 Identifier Declaration 

User Knowledge 
RD R2, S, ,  

R2 RD, S, ,  
S RD, R2, IPS, MACS 

ADB RD, R2, S, , , IPS, MACS,  
 

OFMC analysis showed that specified in this way, the protocol is safe 
for the goal of keeping the MAC address of R2 secret. This means that the de-
scribed attack scenario is possible and can be performed. The second step is 
performing the delay attack. After successfully performing the MIM attack, 
RD and R2 communicate through ADB, and R2 and S communicate through 
ADB. This means that ADB can delay selective messages in these two commu-
nication channels. As it was shown in Section 10.4 this can lead to clock syn-
chronization breaking. 

B. Simulations with OMNeT++ 
To evaluate the proposed approach, we have created a network simulation us-
ing OMNeT++ [7] together with the INET framework [22]. For the concrete 
modules needed for the simulation of the clock synchronization protocol, the 
implementation made by Lévesque et al has been used [23]. The goal of these 
simulations is first to demonstrate that the delay attack can indeed break the 
clock synchronization. The simulations will also fulfill the role of the Monitor 

IPRD IPR2 MACRD
MACR2

, MACADB

IPRD MACRD

IPR2 MACR2

IPRD IPR2 MACADB
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as part of the data that we obtain from them is the same data that a real Moni-
tor would gather in a real network. 

Fig. 10.3 shows the topology of the simulated network. The communi-
cation starting in the grand master GM and going to the slave S through the 
downstream router RD. Communication starting in the slave goes to the 
grandmaster through the upstream router RU. The re-synchronization interval 
Rint is set to 100 µs. We assume that the drift rate of the slave clock is 50 ppm 
and, therefore, applying (10.3), σmax = 10 µs. And we chose σrel = 20 µs, thus 
implying that the system has been designed to work properly with this syn-
chronization accuracy.  Without loss of generality, just in order to simplify the 
explanations of the simulations, we assume that the master has a perfect clock, 
i.e., it does not drift. However, the slave is, of course, not aware of this fact. 

We simulate the effects of an attack that breaks the time synchroniza-
tion as shown in Section 10.5-C. For that we use different models for the de-
lay: a constant delay and a linearly increasing delay. Once an adversary pene-
trated the network, it can use different techniques for messages delaying. The 
goal is to investigate different cases going from the simplest one to more com-
plex and try to analize the differences from the detection point of view.  

1) Constant delay, dadv = 50 µs: In Fig. 10.9 the variations of the dif-
ference between the slave clock and the grandmaster clock with time is 
shown. Before the attack the difference was oscillating between 0 and -5 µs, 
as the result of the clock synchronization protocol performance. After the at-
tack, the difference grows and oscillate between 25 µs and 30 µs. Because the-
se values are bigger than σrel, we conclude that this attack breaks the clock 
synchronization. This is the expected result as the value chosen for the delay 
satisfies (15). 

Although Fig. 10.9 is useful to show how the time synchronization is 
broken, it can be obtained just in the context of this simulations and not in a 
real-life situation. To detect the attack we must restrain the information used 
to the one available to the slave.  
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Fig. 10.9 Time deviation between the grand master clock and the slave 
clock. Constant delay, dadv = 50 µs. 

 

 

Fig. 10.10 Interarrival times of sync messages to the slave. Constant 
delay, dadv = 50 µs. 

 
As it was explained in Section 10.4-A, the Monitor in the slave collects 

the arrival times of synchronization messages. Fig. 10.10 shows the interarri-
val times of synchronization messages to the slave as obtained with (10.16). 
Before the attack the interarrival times were constantly equal to the resynchro-
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nization interval. The peek in that figure is the first message affected by the 
delay. However, all the following messages are also affected by the delay, we 
can not see it in the figure because the delay is constant, therefore it only shifts 
the arrival time of the messages, but not the distance between them. 

The value of the peak in Fig. 10.10 (dadv = 50 µs) is longer than the 
maximum possible value (2σmax = 20 µs), therefore, this attack will be easily 
detected just by analyzing the interarrival times. 

After the attack has been detected, some mitigation techniques can be 
applied. For example, if the system has been designed to function in a relaxed 
mode such as σrel > 30 µs then the Configuration Agent can carry out this 
change of mode. Thus, even though the synchronization is deteriorated the 
system still behave in a predictable manner. 

2) Linearly increasing delay: We now simulate a delay that increases 
linearly with every synchronization message that arrives to the router: 

 , (10.25) 
where dadv = 1 µs and n = 1; 2; …  for all messages after the attack starts. 

In Fig. 10.11 it can be seen how the initial delay d(1) = dadv is not big 
enough to break the synchronization, but after enough re-synchronization in-
tervals it does. However, in this case, as compared to the previous one, the at-
tack cannot be detected just by inspecting the interarrival times of synchroni-
zation messages to the slave. This can be seen in Fig. 10.12: the effect of the 
attack on the interarrival times is so small that the slave might as well confuse 
it with a drifting in the grandmaster clock. This attack puts the slave in a state 
in which it is not aware of the fact that it is going out of synchronization when, 
indeed, it is. 

For this case we conclude that other parameters, different than the in-
terarrival times, should be used to be able to detect the attack. If we want to 
keep the detection local to the slave, we can assume that the Monitor has been 
gathering data for some time before the attack happens and use those values to 
obtain statistical parameters. 

 dn = dadvn
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Fig. 10.11 Time deviation between the grand master clock and the slave 
clock. Linearly increasing delay. 

 

 

Fig. 10.12 Interarrival times of sync messages to the slave. Linearly in-
creasing delay. 
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Fig. 10.13 Re-synchronization interval as obtained in the slave. Linear-
ly increasing delay. 

 
For example, we can examine the variations of the calculated value of 

the re-synchronization interval obtained using (10.17). In Fig. 10.13 it is 
shown how this value is consistently increasing. Therefore, in order to detect 
the attack we need to be able to identify this kind of patterns. Because the in-
crease on the value is so small, we could probably not use it a sole criterion to 
detect an attack, but it can be one of a multi-criteria detection method. A fur-
ther study could be done comparing the amount of re-synchronization inter-
vals that the attack will need to break the time synchronization with the num-
ber of resynchronization intervals that the Configuration Agent needs to detect 
the attack. 

Independently of the detection capabilities, here we see again how 
choosing a σrel longer than σmax gives the network some time to react to the 
attack even before the synchronization has been broken. 

We showed the inner difficulty of attack detection only by means of 
local monitoring, especially in the case of a smarter attack that introduces a 
linearly increasing delay. Our proposal is to use mitigation techniques, e.g., 
like the ones presented in Section 10.6-B, to cope with attacks that cannot be 
detected by distributed monitoring in nodes. If we apply the mitigation tech-
nique described in Section 10.6-B.1 to the topology used in the simulations we 
see that in the worst case scenario (i.e., low contention in the network) this 
method is able to detect attacks introducing delays longer than 100 µs. This 
value is way above the minimum delay required to break the synchronization 
and therefore, the technique cannot be used to prevent time synchronization 
breaching. Nevertheless, it has two important benefits in the case of the linear-
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ly increasing delay. First, it actually allows the slave to detect an attack that it 
is not possible to detect with the monitoring approach. And secondly, by in-
cluding the knowledge of this upper limit for the delay in the design, the sys-
tem can be prepared for this scenario, i.e., has an approach for returning into 
safe mode. 

 

10.8. Conclusions	and	Future	
Work	

 
In this paper, possible strategies of breaching clock synchronization together 
with techniques on how to detect it were investigated. First, the possibility of 
conducting the proposed attack breaching clock synchronization was proven 
by evaluation in AVISPA and through logical reasoning. This conclusion 
demonstrates the necessity to provide industrial networks with appropriate 
protection measures. Next a traffic monitoring approach was proposed as a 
mean of detecting the delay attack. Simulation of the Monitor analysis showed 
the possibility to detect the delay attack in the case of imposing constant de-
lay. Simulation results also showed that if the system is designed with a re-
laxed synchronization condition mode, it can help with mitigating the conse-
quences of a delay attack once it has been detected. The localization of the ad-
versary depends on the way of performing the ARP poisoning attack, e.g., in 
the scenario, when an adversary takes over control of several communication 
channels, it is more challenging to define which links are compromised. Fur-
thermore, the results also demonstrated that in the case of linearly increasing 
delay adversary influence can remain undetected. Therefore, more sophisticat-
ed detecting techniques are needed to detect such attacks. Algorithms for 
growing trend detection can then be a possible solution for coping with non-
constant delays. 

Clock synchronization is an essential part of all networks with real-
time requirements. Basically all industrial networks have real-time require-
ments, and thus if there is a way to breach clock synchronization, the method 
will disrupt the network functionality, and is applicable for a range of use cas-
es. IEEE 1588 is typically used to provide clock synchronization, but lacks 
security mechanism. Not even the Annex K, which has been introduced to en-
hance security, is capable of handling delay attacks such as the ones evaluated 
in this paper. However, there is nothing in IEEE 1588 which prevents us from 
using a monitor and thus our proposed solution can be used to enhance the 
standard. 
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There is a high potential for future work in this area. We plan to con-
sider more attack scenarios, which include compromised devices and cases 
with clock acceleration and deceleration. Further, different detection and miti-
gation strategies, such as distributed monitoring to help locating the adversary 
together with algorithms for trend detection are to be considered. Furthermore, 
we want to add learning and adaptation abilities of an adversary and the Moni-
tor to analyze their interactions. 
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Abstract 
 

Industrial applications usually have real-time requirements or high precision 
timing demands. For such applications, clock synchronization is one of the 
main assets that needs to be protected against malicious attacks. To provide 
sufficient accuracy for distributed time-critical applications, appropriate 
techniques for preventing or mitigating delay attacks that breach clock syn-
chronization are needed. In this paper, we apply game theory to investigate 
possible strategies of an adversary, performing attacks targeting clock syn-
chronization on the one hand, and a network monitor, aiming to detect anom-
alies introduced by the adversary on the other. We investigate the intercon-
nection of payoffs for both sides and propose the quarantine mode as a miti-
gation technique. Delay attacks with constant, linearly increasing, and ran-
domly introduced delays are considered, and we show how the adversary 
strategy can be estimated by evaluating the detection coefficient, giving the 
network monitor the possibility to deploy appropriate protection techniques. 
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11.1. Introduction	
 
In industrial applications information usually has its validity time, after which 
it loses its value. This implies that messages shall meet their deadlines, and 
therefore, some kind of schedule must be followed. Consequently, nodes must 
share the same notion of time, i.e., the difference between the clocks within 
two nodes should be within the allowed boundaries, or in other words, the 
nodes should be synchronized [1]. Clock synchronization is therefore one of 
the main assets of any system with real-time requirements [2, 3]. 

Disrupting clock synchronization is thus an appealing target for an ad-
versary as breaching it will affect the whole network. Moreover, in many net-
works, the same algorithms for clock synchronization are used, which means 
that a successful attack can be reused for completely different applications. 
There are several standards for providing and maintaining clock synchroniza-
tion in industrial networks. The IEEE 1588 standard [4] is widely used as it 
allows keeping good precision and eliminate delays caused by processing time 
in intermediate nodes by using transparent clocks. From Annex K 2008 some 
additional security measures has been added [5]. However, these measures are 
not enough, as they cannot prevent the breaching of clock synchronization by 
a selective delay attack [6, 7]. One way to breach clock synchronization was 
proposed in [3], namely, a combination of an Address Resolution Protocol 
(ARP) poisoning attack followed by a consecutive selective delay attack. 

In this paper, game theory is applied to investigate and formalize the 
adversary-network interaction considering clock synchronization protection 
issues. Game theory is a mathematical theory describing possible interactions 
and/or cooperation between rational actors and studies the decision-making 
process along with the corresponding outcomes. In this context, a game is a 
model of such process in which only the desired setting can be investigated so 
that the consideration is limited to a specific set of targeted conditions and re-
quirements [8]. Game theory allows considering interactions of players with 
contradicting interests. This is usually the case in security, as the adversary 
and the network have opposite targets. Some main definitions and types of 
games applicable to network security are presented in [9]. Games can be co-
operative or non-cooperative depending on the targets of the players, static or 
dynamic depending on the number of interaction rounds for the players etc. 
Game theory applied to an Intrusion Detection Systems is presented [10], 
where the authors investigate how this technique can be used for formal deci-
sion making, and theoretically derived a Nash equilibrium, which was used to 
analyze the specified game. In [11], game theory was used to address security 
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in vehicular communications, where the authors target developing an opti-
mized strategy against an adversary in different scenarios. 

In [12] game theory is applied to analyze the influence of a delay at-
tack on the Network Time protocol (NTP), which is used in IEEE 1588. The 
author considers two strategies for a node, it can “pass” or “drop” a synchro-
nization packet. However, the presented game consists of one interaction be-
tween an adversary and a node making decision. In this paper, we consider 
three possible strategies for a network monitor, two of them are logically 
equivalents of “pass” and “drop” respectively, but the third one is called 
quarantine and allows a system to check the link and determine whether it is 
under attack and/or employ mitigation techniques. We also consider multiple 
interaction games that allows us to consider different ways of imposing de-
lays. The author of [12] proposes a multipath data collection procedure as a 
prevention technique against delay attacks. We, in turn, concentrate our atten-
tion on monitoring techniques as a way to secure clock synchronization, alt-
hough multipath data spreading can be also used in the considered industrial 
networks as a way to provide the desired level of reliability and availability. 
In addition, we propose a game theory framework allowing comparison and 
evaluation of different types of attacks targeting clock synchronization, 
namely, constant, linearly increasing and random delays. The main contribu-
tion of the paper is a formal analysis of the interactions between an adver-
sary, attacking clock synchronization and a network monitor, proving net-
work protection. Players, their strategies and payoff functions are considered 
to define the game. Furthermore, networks states are considered along with a 
set of rules for switching between them as a reaction to adversary actions. 
Quarantine Mode is proposed as one of the system states allowing additional 
techniques for adversary detection. Finally, the detection coefficient is intro-
duced as a metric for adversary exposure in the network. This metric is used 
to reason about the efficiency of different types of attacks and predict the ad-
versary behavior.  

The reminder of the paper is organized as follows. Section 11.2 intro-
duces our system model and explains the idea of Quarantine mode. Next, the 
game is formulated in Section 11.3, whereas Section 11.4 presents the analysis 
of an adversary influence in the network. The game analysis and a comparison 
of attacks via detection coefficients are presented in Section 11.5. Finally, 
Section 11.6 concludes the paper. 
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11.2. System	Model	
 

In order to formalize the interaction between an adversary and the monitor, the 
considered system model along with the participants of the game should be 
set. 

A. Network Model 
We assume that IEEE 1588 is used in the network for establishing and main-
taining clock synchronization. This means that clock synchronization is 
achieved through message exchange between a grandmaster and a slave. First, 
the grandmaster sends out a time stamped sync message, and when the slave 
receives the message, it also timestamps it to determine the arrival time and 
sends out a delay_req message containing the two previous timestamps 
plus a new one to indicate the transmission time. Finally, when the grandmas-
ter receives the message, it timestamps it to determine its arrival and sends out 
a delay_resp message. In the end of such an exchange, both the grandmas-
ter and the slave have time stamps of the sync and delay_req messages at 
the moments of transmitting and receiving. Knowing these four values and 
assuming absence of asymmetrical delays, the offset between the two clocks 
can be calculated.  

We use a distribution analysis of the measured offset, σmeas. The offset 
is measured by a slave according to IEEE 1588 and the monitor in each slave 
is saving the measured offset in every re-synchronization interval and calcu-
late statistics based on it [13]. In this paper, we consider only two basic statis-
tic parameters, namely mean and standard deviation. We assign thresholds for 
each of them, which we refer to as indicators. We say that an indicator is posi-
tive when it is above the allowed threshold and that it is negative otherwise. 
According to our assumption, the resulting offset measured by a slave consists 
of three components: offsets related to the clock drifts, related to a natural de-
lay in the communication channel and, finally, related to the adversary. Off-
sets related to the clocks drift is always present therefore, without loss of gen-
erality, it can be excluded from the consideration. The clock drifts do not af-
fect the overall reasoning and calculations, but changes only the threshold set 
for making a decision about switching to a different system mode. The con-
sidered network is heterogeneous, implying that is contains a mixture of wires 
and wired communication links, such that the route between a grandmaster 
and a slave can consist of both types of links. In wireless channels without 
fading, the variations in propagation delay were found to have an exponential 
distribution [14]. Hence, we model offsets related to nature with an exponen-
tial distribution, since wires point-to-point links likely experience smaller de-
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lay variations compared to line-of-sight-wireless links, and thus the worse-
case scenario is considered. 

B. Adversary Model 
We assume that the adversary is using a combination of an ARP poisoning 
attack and a selective delay attack to break clock synchronization [3]. To be 
able to breach synchronization, the adversary does not need to forge or modify 
the synchronization messages, only to delay it. This is a reason why encryp-
tion cannot help against this type of attack, as the timestamps already incorpo-
rated in the message do not need to be modified. 

C. Introducing Quarantine Mode 
The idea of introducing Quarantine Mode is to be able to react to an attack be-
fore it breaches clock synchronization. If there is an indicator of any abnormal 
behavior, the system puts the suspicious link/route into quarantine or switches 
it to Quarantine Mode. In this mode, the link is still used, but the system sim-
ultaneously tries to find out whether the abnormal behavior was an error or a 
consequence of a malicious interference with the network. This can be 
achieved by e.g., using additional techniques to provoke the adversary in such 
a way that it reveals itself or/and by further monitoring the network/link char-
acteristics. In the paper, we consider the second option, leaving the first one 
for future work. Therefore, in Quarantine Mode besides the two initials indica-
tors, others can also be considered, e.g. like monitoring the maximum return 
time for the messages or checking the current environmental conditions [13]. 
The benefits of this mode includes the possibility to check what is going on 
with the link and try to mitigate any problems smoothly, while still continuing 
to do the best possible for clock synchronization. 

In our previous work, the term Relaxed Mode was introduced [13]. Re-
laxed Mode implies a degraded quality of synchronization, but also gives the 
system the opportunity to recover to a safe state. Quarantine can be considered 
as an extension of the previously introduced Relaxed mode. Quarantine not 
only gives system an opportunity to recover if it is under attack, but also gives 
the opportunity to make a decision about whether there is an adversary in the 
network or not. Relaxed mode was introduced by using relaxed boundaries for 
the offset between nodes, and we introduced trust coefficient that can be con-
sidered as equivalents of relaxed boundaries for clock offsets.  

Also it should be mentioned that the system can switch from normal 
working state to the state where the attack has been detected without entering 
Quarantine Mode, if the symptoms or indicators of being under attack have 
significant values or significantly many are positive simultaneously.  
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11.3. Proposed	Game	Model	
 

The main components of a game are actors, their strategies and the payoffs 
functions. We complete this set with probabilistic functions for the game strat-
egies, as this allows us to bind all components together and to analyze the pos-
sible adversary behavior and consequences for the network. 

A. Actors 
We consider three actors in this game. The first one is the adversary, which 
targets to breach clock synchronization and, in the best case, stays undetected. 
The second one is the network monitor in the node that wants to stay synchro-
nized with the grandmaster. Note that we consider local detection only in this 
paper. Third player is the nature or the environment or the channel. It does not 
have strategies, but it has a probabilistic distribution of the delays in channel. 
These delays can affect clock synchronization or/and mask adversary actions.  

B. Strategies 
By strategy, we understand the set of possible delays that can be introduced by 
the players. The game strategy space can be presented as: 

   S = Snat × Sadv × Smon  (11.1) 

where × is Cartesian product, and Snat, Sadv and Smon are nature, an adversary 
and the monitor strategies respectively. 

For an adversary, it is reasonable to impose a delay only in one direc-
tion in order to make the delay asymmetrical, since IEEE 1588 can be breach 
only by an asymmetrical delay [3]. Nature imposes delays in both directions, 
however for simplicity we consider also this delay as asymmetric since this is 
the most troublesome type of delay. Nature only has one strategy: 

  Snat = dnat dnat > 0{ } , (11.2) 

where dnat is a delay caused by the nature. 
We consider four different strategies for the adversary; no attack, in-

troducing a constant delay, a linearly increasing delay or a random delay. 
Therefore, the space of the adversary strategies can be presented as  

 Sadv = Sadv
NA , Sadv

CD , Sadv
ID , Sadv

RD{ }  
. (11.3) 

The corresponding strategies are defined as: 
• No Attack (NA), the related strategy is a set of possible delays, which 

consist of only one element  – 0. 
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  Sadv
NA = 0 . (11.4) 

• Constant Delay (CD)  

  Sadv
CD = dadv dmin ≤ dadv ≤ dmax{ } , (11.5) 

where Sadv
CD  is the strategy of imposing a constant delay, dmin and dmax 

are minimum respectively maximum values for the delay imposed by 
the adversary, dadv. 

• Linearly Increasing Delay (ID) 

   Sadv
ID = i ⋅ d

adv
0 < dadv < dmax{ } , (11.6) 

where i is the number of the synchronization interval, i.e., an iteration 
for the adversary. 

• Random Delay (RD) 

 Sadv
RD = (dadv, i , 0) 0 < dadv, i < dmax{ } , (11.7) 

where dadv, i is a random delay imposed by the adversary at the ith itera-
tion. 
For the monitor, three strategies are proposed, link/route is in quaran-

tine, attack not detected, attack was detected, and thus the space of the monitor 
strategies can be presented as  

  Smon = Smon
AND , Smon

Q , Smon
AD{ }  . (11.8) 

• Link/Route is in Quarantine (Q), so the system switched to suspicious 
mode and can start applying additional techniques to confirm the at-
tack. 

 Smon
Q = σ applied =σ meas ⋅β 0 < β <1{ } , (11.9) 

where β is the trust coefficient, and it shows that in this mode it is rea-
sonable to question the validity of the value of the calculated offset, 
σmeas is the measured offset and σapplied the offset that is used for actual 
correction. The value of the trust coefficient can be connected to the 
boundaries allowed for two nodes to stay synchronized. 

• Attack Not Detected (AND), normal mode of functioning for the node. 
This situation can be described as the previous one but with β=1: 

  Smon
AND = σ applied =σ meas{ } . (11.10) 
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• Attack was detected (AD), in this mode the system is assured that it is 
under attack, so it can start applying mitigation techniques. The trust in 
the calculated offset in this mode is β=0, as in this case the monitor 
does not trust in the calculated value at all: 

 Smon
AD = σ applied = 0{ } . (11.11) 

C. Payoff Functions 
In Table 11.I each cell represents a game state, that can be characterized by a 
specific combination of monitor and adversary strategies. Each cell consists of 
a pair of values: the first one is the payoff for adversary, and the second one is 
the payoff for the monitor or the network. A payoff is a positive or negative 
number that allows a comparison of different states of the game from every 
participant’s point of view. In the table, Ck, is defined as a positive value, and 
the negative sign is used to indicate loss. We assume that the adversary and 
the monitor are rational, thus they want to move to a state with higher payoff. 
 

Table 11.I. Payoffs for adversary and monitor strategies. 

 AND Q AD 

NA (0, 0) (0, −C1) (0, −C2) 

CD (C7, −C8) (−C3, C6) (−C4, C5) 

ID (C7, −C8) (−C3, C6) (−C4, C5) 

RD (C9, −C10) (−C3, C6) (−C4, C5) 

 

To reason about the behavior of players and the relations between the 
payoffs, the following sets are used: 

C3 < C4  - there is a chance for the adversary to stay undetected even in 
Quarantine Mode; 

C1 < C2 – it is not critical to switch into quarantine while not being un-
der attack, whereas it is critical to start mitigation techniques and possibly 
switching into safe mode while the system is under attack. 

C2 < C8  - the worse-case scenario for the system is not to detect or start 
being suspicious only when there is an ongoing attack; 

C5 ≅ C6  - what is more valuable: to detect an attack in the end or to 
have the opportunity to start some additional measures while being in Quaran-
tine Mode? This depends on the system assets and their cost. In our assump-
tion considering safety-critical industrial applications, it is more important to 
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detect an adversary in the network even if it requires implementation of addi-
tional techniques. 

C10 > C8 - the potential harm from a random delay attack is less for the 
system, as the value of the delay not necessary breaks synchronization, e.g., if 
it is small enough and does not bring the node out of its synchronization 
boundaries. 

C9 < C7  - as the potential harm is less in case of random delays, conse-
quently, the potential gain from its detection is also less, compare to the other 
cases. 

D. Probability functions 
The idea is to assign probabilities to all strategies or states. Probabilities for 
the adversary strategies, are not known initially, even though they can be es-
timated during the process of interaction, and are set as follows:  

 pNA + pCD + pID + pRD = 1 , (11.12) 

where pNA, pCD, pID, and pRD are probability of  NA, CD, ID, and RD modes 
respectively. One of the targets of the analysis can be these probabilities esti-
mation, this can allow to predict adversary behavior. 

For the monitor the probabilities can be calculated assuming that at-
tacker’s actions are known. As in our model choice of a strategy for the Moni-
tor depends on the calculated values of offsets and its statistic characteristics, 
the probability of the choice can be calculated. Corresponding variables are: 

 pNAD + pQ + pAD = 1 , (11.13) 

where pNAD, pQ, pAD are probability of the strategies NAD, Q, and AD respec-
tively. 

As a criteria for switching the monitor into Q or AD mode, the mean 
and standard deviation of the delay are used as indicators: 

 σ = 1
N

σ meas, i
i=1

N

∑  , (11.14) 

  σ =
(σ meas, i −σ )

2

i=1

N

∑
N

 , (11.15) 

where N – is a number of currently considered resynchronization intervals. 
In this game, we assume that the decision about switching the state in 

the monitor depends on several thresholds for mean and standard deviation of 
the calculated offset. Therefore, the probability of being in each state can be 
taken from the probabilities of the delay value being in a corresponding inter-
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val (Fig. 11.1). These probabilities we can calculate by knowing the distribu-
tions for nature and using appropriate variables for the adversary state proba-
bility. For each indicator, there are two thresholds: low and high, i.e., ΣL and 
ΣH are the low and high thresholds for the standard deviation whereas�ΣL 
and�ΣH are the low and high thresholds for the mean respectively. 

 

 

Fig. 11.1 Thresholds for the delay mean, σ  and standard deviation, σ. 

 
For each monitoring characteristic, we introduce two thresholds, low 

and high. If one of them is above the corresponding low threshold, but still 
lower than the high threshold, it is only suspicious. If the characteristic is 
above the high threshold, we assume that an attack is detected. 

Switching rule: 
• Rule 1. If one and only one of the monitoring characteristics is 

above the corresponding low threshold, the system is switched 
into the Q mode: �σ >�ΣL or σ > ΣL. 

• Rule 2. If two of the monitoring characteristics are above the 
low thresholds, the system is switched into the AD mode: �σ 
>�ΣL and σ > ΣL. 

• Rule 3. If any of the monitoring characteristics is above the cor-
responding high threshold, the system is switched into the AD 
mode: �σ >�ΣH or σ > ΣH. 

• Rule 4. If any of the cases described below is true, the system is 
switched from Q mode to AD mode: 

§ If there are positive indicators of network anomaly 
from the additional checking techniques that were 
deployed as a result of switching to Quarantine 
mode; 

§ If Rule 1 or Rule 3 can be applied. 
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11.4. Analysis	of	Adversary	Influ-
ence	

 
For influences by the communication channel we consider two cases: wired 
and wireless channels, but as both of them have the same distribution of the 
delays, the Probability Density Function (PDF) of channel delays (ChD) can 
be modeled by an exponential distribution: 

  fChD (dChD ) = λ ⋅e−λdChD , dChD ≥ 0 , (11.16) 

where dChD is a delay caused by the channel, and λ is a distribution parameter. 

A. CD strategy 
First we consider a constant delay imposed by the adversary, and assume that 
there is a discrete set DCD of values with size N1 from which the adversary can 
choose the imposed delay: 

  
DCD = dCD, j{ } j=1

N1
,  (11.17) 

  
pCD, j

j=1

N1

∑ = 1, pCD, j = fCD (dCD, j ) , (11.18) 

where pCD, j is the probability that the adversary chooses delay dCD, j from the 
set to impose and fCD is a discrete function relating a possible delay from the 
set with its possibility to be imposed. 

The resulted offset measured by a slave will consist of these two de-
lays: The PDF of two independent variables, dCD, j and dChD, is a convolution 
of the PDFs of these variables. Therefore, the PDF of the measured offset 
(without considering clock natural drifts) can be calculated as: 

 

 

foffset (σ meas ) = fChD (σ meas − dCD, j ) fCD (dCD, j )
j=1

N1

∑ =

= λe−λσmeas (eλdCD , j ⋅
j=1

N1

∑ pCD, j ).
 

(11.19) 

The sum is a coefficient if the set of delays available for the adversary is fixed. 
Therefore, if we introduce the detection coefficient: 
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kCD = (eλdCD , j ⋅

j=1

N1

∑ pCD, j ) ,  (11.20) 

we can see that, the PDF of the measured offset is proportional to the expo-
nential distribution: 

  foffset (σ meas ) = kCDλe
−λσmeas . (11.21) 

B. ID strategy 
In the next case, we consider a linearly increasing delay imposed by the adver-
sary. Here the adversary can choose the step of increment from a defined set 
with the size N2. Thus, the imposed delay can be described as follows: 

  
DID = i ⋅dID, j{ } j=1

N2
, (11.22) 

 
pID, j

j=1

N2

∑ = 1, pID, j = fID (dID, j ) ,  (11.23) 

where i is the number of resynchronization intervals or the iteration of the de-
lay attack. In this case, the PDF of the resulting measured offset can be calcu-
lated as: 

  foffset (σ meas ) = kIDλe
−λσmeas ,  (11.24) 

  
kID = (eλ⋅i⋅dID , j ⋅

j=1

N2

∑ pID, j ) .  (11.25) 

As we can see, it is again a scaled exponential distribution.  

C. RD strategy 
Finally, in the case of a random delay attack, we assume that the probability 
distribution is uniform: 

  fRD (dRD ) =
1
dmax

, dRD ∈ 0, dmax( ] . (11.26) 

In this case, the PDF of the measured offset can be calculated as: 

 

foffset (σ meas ) = fRD (σ meas −τ ) fChD (τ )dτ
−∞

+∞

∫ =

= λe−λσmeas

dmax
eλτ dτ

0

dmax

∫ = e
−λσmeas

dmax
(eλdmax −1)

. 

 (11.27)
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After introducing the corresponding coefficient for random delay attack, the 
PDF of the measured offset can be presented as an exponential distribution: 

  foffset (σ meas ) = kRDλe
−λσmeas ,  (11.28) 

  kRD = 1
λdmax

(eλdmax −1) . (11.29) 

For exponential distributions, the mean and deviation are well known, 
so given these PDFs we can define thresholds for system mode switching. The 
thresholds defined with knowledge about adversary behavior and possible at-
tacks are ideal one that can allow the monitor to detect the attack. In reality we 
cannot obtain them, but nevertheless it is interesting to consider them to see 
possible ways of interactions between the adversary and the monitor as well as 
to play with values to investigate the limits for adversary detection. 

For the monitor characteristic deviation, the lower threshold is the de-
viation of the corresponding exponential distribution, and higher thresholds 
can be chosen by taking the lower threshold and increasing it by γ percent. For 
the monitor characteristic mean, the mean of the exponential distribution sets 
only the middle of the allowed interval, so here we assume that the allowed 
deviation is γ percent for setting the lower threshold. For the higher threshold, 
we again set the allowed deviation to an additional γ percent of the lower 
threshold. Therefore, in the case of linearly increasing delay, the thresholds 
are: 

  ΣL =
kID
λ 2 ,  ΣH = kID

λ 2 (1+ γ ),  (11.30) 

 ΣL =
kID
λ
(1+ γ ),  ΣH = kID

λ
(1+ 2γ ).    (11.31) 

One interesting point here is that the obtained thresholds actually depend on 
the number of iterations, which is logical as the delay also depends on this 
number. For the case of constant or random delay the thresholds can be ob-
tained by changing kID to kCD or kRD respectively. 

 

11.5. Security	Game	
 

Having set a formal model of the game, we can try to play it by exploring pos-
sible interconnections and making numerical estimations of the detection coef-
ficients for different adversary strategies. 
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A. Monitor State Machine 
If the thresholds defined in the previous section are used for switching strate-
gies in the monitor, the overall system becomes a state machine with probabil-
ities of transmission between different states and remaining in the current one. 
Of course, this result is obtained under strong assumptions about the actions of 
the adversary, but it still shows that interaction between the adversary and the 
monitor can be described in a probabilistic manner. For deterministic net-
works, probabilistic characteristics are not sufficient enough, but they allow 
making intelligent predictions about adversary behavior and can be used to 
analyze the effects of prevention and mitigation techniques. Strategies for 
switching between modes can be compared based on the derived state ma-
chine configuration, where techniques with higher payoff functions are more 
efficient. Also this approach allows to consider a combination of techniques. 

 

Fig. 11.2 States of the Monitor and transitions between them. 
 

Fig. 11.2 shows the possible states of the monitor related to its corre-
sponding strategies and their interconnections. We assume that after switching 
to Attack Detected state, the system deploys mitigation techniques, the details 
of which are not considered in this paper. The trigger for any transaction is a 
new calculated offset value for the current resynchronization interval. Based 
on such representation, reasoning about system stability can be conducted. If 
we can calculate probabilities for all transitions for each type of attack or we 
can compare these probabilities for different types of attacks, it can be used as 
an attack efficiency metric. 
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B. Can we make an adversary to lose a-priori? 
It is also interesting to see how potential losses of both players are related. 
Looking at Table 11.I we can define the maximum gain for the adversary and 
the monitor respectively: 

  GainAdvmax = C7 max pCD , pID{ } pAND , (11.32) 

  GainMonmax = C5 max pCD , pID{ } pAD . (11.33) 

Maximum loses for both sides can also be defined accordingly: 

 LossAdvmax = C4 max pCD , pID{ } pAD ,  (11.34) 

 LossMonmax = C8 max pCD , pID{ } pAND .  (11.35) 

As the goals of the monitor and the adversary are opposite, it is logical that the 
loss of one looks similar to the gain of the other. The exact relation depends 
on the ratio between C4 and C5, C8 and C7. If they are equal, then the game is a 
zero-sum game. It is an open question whether we can shift the ratio and make 
the adversary loose a-priory by applying system design choices, however the 
proposed game theory framework can be used as an evaluation tool to deter-
mine the applicability of each solution. Obviously, such design choices are the 
most expensive solutions as otherwise the ratio cannot be shifted, but then it 
can be approved for safety-critical applications. 

C. Detection Coefficient 
In case there is no adversary in the network, it can easily be seen that with the 
assumption of an exponential distribution of channel delays in equation 
(11.30-31) and with kID = 1 a reasonable threshold is one allowing the network 
to eliminate clock synchronization breaching caused by channel characteris-
tics. Therefore by comparing the thresholds with and without considering an 
adversary present in the network, we can see that the adversary attack can be 
noticed when kID > 1. That is always the case, but the problem here is that this 
value can be very close to 1, so some qualitative metrics are needed to evalu-
ate and compare different types of attacks. The difference between thresholds 
calculated with and without an adversary present, demonstrates the influence 
of the adversary. The bigger the difference, the more exposed the adversary is 
in the network. Therefore, if the coefficient is much bigger than 1 for an at-
tack, this attack is not a good choice from an adversary point of view.   

To compare the three types of considered delay attacks, we need to 
compare the values of the related detection coefficient from equations (11.20, 
11.25 and 11.29) respectively, more precisely we need to compare their differ-
ence to 1, as the approach is more beneficial the more above the value 1 it is. 



+                                                                             11.5 Security Game            + 

 

155 

Therefore, for the considered types of attacks, we need to see how sensitive 
this coefficient value is. To this end, we compare the detection coefficients 
from the different types of attacks. However, we do not set probability corre-
spondence between coefficient ratios and detection ratios. Fig. 11.3 demon-
strates the detection coefficients and their dependencies of the value of im-
posed delays dCD or dID, which are considered to be the same, to allow com-
parison of the CD and ID cases. These dependencies are obtained under the 
following assumptions: 

• N1 = N2 = 2; 

• λ = 4; 

• dCD, 1 = dID, 1  , dCD, 2 = dID, 2 = 20µs  

• pCD, 1 = pID, 1 = 0.4 , pCD, 2 = pID, 2 = 0.6  

Furthermore, several iterations are considered for ID and several values of dmax 
for RD. Fig. 11.3 demonstrates that for RD the level of being exposed in the 
network depends on the channel characteristics λ and dmax  – it can be both less 
and more than the other two considered cases. Therefore, from an adversary 
point of view, the expediency of applying RD depends on the application 
specification: it is beneficial for the adversary if the network can be disrupted 
by a short-term breach of clock synchronization, especially in cases where 
bigger offsets between the nodes in the network is allowed, as this represents 
the right side of Fig. 11.3. An adversary employing CD or ID is more exposed 
in the network, the higher the value of the imposed delay. Based on the chosen 
metric of delay being mean and standard deviation, iterations with ID is more 
difficult to detect in the network, therefore, the question here is more how fast 
the breach can be detected. 
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Fig. 11.3 Detection coefficients for RD, ID, and RD types of attacks. 
 

The crossing points of the coefficient curves for different attack types 
are of special interest, as they show points where it is beneficial for adversary 
to make switch between different strategies. Generally speaking, the adversary 
wants to stay in the graph with as low detection coefficient as possible, as it 
indicates a lower exposure in the network. Thus, if from the very beginning, 
the adversary is applying the CD strategy (blue line without markers), it 
should switch to the RD strategy to minimize the exposure level at the mo-
ment when it crosses the RD line (yellow line with circular markers or orange 
line with triangular marker). Knowing this reasoning from an adversary point 
of view, however, is beneficial for the monitor as well. The monitor can pre-
dict and model possible adversary behavior and deploy proactive counter-
measures given this knowledge. Therefore, if we can make valid assumptions 
about possible delays, this approach can be applied. The question is how to 
make those assumptions. One of the options if we have some history of inter-
actions between the adversary and the monitor, is in case the monitor can learn 
the probabilities and possible delays and calculate the thresholds based on this. 
Therefore, a learning period can be used for collecting network statistic and 
during the interaction with the adversary, the monitor can learn its properties 
and react accordingly.  
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11.6. Conclusions	and	Future	
Work	

 
In this paper, a formal analysis of the interaction between an adversary target-
ing clock synchronization via a selective asymmetric delay attack and a net-
work monitor collecting statistics of measured offsets according to IEEE 1588 
is presented. A game theory framework is proposed as an evaluation tool for 
the described interaction. The detection coefficient is identified as an appro-
priate evaluation metric for comparing different adversary strategies. Based on 
this approach, it is possible to say which strategy is most beneficial for the ad-
versary depending on the set of game configurations. However, knowing this 
data, the monitor has a possibility to deploy appropriate protection techniques. 
In the future, we plan to include additional techniques that can be activated in 
Quarantine mode to help detecting an adversary. 
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