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Abstract—Systems of systems (SoS) have been introduced in
early 1990s in air traffic control domain, defense and information
technologies. Systems like this contain a set of components, being
systems itself, with constituent components retaining operational
independence. The definition and configuration of SoS have
evolutionary nature and emergent behavior is one of the many
important characteristics to be mentioned.

Over the past ten years fast technological and industrial
advances in the domain of autonomous and cooperating systems
started to occur, which created new opportunities to use the
benefits of SoS. In the near future, fully autonomous and
cooperating systems are expected to become our reality and
increase the production efficiency, while decreasing the human
effort in harmful environments. There exist the need to make sure
that critical properties of SoS, such as safety and security are
guaranteed as a joint effort, since it is not sufficient anymore to
address these properties independently in the development pro-
cess. In this paper an overview of the most common approaches
and methods used to provide reasoning about joint safety and
security is provided, as well as a check of the latest updates in
standards related to these properties.

I. INTRODUCTION

We are facing new trends in system development that
create a shift from the traditional system development, to-
wards systems consisting of a number of components being
systems itself, independently developed and deployed, able
to communicate and collaborate in order to provide a set of
enhanced and improved services. These systems are referred
as Systems of Systems (SoS). While all SoS are systems, not
all complex systems are SoS where the main difference is that
parts of SoS act as autonomous systems itself, are able to
form their own connections and variety in their diversity, can
lead to enhanced functionality, and contribute in fulfillment of
capability demands coming from a SoS itself [1].

SoS are connected to public or semi-public networks, in-
volve multiple stakeholders, have dynamic system reconfigu-
rations, and unpredictable operating environments. Assuming
these systems to be autonomous, one needs to carry in mind
that supporting technology is still under the development
and it will take some time to come up with new methods
and techniques needed for understanding and analyzing such
systems. Additionally, a range of technologies including hard-
ware, software and infrastructure are utilized without clear
understanding of possible security implications [2]. Let us
assume that a component used in a larger control system
comes with vulnerability not known to anyone in the chain of

responsibility at the time of deployment. This might result in
system exposure to the vulnerability and create an opportunity
for adversary to easily enter and make harm to the system.
It is often the case to outsource many activities including
design and development of components used in the system.
In these situations manufacturers are working in isolation and
their work is contract defined, meaning that they will not add
any additional security measure beyond those already existing
in the contract, and in this way they might create additional
safety hazards for the future SoS.

Figure 1 depicts a Volvo’s vision of future autonomous SoS.
The quarry example is operated in two shifts. In the morning,
crushed rock is loaded by an excavator into dump trucks. In the
afternoon shift, the morning operation continues, but additional
rock is stockpiled, ensuring that loads are both ready to be
loaded the next day, preventing potential unplanned stops.
They take into the consideration the fact that the work place
(i.e., a quarry) is changing constantly (e.g., with each blast
more space is created), and to approach to the resulting rocks
one can either move the rocks to the crusher, or a crusher can
be moved to the rock, which can be both time consuming and
costly. To make the work more efficient they have introduced
battery-powered autonomous electric load carriers. A fleet of
these unmanned carriers are expected to be able to move the
same amount of load as one large haul truck. Also in case
one of these carriers goes down, it will be a much smaller
loss to a quarry’s production compared to the large haul
truck. However, since the vehicles are expected to be fully
autonomous all possible processes and scenarios need to be
documented and analyzed taking into consideration all new
critical situations. Due to the emergent behavior, functionali-
ties usually not provided by single systems become available.
It is expected to use different types of communication (e.g.,
GPS, machine to server communication, machine to machine
communication, etc.) and therefore one has to be also prepared
to deal with possible threats, coming from the security domain,
to safety of the whole SoS.

To summarize, for autonomous SoS in general one can
assume the following: i) emergent behaviors given that they
enable continuous evolution of the overall system during its
operation; ii) large and often distributed physical systems with
complex dynamics; iii) dynamic reconfiguration of the overall
system on different time-scales; iv) partial or full autonomy
of the subsystems; v) deployment in safety-, and mission-



Fig. 1. A system of systems as envisioned by Volvo - The Electric Site quarry [3]

critical systems, where the shortest interruption of service
might introduce hazardous and life-threatening events; vi)
systems no longer vulnerable only to unintentional threats (i.e.,
“foreseeable misuse”), but also to intentional threats posing
challenges to the system security.

Bearing in mind above described characteristics, and given
that it is challenging to define system boundaries, it becomes a
tedious task to enable quality assurance, especially satisfying
level of safety and security assurance. In dynamic and dis-
tributed systems, such as SoS, ensuring the safety in isolation
without taking into consideration security threats is no longer
sufficient.

For many years now, safety and security properties have
been treated as two distinctive system qualities, and addressed
by two separate communities each focusing on their own
methodologies, analysis techniques and tools. However, al-
ready in 1990s researchers have brought up the commonalities
between safety and security and possible need of addressing
these properties as a joint effort and developing new ways
to reason about them together [4], [5], [6], [7], [8]. In the
following years, the research community has focused on exist-
ing techniques, identifying similarities, as well as differences,
and presenting perspectives how these two can be harmonized
under the same roof.

In this paper we provide a discussion on SoS from a
perspective of safety and security assurance. In II we briefly
describe SoS. We describe the most common safety and
security interdependencies in SoS in Section III, followed by
overview on the most relevant academic approaches, presented
in Section IV. Section V provides an overview on some
published industrial work in this area. In Section VI we review
some of the relevant safety and security standards. Finally, in
Section VII we conclude the paper with discussion on gathered
information and provide some insights into our future work.

II. WHAT IS A SYSTEM OF SYSTEMS?

In order to enable an analysis of a given system one needs
to define system borders and have a clear picture on what is
included in a system definition. It is a prerequisite for any
type of analysis, since it defines the scope and the flow of
the analysis. For example, in terms of safety, the risk analysis
starts from a system definition and identifies all hazards that
can lead to accidents or any other type of damage to the
system, people, and environment. It is a similar situation with
security. With a well documented system definition it becomes
easier to focus on sources of possible threats and recognize
security risks most likely to appear in such a system and
influence new hazards to appear. Therefore, in this section
we overview and discuss some of the existing SoS definitions.

Term SoS does not have one widely recognized definition,
yet. However, the notion is generally known and accepted in
both research community and industry. One of the early SoS
definitions has been provided by Kotov [9]. He argues that
SoS are large-scale concurrent and distributed system, whose
components are complex systems themselves. As examples of
SoS systems he uses multiprocessor servers and clusters and
distributed control systems. Periorellis and Dobson stress the
importance of cooperation between autonomous component
system as the key feature of SoS [10]. The purpose of SoS is
to enable enhanced or improved emergent services, based on
capabilities of the participating components in the SoS.

According to Maier, SoS are collaborative systems, formed
as a collection of components that fulfill valid purposes in
their own right and continue to operate in the same pace when
disassembled from the rest of the system [11]. His definition
is one of the first steps towards distinguishing SoS from large
traditional systems, by introducing the notion of component
independence. Additionally, he introduces terms evolutionary
nature and emergent behavior as a product of such systems.
Hall-May et al. define SoS as “systems whose constituent



components are sufficiently complex and autonomous to be
considered as systems in their own right and which operate
collectively with a shared purpose” [12]. They observe that
the interactions between component systems are not restricted
by physical design.

Rae et al. argue that SoS are a well established concept,
but the circumstances under which they are used are not
well defined [13]. As the main characteristic of SoS, they
assume fluid configuration and fragmented management. They
stress the importance of detaching the definition of SoS from
the traditional monolithic systems. They introduce terms of
SoS Concept, SoS Configuration and SoS Instance to help
in understanding and defining the SoS. According to them
SoS Concept is given by a set of configurations, where
SoS are assumed to have a fluid configuration, meaning that
many configurations may appear and become instances of the
same SoS. As an example they use wireless networks, whose
configuration changes whenever a new device registers to the
network. A physical system becomes a part of an SoS Instance
by joining the configuration. A vehicle that is joining to the
end of a convoy, where the set of vehicles may be a valid
configuration of the convoy, an SoS Concept.

It is obvious that one common definition, applicable and
operational in all SoS environments, cannot be established.
However, one has to notice that most of the authors mentioned
above agree on some common properties, such as emergent
behavior, independent component of the system, complexity
of SoS, collective operation with a shared purpose, etc., that
can be seen as the basis for further understanding of SoS, be
it autonomous or not.

III. SAFETY AND SECURITY INTERDEPENDENCIES IN SOS

In systems like this, one has to be able to guarantee
fulfillment of system properties of interest. In this paper the
focus is on functional safety and security properties that might
affect safety in complex autonomous SoS. Safety can be
described as the avoidance of catastrophic consequences on
the environment or harm to human lives, while security should
provide confidentiality, integrity, and continuity of operation.
So far, these dependability properties have been traditionally
addressed by two different communities and usually isolated
one from the another. However, with technological advances,
it became clear that looking into safety, and not taking
into account security aspect does not make sense anymore.
Especially, if we consider type of systems such as SoS that
are nowadays used in areas where safety-, or security-related
failures could have severe consequences, such as transporta-
tion, health care, defense, rail systems, consumer products,
media, energy supply systems, etc.

In recent years, the research community has put some
effort into studying safety and security properties, identifying
similarities and differences, and moreover looking into ways
to bring the reasoning around them together. This has resulted
in a number of solutions that advocate ways how to integrate
and harmonize methods and techniques in order to put them
under the same roof [14].

In early 1990s, Burns et al. have identified a need to
make clear distinctions between terms safety and security in
order to produce better analysis techniques to reason about
them [8]. Their definition is based on the differences on the
casual structure, introducing terms of relative harm caused by
security-critical systems and absolute harm caused by safety-
critical systems. The discussion is illustrated by an analysis
of a number of cases of system failure where the safety and
security issues seem, at least at first sight, to be difficult to
distinguish.

Eames et al. made an observation already in 1999, where
they claimed that it is acceptable to extend the definition
of either safety or security to include both concepts, but
they argued as well that it is inappropriate to attempt to
unify safety and security analysis techniques [15]. They have
grounded their claims on the fact that specialized approaches
and techniques related for any of these properties, have been
developed with purpose to provide a detailed analysis of the
property. However, a process of unification could involve some
compromise, which could lead to incomplete analysis, making
some security threats and safety risks to remain unforeseen.

In [16] authors report on results achieved within the SafSec
project, where the aim has been to investigate possibilities for
common safety and security argumentation, while performing
combined analysis. They have focused on integrated modular
avionics domain and come with a new approach to the
certification of highly modular safe or secure systems, based
on the construction of safety and security arguments and the
collection of evidence supporting those arguments.

An interesting approach has been presented in [17], where
authors have showed how a security breaches in a system
can bring the system at harm, making safety properties no
longer satisfied. The paper is presented from the adversary
point of view proving that these two properties can no longer
be separated and that there is need to have a one analysis that
will take into account both safety and security, as well as their
interdependencies.

Pietre-Cambacedes et al. talk about four types of interde-
pendencies between safety and security [18]. They define: i)
conditional dependency, where fulfillment of security require-
ments conditions safety or vice-versa; ii) mutual reinforce-
ment, where safety requirements or measures contribute to
security, or vice-versa. Mutual reinforcement enable resources
optimization and cost reduction; iii) antagonism, where safety
and security requirements or measures lead, when considered
together, to conflicting situations; and iv) independence de-
fine situations without existing interaction between these two
properties. In this research the most interest is into conditional
dependencies, especially the case where failing to satisfy
security requirements produces new safety risks to the system.

Kriaa et al. propose an approach to model safety and
security interdependencies using Boolean logic Driven Markov
Processes formalism and apply it on an industrial case study
taking into consideration the system architecture [19]. More-
over, they provide a discussion on the convergence of security
and safety issues in industrial control systems and their possi-



ble interdependencies focusing on already mentioned types of
interdependencies, i.e., mutual reinforcement and conditional
dependency.

What is clear today is that security provides a significant
impact on safety in open and complex systems as autonomous
SoS are, and in case of not being treated within the common
approach and analyzed by methods capable to take into
account both of these properties, one could expect catastrophic
hazards and accidents to occur.

IV. STATE-OF-THE-ART METHODS

In this section a review on solutions related to combined
safety and security reasoning is provided.

Most of the publications related to safety and security
considerations in SoS are position statement publications that
typically discuss challenges to be addressed in the future
[20], [21], [22], [17]. On the other side, there is a number
of publications related to joint safety and security reasoning,
but not specifically to SoS [23], [24]. In most cases, related
solutions focus either on safety engineering and existing safety
approaches with security aspects or improving security engi-
neering with safety techniques. The first group of approaches
is highly related to our work, since we aim at enhancing
safety work with notions of security, and our intention is to
focus only to those security threats that might endanger system
safety. We describe some of them in the following.

Macher et al. propose a combined analysis of safety and
security properties called SAHARA (security-aware hazard
analysis and risk assessment) that is a merge of Hazard Anal-
ysis and Risk Assessment (HARA) approach coming from
automotive domain with STRIDE coming from the security
domain [25]. The proposed approach is in line with automotive
safety standard ISO 26262 for road vehicles. They include a
classification scheme for probability of security threats, useful
when determining appropriate counter measurements. They
also provide an analysis of the impact of identified security
threats on the safety analysis of automotive systems.

Ponsard et al. illustrate the challenges of safety and security
co-engineering to the growing connectivity and new trends
towards autonomous vehicles [26]. They recognize the need
of continuous maintenance of security related data in order
to enable required level of safety. The main challenge, is
on how to preserve the same level of safety while updating
security data. They propose requirements engineering based
approach using goal-oriented requirements engineering that
has shown good capabilities for modeling requirements and
reasoning about them and is able to provide decomposition
while preserving global properties.

Winther et al. have looked into problems related to security
that could reflect onto safety, and with respect to that, they
have developed HAZOP specially suited to identify security
threats [27]. They have established modifications on already
existing method by introducing new guide words, attributes,
and templates for combined analysis of these properties. In
addition, they have demonstrated the approach on the safety
related system.

Similar to the previous approach, in [28] authors propose
the use of the HAZOP approach to analyze the security issues
in today’s complex systems that are operating in high-risk
environments. The main advantage of the approach is the
fact that it provides a rigorous security analysis, and it can
supplement and integrate with other forms of analysis. It does
not cover all security issues, but it provides useful information
and systematic analysis. They provide a e-commerce case
study to demonstrate the power of the approach.

A framework, based on probability as a measure of un-
certainty, that aims for risk analysis, focusing on both safety
and security has been presented in [29]. Authors take into
account that risk is a combination of possible consequences
and associated uncertainties.

Young et al. provide a new system thinking approach for
safety and security assurance [30]. Systems-Theoretic Process
Analysis for Security (STPA-Sec) augments traditional secu-
rity approaches and introduces a top-down analysis process
designed to help a multidisciplinary team consisting of se-
curity, operations, and domain experts identify and constrain
the system from entering vulnerable states that lead to losses.
The approach allows to focus on vulnerable states in order
to avoid threats to exploit them and create disruptions, and
eventual losses.

Studying the mutual relationships between safety and se-
curity in cyber-physical systems (CPS), Kornecki et al. [31]
realized that this interaction can be seen both as a synergy
or conflict depending on the circumstances in which a system
operates. They have proposed an approach based on Bayesian
Belief Networks to evaluate factors related to safety and
security of CPS, assumed to be randomly distributed. The
approach is evaluated in an oil pipeline control to observe
safety and security violations. The main goal of this approach
has been to prove that approaches like this can complement
other techniques dealing with joint assessment of safety and
security.

Simpson et al. present their findings on the already noted
relation between safety and security, where they aim at using
existing theory of non-interference (well-known in research
focusing on security) when describing safety-critical sys-
tems [32]. They use event-based description of systems to
show different notations of safety. The approach is based on
division of the system into components that can be later on
reasoned about. A simple example is presented to illustrate the
application of this technique to different classes of a safety
property.

V. STATE-OF-THE-PRACTICE

Despite the academic efforts towards proposing combined
approaches for safety and security analysis, there is still a
lack of integration between safety and security practices in
the industrial context. One of the reasons for this is due to
the existence of separate standards and independent safety
and security assurance processes, often addressed by different
organizational teams, and under the certification of different
standards.



Through the project we run at our department, CloSS 1 we
have had an opportunity to meet some of the companies in
Sweden and talk about these issues with them. In context of
complex, software-intensive systems all of the companies we
have met have realized the need to treat safety and security
properties within one unified process, as early as possible. In
most cases they have already developed processes to support
assurance of these properties, usually within complementary
processes. The major challenge is the lack of suitable standards
to guide them in this process. In general, security is not
covered in any detail in safety standards that makes software-
intensive and successfully safety-certified systems, still open
for security threats. In general, it is evident that there is a
lack on industrial case study or any strong evidence related
to this topic. However, we have been able to identify work
of Maysz et al. [33] as highly relevant in this area. In their
technical report provide a guidance for risk-driven approach
within marine cyber-security taking into account Rolls-Royce
perspective. They find complex interaction between safety and
security within maritime domain as a challenging engineering
task, especially when taking into account chains of events such
as malware being accidentally introduced and compromises the
safety. They argue that existing system engineering techniques
are mature enough to deal with multiple qualities, however
iterative nature of risk-based systems engineering might intro-
duce high system cost since the two quality factors interact
and potentially increase the number of design iterations.

VI. SAFETY AND SECURITY STANDARDS

A. Safety standards

To the best of our knowledge, there is no either safety
or security standard that directly addresses these properties
in context of complex SoS. The closest to joint safety and
security assessment is SAE j3061 [34], guidebook on cyber-
security, that covers vehicular domain. However, this document
cannot be seen as standard itself, since it provides only a guide
on how to include cyber-security when developing complex
systems. There is no details on which methods, and techniques
are the most applicable and should be used. In the following
we overview some of the existing and well known safety and
security standards, relevant to SoS.

IEC 61508 [35] is an international standard focusing on
functional safety of electrical, electronic, and programmable
electronic safety-related systems, applied in industry. It pro-
vides a definition of a functional safety as a part of the overall
safety related to “part of the overall safety relating to the EUC
(Equipment Under Control) and the EUC control system which
depends on the correct functioning of the E/E/PE safety-related
systems, other technology safety-related systems and external
risk reduction facilities.” It defines safety integrity level (SIL)
as a discrete level, ranging from SIL 1 as the lowest and SIL
4 as the highest level of safety. The standard has its origin in
process control industry and covers the whole safety life-cycle.

1http://www.es.mdh.se/projects/472-Software Center Closing the safety
security gap in software intensive systems

ISO 13849 [36] is an international standard on safety
of machinery, and safety-related parts of control systems.
It focuses on providing requirements and guidance on the
principles for the design and integration of safety-related parts
of control systems, including software design. It specifies the
performance level required for enabling safety functions.

ISO 26262 [37] is an international standard that addresses
functional safety related to road vehicles. All parts of the de-
velopment process are covered starting from the specification,
through the implementation, integration, verification, valida-
tion and finally product release. ISO 26262 defines functional
safety for automotive equipment applicable throughout the
life-cycle of all automotive electronic and electrical safety-
related systems.

B. Security standards

The ISO/IEC 27000-series of Information Security Man-
agement System is a joint work of the International Or-
ganization for Standardization (ISO) and the International
Electro-technical Commission (IEC).The aim of these two
series is to provide recommendations on information security
management, risks and controls within information security
management system domain. It covers a broad scope including,
privacy, confidentiality and IT security issues. These standards
expect organizations to assess their information security risks,
implement appropriate steps for information security assurance
using the provided guidance and suggestions. Additionally, a
continuous feedback and improvement activities are required
throughout a “plan-do-check-act”. The series include ISO/IEC
217001 addressing requirements for information security sys-
tems management, ISO/IEC 27032 related to guidelines for
cyber-security, and SO/IEC 27002 addressing the code of
practice for information security controls.

ISA/IEC 62443 standard defines procedures for implement-
ing electronically secure Industrial Automation and Control
Systems [38]. It is a complete security life-cycle program,
with best practices for developing and deploying policy and
technology solutions to address security issues in control
systems and mitigate possible cyber-security threats.

VII. DISCUSSION

This paper provides an overview on the current trends on
joint safety and security work, related to the risk analysis in
the domain of autonomous SoS. The domain of autonomous
SoS is relatively new and there are still issues to be addressed.
So far, safety and security have been topics of interest in
two separate communities, but it is evident that with current
trends, where systems are built as complex SoS, one has
to think about new solutions that will take both properties
into account through one unified approach and analyze their
impact on each other. It is evident that the industry faces with
new challenges when developing software-intensive safety-,
and security-critical systems established over a communication
environment. We have observed that some supporting methods,
techniques and tool for system development existing in specific
domains are inadequate and lack system and process thinking.



On the positive side, safety and security reasoning is gaining
an attention from both research and industrial community.
Most of the reviewed contributions have started from the
already existing approaches from either safety or security
domain and extended it towards the other property. These
solutions might be suitable at the moment, but for the future
we have to think about providing approaches, not only spe-
cialized in either safety or security domain, but capable to take
both of these properties into account already at early stages of
system development. With solutions like this, we will be able
to cope with safety and security related questions in advanced
systems such as autonomous SoS. At the moment there is a
big initiative in many of the mentioned standards to update
them towards including security perspective and it is expected
to be available soon.

VIII. CONCLUSIONS

Through the findings in this paper we have seen that
there exist a need for a joint functional safety and security
approaches. There is significant effort coming from academic
community, in most cases with an industrial support. As future
work we plan to focus on developing approaches that will
support joint safety and security analysis.
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