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I. INTRODUCTION  

Autonomous robots use various sensors such as RADAR, 
LIDAR, cameras and stereo vision cameras for dynamically 
navigating and exploring unknown environments. What make 
stereo vison systems attractive is the multimodal sensing, 
allowing for extraction of three-dimensional (3-D) information, 
luminance, color, distance, and shape. Current stereo cameras 
produce high-resolution images which require massive 
computational resources leading to considerable energy 
consumption, which is an obstacle for embedded system 
implementation. To overcome these problems, we use 
GIMME2 [1], an FPGA-based stereo vision system as a high-
throughput and power efficient embedded device which is 
developed at MDH. The GIMME2 hardware block diagram is 
illustrated in Figure 1. GIMME2 features two 10 Megapixel 
cameras and a Xilinx Zynq 7020 SoC, which is equipped with 
a dual-core Cortex-A9 ARM processor and Artix-7 85K 
FPGA-fabric.  

Approximation computing can be applied to image 
processing to achieve better performance and/or higher energy 
utilization. To benefit from this, we introduce an 
approximation accelerator compatible with GIMME2. Our 
proposed solution aims to map Deep Neural Network (DNN) 
based image-classification algorithms to an FPGA by 
employing DeepMaker, which is an evolutionary based 
framework embed in our accelerator. There are other NN-based 
approximation accelerators [2, 3], but they fail to generate an 
efficient NN architecture. The architecture of the DNN has a 
great impact not only on the output quality, but also the 
performance. Previous work employed a simple exploration 
method to restrict the search space. DeepMaker is an 
automated framework in which the frontend layer is 
responsible for generating a robust DNN, and the backend 
maps the generated network to an FPGA. DeepMaker must be 
able to efficiently search the vast exploration space, to find the 
Pareto-optimal surface. Hence, it utilizes a multi-objective 
genetic programming approach, NSGA-II [4], to discover near-
optimal NN architectures regarding network size and accuracy. 
We employed a template-based DNN accelerator, DNNWeaver 
[5], to efficiently map DNNs to the FPGA. To evaluate 
DeepMaker, we used the MNIST dataset, which is for 
recognition of hand written digits. Figure 2 plots five Pareto 
points modeled by a multi-layer DNN architecture for the first 
and the tenth generations. The Pareto-optimal curves are 
shifted towards left after ten generations which means the set 
of points on the left curve features improved network 
architectures in the terms of network accuracy and the network 

size. In this demo we propose an FPGA-based accelerator for 
hand written digit classification implemented on the GIMME2 
embedded system. In our proposed solution, we first generate 
an efficient DNN on a HDL-level using DeepMaker, then 
integrate the generated accelerator module in the processing 
pipeline of GIMME2, as shown in Figure 1.  

 

Figure 1. The hardware block diagram of GIMME2  

 
Figure 2. MNIST Pareto frontier curves for generations 1 and 10 
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