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Abstract—Cloud computing is relatively a new technique to
host and use the services and applications from the internet.
Although it offers a multitude of advantages like scalability, low
operating cost, accessibility and maintainability, etc., they are
often not utilized to the fullest due to the lack of timeliness
property associated with the cloud. Cloud services are mainly
designed to maximize throughput and utilization of resources
and hence incorporating predictable execution time properties
in to the cloud is arduous. Nevertheless, cloud still remains a
highly attractive platform for hosting real-time applications and
services owing to features like elasticity, multi-tenancy, ability to
survive hardware failures, virtualization support and abstraction
layer support which provides flexibility and portability. In order
for real-time safety-critical applications to exploit the potential
of cloud computing, it is essential to ensure the predictable real-
time behavior of cloud services. In this paper, we perform a
systematic mapping study on real-time cloud services to identify
the current research directions and potential research gaps. Our
study focuses on analyzing the current architectures and software
techniques that are available at present to incorporate real-time
property of the cloud services. We also aim at investigating the
current challenges involved in realizing a predictable real-time
behavior of cloud services.

Index Terms—Cloud computing, real-time, safety-critical ap-
plications, systematic mapping study.

I. INTRODUCTION

The recent years have witnessed a tremendous increase in

the usage of cloud computing technologies by the industries,

and this has been accounted due to the fact that cloud services

can deliver high performance solutions, with high flexibility.

Cloud computing services can typically be used in any system

which requires computational power, e.g., autonomous vehicle

systems and big data centers. The characteristics of a cloud

based service are that most of its computational power is

located in one specific location and when it receives a compu-

tational request from a node, it performs the necessary com-

putation and then distributes the results to the requesting node.

A cloud system uses three types of services - Software as a

Service (SaaS), Platform as a Service (PaaS) and Infrastructure

as a Service (IaaS) [1].

There is a tremendous potential for cloud computing ser-

vices in the present scenario, but in some cases, cloud comput-

ing cannot be used, due to the lack of real-time compatibility.

Systems such as airbag systems and braking systems often

contain strict real-time constraints to avoid disastrous conse-

quences. In order to avoid such catastrophic consequences, all

tasks inside a system should be executed within a predictable

time interval, thus creating a real-time task schedule. Since

a cloud computing service contains many layers which are

dependent on each other, implementing real-time systems

using cloud services can be very complex, e.g., a real-time task

at the top SaaS layer can be dependent on the lower layers to

achieve real-time performance. In addition, there are also other

major challenges in achieving a real-time cloud such as dealing

with scheduling algorithms, non-support for a real-time clock

as an internal reference, delay in provisioning resources and

virtual machines, lack of predictability of execution of tasks,

etc. In this paper, we present a systematic mapping study [2],

[3] on “real-time cloud services´´ with the aim of analyzing

the techniques for achieving predictable real-time behavior in

cloud computing scenario and also identifying papers which

have addressed the challenges listed above.

The rest of the paper is organized as follows: Section 2

describes the process followed for our systematic mapping

study, including screening methods, classification scheme, and

initial search results. In Section 3, we describe in detail our

results and analysis generated from the mapping study. Section

4 concludes the paper and gives some directions for future

work.

II. MAPPING STUDY PROCESS

A systematic mapping study aims at providing a deep

overview of researches conducted in a particular field and

is also directed towards structuring the research results in

an efficient manner to identify research gaps [2]. In order

to perform a systematic mapping study on “Real-time cloud

services” , we have followed an approach detailed by Petersen

et.al [2]. The study approach is divided into 5 steps: (i) the

definition of research questions, (ii) conducting the search, (iii)

screening the papers, (iv) key wording and data extraction, and

(v) the mapping process. The steps are illustrated in Figure 1.

In the following subsections, we detail each of these steps with

Figure 1: Systematic mapping process.

respect to our research focus area, which is ’Real-time cloud

services’.
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A. Research Questions

The first step of a mapping study comprises of framing the

research questions to identify the scope of the research. The

main goal of our study is to analyze how a predictable real-

time behavior can be achieved within a cloud environment and

to identify the hindrances, if any to achieve this behavior. This

bigger goal is subdivided into 3 research questions to ease our

analysis. The research questions are detailed below:

Research question 1: Which software techniques are most
commonly used for achieving real-time behavior in a cloud
environment?

The question aims at answering all software related queries

and techniques, for instance, the type of scheduling algorithms

and other software processes developed for achieving real-time

behavior for cloud systems.

Research question 2: How is it possible to achieve real-time
behaviour in the different cloud service layers?

To answer this question, we explore how the existing

cloud layers such as Saas, PaaS and IaaS are being used for

supporting real-time applications and also identify some new

frameworks, if any, that can support real-time behavior. Since

there exist different layers for a cloud system, each one of

them may have to be altered in order to achieve a predictable

behavior of the cloud system.

Research question 3: What challenges can be identified for
achieving a predictable real-time behavior in cloud?

There are many challenges that are accounted for achieving

predictable behavior even in the simplest real-time systems,

such as scheduling algorithms and creating smarter cache de-

signs. Therefore, the main challenges for ensuring predictabil-

ity in complex systems such as cloud must not be left without

investigation. There might also be some unknown challenges

that expose themselves while we start experimenting with

various real-time cloud solutions.

After the definition of research questions, we proceed to the

Step 2 of our mapping study, which is conducting the search

in various databases.

B. Conducting the search

In order to conduct the search, we first define a set of

keywords that can be inserted into the search string for

retrieving publications from various databases. In our study,

we restrict the databases to IEEE, Scopus, Springer, ACM and

ScienceDirect. We have not included Google Scholar results

in our study as it retrieved us with a lot of non-peer reviewed

articles The search queries we defined are based on our field

of study, which is a combination of real-time and cloud. With

the motive of getting all the papers related to real-time cloud

services, we arranged our search query in such a way to

contain either the key phrases “cloud computing” or “cloud

services”, thus the full query we used is: “real-time” AND (

“cloud computing” OR “cloud services”). Table I shows the

search results generated.

Our initial search with the above search string extracted

3628 articles from IEEE, 255 from ACM, 11,221 from Scopus

and 3754 from ScienceDirect. These numbers were huge to

Database Initial hits By Title By Abstract Full text
IEEE 3628 70 34 23
ACM 255 14 12 7

Springer 1,595,798 121 12 9
Scopus 11,221 88 9 3

ScienceDirect 3,754 6 2 2

Table I: Search query results.

deal with and hence the works falling outside the research

focus area should be eliminated and hence we proceed with the

third step, screening the papers. We also made a search query

on Springer, yielding 1,595,798, which potentially could have

been due to a bug in the search query system as the search were

conducted 2016. Using the search string on current writing

date (October 2018), Springer yields 18,682 results in the year

range from 2009 to 2016.

C. Screening the papers

As mentioned previously, a screening procedure is required

to effectively select the relevant papers within the area of

our study. The screening mechanism which we employ in

our study is based on several inclusion-exclusion criteria. Our

inclusion-exclusion criteria are explained in detail below.

1) Inclusion Criteria:
a) Papers must be peer-reviewed.

b) Papers should be based on techniques to achieve

real-time cloud services, be it software related or

architecture related.

c) Papers must report challenges in incorporating

timeliness property to cloud services.

d) Papers must address the cloud from “cloud com-

puting” and “cloud services” perspectives.

2) Exclusion Criteria:
a) Papers must report on “cloud” related to “real-

time”.

b) All the non peer reviewed papers and articles in

the form of abstracts, editorials or keynotes are

excluded from the mapping study.

c) Papers which are not in English language are

excluded.

d) Papers were selected in a timespan range of 2009-

2016

The inclusion-exclusion criteria which we defined could

successfully eliminate papers that were outside the scope

of the current study. The screening procedure based on the

above inclusion-exclusion criteria was conducted in 4 phases,

including screenings of keywords, title, abstract and full text.

At each phase, we uniformly divided the task at hand between

all the authors and created a clear classification scheme.

1) Phase 0: In this phase, we have screened the papers

based on the application of our search string to various

database sources. The results of Phase 0 are already

obtained in Step 2 and it yielded us with a total of

1,614,656 articles from different database sources. The

search in different databases was distrubuted among the

authors.
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2) Phase 1: In Phase 1, we consider all the papers from

Phase 0 and do a ‘Title-based selection’ and this could

efficiently bring down the paper results when compared

to Phase 0. By performing a title based search query,

we could bring down the papers to 299 of which IEEE,

ACM, Springer, Scopus and ScienceDirect constitute 70,

14, 121, 88 and 6 articles, respectively.

3) Phase 2: After screening the papers based on title,

we proceeded to Phase 3, which is an abstract based

selection. In this phase, we eliminated the duplicate

papers and thus could bring down the paper count to 69

articles, of which IEEE has a contribution of 34, ACM

12, Springer 12, Scopus 3 and ScienceDirect 2 articles.

All abstracts were read by each author.

4) Phase 3: In some of the papers, reading the abstract

was insufficient to capture the necessary information and

hence we proceeded by reading the full-text, mainly the

introduction and conclusion sections. This could further

narrow down our search to 44 papers, which we consider

further for our mapping study. Each introduction and

conclusion was also read by each author for categorizing

the papers.

D. Key-wording technique and generating the classification
scheme

The next step in our mapping study is to assign ‘keywords’

to each paper. Based on the research questions defined earlier,

our motive was to identify the papers that were related to

software techniques and architecture frameworks developed

for achieving real-time cloud services. At the same time,

Figure 2: Classification Scheme.

we were also keen in analyzing the challenges for achieving

predictable performance in cloud services. We found that

reading the abstracts was not enough to generate efficient

keywords and build a classification approach as there were

domain overlaps and hence we proceeded by reading the

introduction and conclusion as well and then utilized this in-

formation for key-wording. The keywords which we assigned

are ‘software-techniques’, ‘architecture-based approaches’ and

‘challenges’. After analyzing the contribution and context of

research from the selected papers, a higher level view of the

research was identified, which helped us to generate a more

detailed classification scheme. The classification scheme is
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Conference - 3 4 3 5 6 1 2 24 55
Journal - - 1 - - 3 4 1 9 20

Book - 1 - - - 2 1 2 6 14
Workshop 1 - - 1 - - 2 1 5 11

Total 1 4 5 4 5 12 8 6 44 100

Table II: Paper distribution by publication type.

illustrated in Figure 2, the classification was also used for

division of work, where one author read the full-text papers

related to one category.

The software techniques for achieving real-time cloud ser-

vices were again categorized as scheduling based, response-

time based and tool-based. Under scheduling based papers,

we had papers discussing task scheduling, resource allocation

and minimizing the total cost. Apart from that, there were

also some papers dealing with the response-time analysis

and some others reasoning about various methodologies/tools

for achieving predictable cloud services, e.g, an improved

cache based system and therefore we could classify them into

categories named response- time based and tool-based papers.

Under the category of architecture frameworks for achieving

real-time services, we accomplished a detailed classification

based on the major cloud platforms used like Saas, PaaS, and

IaaS. The remaining real-time cloud architecture categories

were classified into the category ‘others’, which included

Control as a Service (CaaS) architectures, community cloud

and graph based architectures. Identifying the challenges in

real-time cloud computing was the trickiest part of the lot

as each of the papers we analyzed presented its own limita-

tions. However, we restricted our focus on identifying major

challenges in achieving a predictable real-time environment

and hence the challenges were further classified into papers

mainly describing the hurdles to achieve predictable execution

in cloud computing environment, challenges in successful

resource provisioning for achieving real-time cloud services

and also papers describing Quality of Service (QoS) and

connectivity hindrances. The results are presented in detail in

the next section.

III. MAPPING STUDY RESULTS

The previous sections unveiled the detailed mapping study

approach which we followed for structuring the research

results in the field of “Real-time cloud”. In this section, we will

discuss the results obtained by this mapping study. The results

are categorized into 3 sub-sections. In the first subsection, we

categorize our primary results based on research focus area,

publication type and contribution type and also by the detailed

classification scheme which we explained earlier. In the second

subsection, we present our extensive mapping study results

based on 44 papers we selected for performing the mapping

study. We did a comparison-based approach by detailing

the research contributions, approaches, scope of the works,

limitations and results [3]. Finally, in the third subsection, we

discuss the research gaps identified in our study.
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Scheduling - 2 2 - 2 6 1 3 16 36
Response time - - - - 1 - 1 - 2 5

Tools - 1 1 3 - - 1 - 6 14
IaaS - - - - 1 4 1 1 7 16
PaaS - 1 - 1 1 - - - 3 7
SaaS - - 1 - - - - - 1 2

Others - - - - - - 2 - 2 5
Execution - - 1 - - 1 1 - 3 7
Resources 1 - - - - - - 1 2 5

QoS - - - - - - 1 - 1 2
Connectivity - - - - - - - 1 1 2

Total 1 4 5 4 5 12 8 6 44 100

Table III: Paper distribution by focus area.
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Model 1 1 2 1 2 3 4 1 15 29
Process 1 - - - - 1 - - 2 4
Method - 1 2 1 2 5 1 3 15 29

Tool - 1 1 - - 1 1 1 5 10
Concept-based - - - 1 - - - - 1 2

Survey - - - - - 1 - - 1 2
Metric - - - - - - 1 - 1 2

Architecture - 1 1 - 1 1 - 1 5 10
Implementation - - 1 1 1 1 1 1 6 13

Total 2 4 7 4 6 14 8 7 51 100

Table IV: Distribution of primary studies by contribution type.

In this subsection, we illustrate the primary results from

our systematic mapping study, generated from 44 articles,

which comprised of various journal articles, conference and

workshop proceedings and book chapters spanning across

the years from 2009 to 2016. We have developed detailed

classification schemes for the distribution of our primary

studies based on publication type, research focus area and

contribution type. The distribution of papers by publication

type demonstrated that out of 44 papers we selected, 24 papers

were conference proceedings, 9 were journal articles, 6 were

book chapters and 5 were workshop proceedings. The results

are tabulated in Table II. We performed another classification,

aimed at finding out whether the paper falls under the category

of software techniques, architectures or challenges tackled;

54% of the papers were software techniques related, 30%

were architecture related and another 16% addressing the

challenges. Further, we proceeded to identify the detailed

division of focus areas based on the classification scheme

which we detailed earlier, which are tabulated in Table III . By

analyzing the results, we could identify that papers on software

techniques for achieving real-time cloud were further classified

as papers based on scheduling (16 papers, 36%), based on

response time analysis ( 2 papers, 5%) and on tools (6 papers,

14%). Architecture-based papers are also subclassified as IaaS

(7 papers, 16 %), PaaS (3 papers,7 %), SaaS (1 paper,2 %), and

other categories (2 papers, 5%). And also, the papers reporting

the challenges were also categorized into papers reporting

on predictable execution challenges (3 papers,7%), resource

provisioning challenges (2 papers, 5%), QoS issues (1 paper,

2%) and connectivity problems (1 paper, 2%).

We have also created a grouping of papers based on

contribution type. The results are detailed in Table IV and

show a distribution of 29% of papers based on model (15

papers), 4% on process (2 papers), 29% on methodology (15

papers), 10% on tool (5 papers), 2% concept-based (1 paper),

2% survey-based (1 paper), 2% metric-based (1 paper), 10%

based on architecture (5 papers) and another 13% based on

implementation (6 papers).

A. Mapping study results

We have done a deeper analysis on 44 papers which we

have selected for the mapping study. Our approach consisted

of identifying the major contributions of the papers and then

classifying it based on our classification scheme, the scope of

research and approaches. We also proceeded to analyze the

results of the articles and then checked whether the results

are experimentally validated or not. In each of the paper, we

also tried to identify the limitations or constraints encountered

in following a particular methodology. This approach helped

us to efficiently structure the research results within the

area of real-time cloud computing and assisted us further in

identifying the research gaps in the area. The research gaps

identified will definitely pave the way for future researches

in this area. The major research gaps which we identified

are discussed in the next section. Due to space constraints,

we discuss the results briefly here, however the extensive

mapping study results, including the review of each paper

with a focus on the problem addressed, the scope of the

approach, limitations/constraints and results of the validation

of the approach can be accessed online 1.

B. RQ1 - Software techniques for real-time systems

We found 22 papers addressing software techniques for real-

time systems of which many point to the problem associated

with real-time task scheduling while still maintaining energy

efficiency. Various techniques such as combining Earliest

Deadline First (EDF) with First Come First Served (FCFS)

[4], using a Paused Rate Monotonic (PRM) scheduler [5], and

improving EDF by adding laxity as a parameter to the algo-

rithm [6] are examples that demonstrate novel ways to improve

real-time performance of cloud systems by altering existing

algorithms. In another interesting work, the authors suggest

creating new scheduling algorithms such as the two-tier coop-

erative task scheduling approach [7], working on preemptive

online scheduling for tasks [8], allocating resources for tasks

based on profit and penalty [9] and particle swarm optimized

scheduling [10]. Finally, Chen et al. [11] address the issue

of uncertainty in a computational environment by implement-

ing an algorithm named Proactive and Reactive Scheduling

(PRS) which handles real-time tasks and outperforms other

related algorithms. In contrast, Huynh et al. [12] implement

the Cost-Efficient Real-time Application Scheduling (CERAS)

algorithm which creates a schedule according to the trade-off

between response time and cost efficiency.

1https://github.com/hylz/Mapping
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Scheduling also enables efficient resource allocation. Yuhan

Du and Gustavo De Veciana [13] show that it is possible to

make substantial resource savings by prioritizing tasks which

have the largest QoS deficits. Tsai et al. [14] propose a model

on how to partition databases to achieve full isolation of a

system. In addition, Mora et al. [15] developed a framework

for using remote computing resources to meet real-time sys-

tems constraints and it proved to be a simple way of creating

task schedules with remote resources. Chawarut and Woraphon

[16] present a CPU re-allocation strategy that improves energy

management and execution time of tasks. Finally, Hoffert et

al. [17] investigate on how to apply autonomous configuration

of a fog environment using the ADAptive Middleware And

Network Transports (ADAMANT) framework, which is based

on the available computing resources. Virtualization for cloud

services is also a common theme among these references, as

it often provides some level of task isolation. Wu et al. [18]

proposed a mechanism for the Xen hypervisor to provide better

guarantees to real-time constraints in cloud-based systems.

In another study, Lundberg and Shirinbab [19] analyze how

current real-time theory can be applied to cloud services in

a virtualized environment. Other work include investigating

the energy efficiency [20] of virtualized environments and

those focusing on minimizing the energy consumption [21]

while maintaining a probabilistic behavior. However, using a

virtualized environment often comes with migration overhead.

Zhang et al. [22] worked on this aspect and propose a schedul-

ing algorithm which outperforms other algorithms in terms

of energy efficiency while maintaining deadline guarantees

without migration overhead. Understanding the resource usage

in a cloud environment is a critical aspect, as it enables

optimization of previously unknown bottlenecks in a system.

Alhamazani et al. [23] implemented a cross-layer benchmark

for cloud environments which can be used for ensuring run-

time QoS. Kyongo et al. [24] extended the benchmarking by

monitoring virtual resources to improve real-time properties

such as jitter, latency and scalability, which was shown to

outperform the previous “REST-ful´´ monitoring approach.

Resource allocation can also be critical to real-time cloud

systems, as shown by Kumar et al. [25] whom create a

novel method for allocating resources efficiently. Other papers

related to RQ1 addresses real-world scenarios where real-time

cloud applications are necessary. Krishnappa et al. [26] finds

the ExoGENI algorithm to be most feasible for handling large

scale weather forecasting data sets in real-time. Lin et al. [27]

show how it is possible to create real-time carpool services

using a mobile client and a global cloud carpool system.

Finally, Esen et al. [28] investigate the Control as a Service

model for handling real-time constraints in autonomous cars.

C. RQ2 - Cloud architectures specific to real-time systems

The IaaS layer uses the hardware of cloud machines, and

hence it can become tricky to guarantee real-time constraints

due to the heterogeneity of a chip as well as resource

contention of multiple cores. Cordeschi et al. [29] discuss

and validate that hard-real time capabilities of cloud systems

using a virtual machine that is achievable through a dynamic

trade-off. Real-time systems may also need fault tolerance,

hence, Kumar et al. [30] implement the High Adaptive Fault

Tolerance in Real time Cloud computing (HAFTRC) model

that successfully makes a more reliable system by selecting

the most reliable virtual machine according to the reliability of

the Random Access Memory (RAM), Million Instructions Per

Second (MIPS), bandwidth, cloudlets, and more. Mohammed

et al. [31] take another approach and optimize the success

rates of virtual nodes and machines ultimately leading to faults

being repaired before deadline misses occur. Hypervisors make

the core of a virtualized environment, but cannot be run with

real-time compatibility and Xi et al. [32] developed the RT-

openstack to co-host real-time- and regular operating systems.

Furthermore, Denizak and Bak [33] investigate how cloud can

be used in real-time and how it can be used to satisfy all user

needs by implementing an iterative algorithm on a distributed

architecture. Finally, Dutra Ös and Bressan [34] proposed an

IaaS based community cloud architecture that ensures real-

time properties through scheduling.

Managing multimedia content often include work intense

calculations over large-scale data-sets. Therefore, cloud com-

puting can often be applied to increase the performance of such

applications while potentially maintaining real-time perfor-

mance. Boniface et al. [35] suggest a PaaS architecture model

to handle scenarios such as augmented reality while providing

which include metrics such as QoS specification, event predic-

tion, and dynamic Service Level Agreement (SLA) navigation

to ensure real-time execution. Von Söhsten and Murilo [36]

suggested an approach combining windows Azure and Emgu

CV, proving it is possible to effectively utilize cloud-services

for face recognition. Wang et al. [37] investigated on creating

real-time networks for vehicular systems using a three-tier

V-cloud architecture to achieve real-time performance for

systems that include actuator units, communication media and

server media and Piyare et al. [38] suggest a platform to easily

integrate wireless sensor networks in to the cloud. Belli et al.

[39] present a graph-based cloud architecture [39] which is

shown to produce a decreased delay in real-time streams.

D. RQ3 - Challenges for real-time in cloud environments

Our last research question focuses on finding papers re-

lated to future challenges for achieving real-time capabilities

in cloud environment. One major challenge which has not

yet been completely solved is the shared internal memory

for multiple cores. Xu et al. [40] present a cache-aware

compositional analysis technique, used for timing analysis of

components scheduled on a multi-core platform. The results

show a significantly improved resource bandwidth usage as

well as a reduced cache miss ratio. With similar goals, Zhang

et al. [41] propose a distributed layered cache hierarchy built

on the Hadoop Distributed file system for real-time cloud

services, maintaining a hit-ratio of 95%. Hoon et al. [42], [20]

take one leap ahead and focus on the virtual machine domain,

where a real-time cloud service framework is suggested for

requesting virtual platforms, which is validated by evaluating
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simulations of power-aware real-time services. Other domains

include health-care, where the data from patients in the critical

care unit needs to be handled in real-time. McGregor [43]

investigates this issue by using the Artemis cloudsuite to

enable multidimensional real-time analysis of data.

Other relevant papers consider every-day scenarios such

as online shooter gaming [44], Netflix streaming [45] and

real-time collaborative editing [46] where a non-deterministic

timing behavior may not cause great harm but nevertheless

cause user experience to falter.

Moreover, Garcı́a-Valls et al. [47] performed a similar map-

ping study on identifying technical challenges in supporting

real-time applications in cloud technologies. The authors con-

clude it is hard to achieve time-predictability within virtualized

cloud systems due to the limited access to the hardware. This is

the only mapping mapping study that we could retrieve with

our search string. Garcı́a-Valls et al. was the only mapping

study found using our defined search query.

E. Discussion

In this section, we detail about the potential research gaps

that we have identified based on our mapping study.

1) Lack of unified methods and integrated architecture
support for achieving real-time cloud services: The existing

research work in the area of real-time cloud architectures and

methodologies lacks a unified approach or architecture which

can be used to reliably host real-time applications. Though

most of the existing work is aimed at altering the existing IaaS

platform to suit the real-time functionality, we could not find

an approach integrating the various platforms like IaaS, PaaS,

SaaS, which we believe is very essential to further exploit the

advantages of real-time cloud.

2) Problems hindering the predictable execution of tasks
in cloud platform: Cloud platforms offer a lot of challenges

while integrating it with real-time computing environment.

Practically, all real-time safety critical applications demand

high performance computing where performance sustainabil-

ity, resource guarantees, and timely guarantee for results are

highly essential, and cloud environment is simply not designed

to handle all of these. Therefore, the use of cloud for hosting

hard real-time applications is still beyond realities. These

issues become more troublesome in a multi-core environment,

where it is very complex to handle virtualization and multicore

timing.

In addition to these issues, cloud has a sub-optimal physical

topology intended to accommodate a large number of appli-

cations, which gives rise to performance penalties, that cannot

be accommodated in real-time computing. It is also complex

to account for the delays in the provisioning of resources and

virtual machines to ensure predictability. Although some work

has proceeded in this direction, they need to mature a lot to

use it for practical applications.

3) Lack of efficient methods for identifying QoS based
degradation in real-time cloud services: Yet another important

concern is maintaining the desired QoS for real-time cloud

services. There are a lot of QoS issues that need to be handled

in a real-time scenario. For e.g, ensuring fairness when a

service goes down, especially when you use it as a pay as you

go manner, is very difficult and is a serious problem for all soft

real-time applications in cloud. Moreover, achieving scalability

of real-time online interactions in cloud is a complex concept.

There are also many other issues, e.g., effectively managing

power in the systems in data-centers while they are used

for real-time applications, improving the performance of file

access in order to simultaneously retrieve a large amount of

data for achieving real-time cloud services etc., which need

to be investigated beyond the scopes of the present literature,

before which the potential of cloud computing cannot be fully

utilized to host real-time applications.

IV. CONCLUSION

In this paper, we have conducted a systematic mapping

study of real-time cloud services to structure the research re-

sults and establish detailed state-of-the-art research effectively.

Our mapping study could identify some potential research

gaps in the existing literature. The major issue which we

found is the considerable lack of efficient works in this area

that can serve as a base for future researches. Almost all of

the existing works are fragmented, with no support for an

integrated architecture for achieving predictability of cloud

services. We earnestly hope that the future works in this area

will definitely proceed in these directions and address the

existing challenges.
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