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ABSTRACT

To meet the demands of future automation systems, the architecture of traditional control systems such as the industrial robotic systems needs to evolve and new architectural paradigms need to be investigated. While cloud-based platforms provide services such as computational resources on demand, they do not address the requirements of real-time performance expected by control applications. Fog computing is a promising new architectural paradigm that complements the cloud-based platform by addressing its limitations. In this paper, we analyse the existing robot system architecture and propose a fog-based solution for industrial robotic systems that addresses the needs of future automation systems. We also propose the use of Time-Sensitive Networking (TSN) services for real-time communication and OPC-UA for information modelling within this architecture. Additionally, we discuss the main research challenges associated with the proposed architecture.
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• Computer systems organization → Cloud computing: Robotics: Robotic components.
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1 INTRODUCTION

Industrial robots have become an integral part of the industrial automation environment with traditional application areas such as spot welding, spray painting and machining [7]. Currently, each robot comes with a dedicated controller that provides motion control, programming interfaces and physical interfaces for integrating field devices such as sensors and actuators via industrial networks [4].

The controller is designed to meet the real-time constraints demanded by motion control algorithms as well as real-time requirements of industrial networks. These controllers, however, have fairly limited computational resources restricting the integration of complex functionality such as image processing, multi-robot motion control and other complex applications [24]. Although multi-robot motion control within a single controller is possible with solutions such as ABBs multimove functionality, the number of robots that can be controlled is still limited. Additionally, flexible production requirements of future automation systems impose demands such as firmware updates and hardware maintenance without any production downtime [6]. Meeting such requirements within the existing architecture is non-trivial. Supporting the required infrastructure for augmented reality based immersive human-machine interaction concepts as shown by Paelke et al. [17] and Guhl et al. [8] will also require significant computational capacity and communication bandwidth. While increasing hardware capabilities within the controller can be presented as a solution, this only addresses some of the concerns, validating the need to investigate cloud and fog-based architectures.

While cloud computing offers significant computational resources on demand, it does not guarantee real-time performance as required by traditional control applications [3, 5, 9]. Fog computing [26], is a new paradigm that allows utilization of computational resources near the edge of the network close to the source of the data. It introduces an intermediate layer between the cloud and the end devices that consists of a number of devices, called fog nodes, that are interconnected to form a network and these devices offer their computational resources (e.g., CPU, storage), for use by applications within this network. While the well established cloud computing paradigm provides services ranging from collection of historical data to big data analysis, fog computing complements the cloud functionality by providing local data processing. This capability, along with real-time communication mechanisms such as TSN [20], enables the fog-based architecture to provide predictable communication times.

Authors of [11, 15] have discussed fog-based solutions for general robotic systems and highlighted the advantages of using fog-based architecture for such applications. While Hao et al. [10] provided a generic software architecture for fog computing, Faragardi et al. [3] provided a time predictable framework for a smart factory integrating the fog and cloud layers. Skarin et al. [22] developed a test bed to study the feasibility of a fog-based approach for control applications, while Pallasch et al. [18] and Mubeen et al. [16] showed...
the feasibility of using an edge based solution for combining cloud and field devices. Vick et al. [1] presented the concept of “Using OPC-UA for Distributed Industrial Robot Control”.

Based on the evidences provided by the above studies, in this paper, we propose the “Fogification” of industrial robotic system architecture to enhance the capabilities of industrial robotic systems by taking advantage of the fog computing paradigm. We use the term “Fogification” to define the integration of fog computing platform within industrial systems such that they benefit from the low-latency, distributed fog based resources within the local networks as well as from the high performance cloud computing environment. In order to highlight the advantages of using the fog-based architecture for industrial robotic systems, we analyse the existing architecture and identify its main limitations. Based on these limitations, we introduce a fog-based architecture for industrial robots and we identify the main research challenges associated with the proposed architecture.

2 EXISTING SYSTEM ARCHITECTURE

A single industrial robotic system typically consists of a mechanical unit called the manipulator, a controller, and a graphical controller interface device (see Fig. 1). The controller is the main processing unit that executes the control algorithms for robot motion. It also provides mechanisms to program the robot motion and to configure any additional behaviour required within the robot environment. The controller also provides multiple communication interfaces for interaction with fieldbus networks and the enterprise network including cloud based services.

In a multi-robot system, a number of robots are programmed together to accomplish a process application such as welding and painting. Here, the individual controllers are connected to each other to form a local network. To ensure synchronisation between different controllers, a fieldbus network and a PLC is utilised.

2.1 System Components

In this section, we give a brief overview of the different components of the current robotic system as shown in Fig. 1.

2.1.1 Manipulator. The manipulator is the mechanical arm with varying degrees of freedom.

2.1.2 Controller. The controller is responsible for controlling the manipulator motion and providing required interfaces for interaction with the robot environment such as other robot controllers, devices such as PLCs, conveyors and other sensors and actuators.

2.1.3 Teach Pendant Unit (TPU). The TPU acts as the human machine interface device for the controller. It is physically connected to the robot controller and can be used to manually move the manipulator, to configure different parameters of the system and to visualise the current state of the system via the device display.

2.1.4 Programmable Logic Controllers (PLC). The PLCs are used for controlling the synchronisation and coordination between different devices within the robot environment.

2.1.5 Sensing Devices. Sensing devices are used to provide information about the robot environment. These are connected to the controller via industrial networks or PLCs.

2.1.6 PC Software. The PC software provides visualisation, simulation, configuration and editing tools for robot programming and monitoring.

2.1.7 Cloud. The controllers are capable of connecting to the cloud services where data from the controller is stored and used for analysis. Currently, the cloud services are mainly utilised for collecting system data and not for control.

2.2 Classification of Controller Functions

The functionality of the existing controller firmware can be classified under three main categories, i.e, control, configuration and communication.

2.2.1 Control. The control functionality is responsible for path planning, trajectory generation and low level control [14] and it requires real-time capabilities from the system. Currently, the controller system provides real-time guarantees via a real-time operating system.

2.2.2 Configuration. The configuration functionality allows the users to configure the system behaviour such as defining the maximum speed of the robots and providing information about the robot environment in terms of available sensors and the connected networks. The configuration functionality does not require real-time guarantees and is usually carried out offline while the system configuration is updated when the manipulators are not in motion.

2.2.3 Communication. The communication functionality refers to user interaction features such as the robot programming language, the interface for the teach pendant unit, communication with different field devices via fieldbus networks and connectivity to enterprise networks and the cloud services. These communication functions impose both real-time requirements as well as non real-time requirements on the system. Connectivity to fieldbus interfaces, for example, requires real-time guarantees while the connectivity to enterprise networks can be non real-time.

2.3 Limitations

The existing architecture relies heavily on the controller component to achieve the functional behaviour of the system. In addition
to limited resources on the controller, the existing architecture has certain limitations in terms of supporting flexible production requirements of future automation systems [6]. Some of the key limitations are discussed below.

L1: Computational Resources - The available computational resources within the existing controllers are not sufficient for the implementation of complex functionality. For example, computationally demanding tasks such as image processing when using vision based sensors cannot be carried out within the controller due to the limited resources.

L2: Fleet Management - In the existing setup, introducing new functionality or improving performance of the existing system via over the air software updates is limited since doing so requires production downtime. Also, controllers have limited connectivity to networks outside the factory environment, restricting the robot vendors from updating the controller firmware.

L3: Environment Interaction - Currently, the data from advanced sensors such as cameras is not directly shared with all the controllers which are part of the same environment. Normally, another computer is necessary to do the pre-processing. This can introduce latencies and affect the ability to have comprehensive information for better path planning and control.

L4: Hardware Dependency - The controller firmware is designed to make optimal use of the available controller hardware. Replacing the hardware with different hardware without significant changes to the controller firmware is non-trivial.

L5: Connectivity - In order to support communication with various industrial networks along with enterprise and cloud connectivity, the controllers need to provide multiple communication interfaces. Maintaining multiple interfaces increases the total system cost. Additionally, the current solutions do not allow for a seamless communication of the mobile platform, and they are typically based on wired, rather than wireless connection.

3 FOG BASED SYSTEM ARCHITECTURE

In the fog-based system architecture, we propose the utilisation of the fog layer as the computational platform and TSN [20] as the communication mechanism for both fog-to-fog communication as well as fog-to-field communication. To support a standard mechanism for information exchange, we propose the use of OPC-UA data modelling standards [1]. We describe the key components of the architecture in Fig. 2.

3.1 Computational Platform

In the fog-based system architecture, the controller functionality is provided by a fog-based computational platform. This platform will provide the required computing capacity to execute the system functions. Fig. 2 shows the fog-based system architecture. Here, the controller component is replaced by the robot drive system and the entire controller functionality is moved to the fog layer. Replacing the individual controllers with a fog-based platform provides multiple advantages, such as compute capacity on demand and additional storage. This addresses limitation L1. The robot application manager, as shown in Fig. 2, acts as an orchestrator that distributes the controller functionality within the fog layer and manages the firmware updates by interacting with the cloud layer. It stores the updates in one of the fog nodes and applies these changes to the system when it is idle, addressing the limitation L2.

3.2 Communication Interfaces

System components such as the manipulator and the TPU, which are normally physically connected to individual controllers, will form a local network with the fog platform via TSN [20]. Also, field level sensors that are normally interfaced via fieldbus networks and connected to individual controllers will now be connected via the TSN network to the fog platform. It can also be possible to integrate the fieldbus network to the fog platform via gateways. The information from such sensors can now be shared by different applications running on the platform for improved system performance, addressing the limitation L3. Using OPC-UA standards for data modelling will provide a standard mechanism for information exchange, replacing the multiple communication protocols currently used, addressing a part of the limitation L5.

3.3 Software Deployment

To execute the controller functions in the fog layer, the application needs to be designed such that it is hardware agnostic, addressing the limitation L4. In the new architecture, we propose the use of a service oriented approach to meet the functional requirements [1]. For example, the robot program interpreter can be deployed as an independent service that can execute on one of the fog nodes. The trajectory generator, waiting for the input from the robot program interpreter, executes on another node within the network, while the low level control component is executing on yet another node. The real-time communication interface, responsible for data exchange with the sensors and actuators, can run as a background service, which can be subscribed to by other services for data manipulation and control activities. An important assumption we make here is that the real-time requirements of all the above components can be met.
4 RESEARCH CHALLENGES

Introduction of fog computing in the proposed industrial system architecture brings a myriad of research challenges that needs to be addressed. The need to meet the extra-functional properties of the system, such as safety, security [21], availability and reliability [20], makes the deployment of fog computing complex and needs many considerations.

In this section, we identify some of the research challenges that must be addressed in order to build the proposed industrial robot system.

4.1 Orchestration and Inner Fog Architecture

The fog layer is a distributed environment consisting of many heterogeneous fog nodes offering their computational capacity. For an efficient use of the resources, a fog orchestrator needs to be defined. Fog orchestration [25] is a key component that partitions the workload between fog nodes, keeps track of available resources, cooperates with the cloud and manages unexpected situations that occur in the fog layer. Choosing the right orchestration techniques is crucial as it affects the behavior of the entire system. Here, the challenge is to find an appropriate architecture, in a holistic way, that will meet all the functional/extra-functional requirements of the presented industrial system.

Skarlat et al. [23] proposed a hierarchical approach where fog orchestrator manages a fog colony (logical unit of fog devices) and divides work among this fog colony, neighbouring colonies or cloud. Whereas in [12], the fog orchestrator works only as a workload balancer that couples a fog node with a device requiring computational resources. Nodal collaboration [13] defines how fog nodes communicate to each other. It provides two basic models: peer-to-peer, where each node can directly communicate to each other, and the client-server model, where there is a hierarchy of servers providing services and client nodes consuming them.

4.2 Real-Time Guarantees

The proposed system must meet strict timing constraints and these constraints are valid for both the computation time and data transmission time in the network. Therefore, we need to find appropriate scheduling and analysis mechanisms for the conjunction of both the computational and the transmission part. The data transmission time can be bounded by use of TSN. Pop et al. [20] proposes the use of TSN in fog Computing, whereas in the paper [19], optimization strategies for TSN are shown.

Additionally, the problem of variable timing constraints during the operational process needs to be tackled. For example, the robots may require control instructions at changeable rates, i.e., complex small-grained movements or movements at high speed demand instructions at high rates, while slow speed motions need lower pace of instructions from the Trajectory Generator.

4.3 Resource Isolation and Virtualization

In the fog layer, the concurrently running applications may influence each other, especially during high utilization. It is given by the fact that the fog nodes are realised using common hardware, utilizing common resources as system buses, CPUs and memory. A proper mechanism that ensures that a number of concurrently running application on a single fog node do not interfere with each other in an unpredictable manner must be designed. Additionally, the applications must finish the computation within a given time and improper isolation of resources may introduce unpredictable delays and affect the timing requirements. Moreover, failure of an application must not lead to failure of other applications running on a single node.

4.4 Resource Estimation and Workload Optimization

To ensure real-time performance, a proper analysis of the system must be done to estimate the resources necessary for an application. Also, the system workload can vary significantly depending on the applications running at any given time. Appropriate strategies to deal with these situations must be developed. One of the solutions can be dynamical provisioning of fog nodes [2], where, if the workload is high (or is predicted to be high), additional fog nodes are started up.

4.5 Monitoring and Optimization

The architectural transition from a dedicated controller to the whole distributed layer of fog nodes introduces additional complexities to the robot control. There may be errors in the system due to faulty resource allocation, faults in communication between the robots and the fog, faults in communication between fog nodes and in virtualization, etc. Thus, the whole fog layer needs thorough monitoring to enable traceability of functional/non-functional properties of the system to address the errors due to these faults. Additionally, monitoring is a key component to enable optimization and dynamic reconfiguration of the fog layer.

4.6 Safety

The system should identify and recover from unexpected states caused by failure of fog nodes (hardware or software) or communication links. Employing a single orchestrating node that manages the whole fog network introduces a single point of failure that may paralyze the whole fog layer and affect the safety of the system. Techniques to address such scenarios need to be investigated.

4.7 Security

The use of fog computing allows centralized updating and deploying applications in the fog environment. An attacker can remotely take over the manufacturing process and make the system unsafe. This may be a potential security risk that must be taken into account. Therefore, a proper access control and intrusion detection mechanism must be implemented at different layers of the architecture.

5 CONCLUSION AND FUTURE WORK

The traditional robot system architectures need to evolve to a new architectural paradigm to meet the demands of flexible production environments. The proposed fog-based system architecture addresses such demands while introducing new research challenges that need to be addressed. In our future work, we intend to address the research challenges associated with the fog-based architecture.
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