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Abstract. This paper describes a postdoctoral research aiming at improving the
design of high-performance automotive systems through automation by model
transformations. The main goal of this research is to enable early timing verifi-
cation and feedback loops between verification and design of high-performance
automotive systems. The research described in this paper is framed within the
Swedish research project Automation in High-performance Cyber Physical Sys-
tems Development. More information about the project can be found at the fol-
lowing link: http://www.es.mdh.se/projects/520-Automation_
in_High_performance_Cyber_Physical_Systems_Development
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1 Introduction
The terrific data-throughput induced by contemporary vehicle functions is bringing au-
tomotive systems in the era of high-performance computing (HPC) [21]. In the automo-
tive domain, HPC is realised by employing heterogeneous hardware platforms being a
combination of certified real-time micro-controller units and general purpose HPC pro-
cessors and accelerators (e.g., graphics processing units (GPUs), field-programmable
gate arrays (FPGAs), etc.) [14]. However, when several computational units are put to-
gether on a single board, a crucial challenge arises that is how to use the enormous
computing capabilities, while still meeting the system timing requirements. Timing
verification is crucial for the development and safety certification of automotive sys-
tems, and real-time systems in general, as it provides evidences that their output will
be delivered at the time that is suitable for the environment they interact with [19].
Schedulability analysis is a priori timing analysis technique which provides evidence
on whether each function in the system is going to meet its timing requirements [19].
However, schedulability analysis for high-performance automotive systems is compli-
cated by peculiar issues of heterogeneity such as allocation of computations to compu-
tational units. Allocation of computations to computational units might be an extremely
tedious task as its optimisation often involves investigating the whole space of pos-
sible allocations, which is typical infeasible without automation support. Nowadays,
there is little to no automation support in the development of high-performance auto-
motive systems and allocation of computations to computational units is mostly done
manually, which makes it tedious, error-prone and inefficient. One way to introduce
automation in the development of high-performance automotive systems is by means
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of model-based techniques that is (meta)modelling and model transformations [17].
Models can be employed for representing the automotive software architecture and its
timing-related properties while abstracting away from platform-specificity [7] Model
transformations can provide automation support to schedulability analysis by automat-
ically generating the design space of possible allocations [18].

In this paper, we describe a postdoctoral research aiming at improving the design of
high-performance automotive systems through automation by model transformations.
The main goal of this research is to enable early timing verification and feedback loops
between verification and design of high-performance automotive systems. This research
draws on and extends our framework for the development and architectural exploration
of system-designs with temporal awareness described in [6].

Fig. 1: Workflow of the proposed framework

Fig. 1 depicts the workflow of the proposed framework. In particular, the engineer will
represent the automotive software architecture and its timing related properties in terms
of platform-agnostic structural and behavioural models, first. The execution platform
will be described in terms of structural models, too. Model transformations will auto-
matically generate models with allocation information suitable for timing analysis and
simulation. Schedulability analysis will provide early feedbacks on the timing compli-
ance of the automotive software architecture while model-based simulation will provide
feedbacks on its behaviour. As there might be several options for mapping software to
hardware, models transformation might generate several models entailing unique and
meaningful allocations. Eventually, the results of the schedulability analysis and the
simulation will be handed to the engineer for enabling feedback loops between the ver-
ification and the design.

The remainder of this paper is as follows. Sec. 2 describes the the research line
for this work. Sec. 3 presents existing related approaches documented in literature and
compares them to our solution. Sec. 4 describes the steps we are plan to follow for
carrying out this research effort.

2 Research Line
Towards the fulfilment of the research goal, we have identified the following research
challenges (RCs) to be tackled.
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RC1: Extension of modelling languages. Current industrial automotive modelling
languages (e.g., EAST-ADL [10], RCM [5]) provide limited to no support for devel-
oping high-performance automotive systems. Timing verification suffers from this lack
of support. Here the challenge is to extended these languages for allowing the mod-
elling of automotive HPC platforms while ensuring backward-compatibility. Providing
answers to this challenge is the key for enabling model-based timing verification.

RC2: Automation for timing verification. Current industrial timing verification tech-
niques provide limited to no support for HPC computing platforms. What is more, they
rely on allocated models. Here the challenge is to use model transformations for en-
abling automatic allocation of computations to computational units. Providing answers
to this challenge will enable early timing-verification for high-performance automotive
systems. This challenge can be broken down into two sub-challenges.

RC2.1: Automation for simulation-based assessment of timeliness. Here the chal-
lenge is to simulate HPC platforms and timing-related properties.

RC2.2: Automation for timing analysis. Here the challenge is to generate all the
meaningful models entailing unique allocations of computations to computational units.

RC3: Automation for back-propagation. Early timing verification can be very ef-
fective if the results are used for enabling timing-aware design decision [11]. Here the
challenge is to collect the timing verification results and to unveil them to the engi-
neer. Providing answers to this challenge will enable timing verification in a continuous
software development setting.

3 Related Work
In the last decades, a plethora of automotive-specific modelling languages and model-
based methodologies for the software development of automotive systems have been
proposed.

EAST-ADL is an architecture description language for the specification of auto-
motive electronic systems [10]. It leverages a multi-layer approach, where each layer
describes the vehicular system at a different abstraction level and from a different per-
spective. The last layer is usually delegated to domain-specific languages (DSL), no-
tably AUTOSAR, RCM, and so forth. AUTOSAR was born as an industrial initiative
to provide a standardised software architecture to EAST-ADL [9]. AUTOSAR has been
continuously updated and refined: AUTOSAR 4.0 includes support for multi-core plat-
forms. However, such a support mainly focuses on the adaptation of the AUTOSAR
run-time support rather than allocation of computations to computational units. Cur-
rently, AUTOSAR does not support modelling of automotive systems on HPC plat-
forms. Based on AUTOSAR, a number of frameworks for the specification of timing-
analysis have been proposed [20] [12]. However, these frameworks do not support au-
tomatic allocation. What is more, these frameworks can not provide early precise tim-
ing analysis and enable feedback loops. Rubus Component Model (RCM) is a mod-
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elling language developed by Arcticus Systems AB and supporting the development of
resource-constrained, real-time embedded systems [5]. Through the years, it has been
mostly adopted within the vehicular domain by several national and international com-
panies (e.g., Volvo Construction Equipment, BAE Systems, etc.). Currently, RCM does
not support modelling for automotive systems on HPC platforms. Based on RCM, the
work on [15] leverages high-precision timing analysis at system level. However, the
approach is fully manual and the timing analysis only support homogeneous platforms.

Given the ubiquity of software, there exists a corpus of literature devoted to the de-
sign of embedded systems and posing a special focus to timing requirements. AADL
is an architecture description language conceived for the avionic domain, but it has
been increasingly used for modelling embedded systems in general [16]. Currently,
AADL provides no support for automatic allocation and for the modelling of HPC plat-
forms. Several research works are based on the use of general-purpose languages such
as UML as alternatives to domain-specific languages. CHESS is a UML-based cross-
domain approach for designing complex component-based embedded systems [8]. It
allows to model a software system and its target platform(s). Moreover, it provides
dedicated packages for specifying properties relevant to timing and dependability anal-
ysis. CHESS supports multi-core target platforms, but not HPC ones. GASPARD is a
UML-based framework for the design of parallel embedded systems [4]. It prescribes a
workflow made-up of subsequent analyses and refinement steps, from higher to lower
abstraction levels. GASPARD focuses on complementary non functional properties than
timing. In recent years, several approaches dealing with complex software systems de-
velopment by adopting multi-paradigm modelling techniques and leveraging simulation
mechanisms to perform early analysis of systems have been proposed [13]. However,
they do not support HPC platforms.

There are several ongoing Swedish and European research projects addressing the
software development of high-performance cyber-physical systems. DPAC is a Swedish
research project which aims at providing dependable platforms for computer-controlled
functionality in autonomous systems [1]. It targets software development and execution
of embedded systems, but its main focus is dependability. PANORAMA is a European
project focusing on model-based methods and tools for mastering the development of
heterogeneous embedded hardware and software systems in the automotive and avion-
ics domains [3]. HERO is a Swedish research project focusing at providing a framework
for enabling development of optimised parallel software [2]. One of the main goals of
HERO is to define a language for writing parallel software. However, this is comple-
mentary to the goal of this research effort.

4 Roadmap
We have divided this research effort into 6 project phases (PPs), as follows.

PP1 - Identification and specification of requirements and use cases. In this PP,
we will work together with our industrial partners (e.g., Volvo Group Truck Technol-
ogy and Arcticus Systems) for identifying the industrial requirements and use-cases for
this research effort.



Boosting the Development of High-performance Automotive Systems 5

PP2 - Identification of modelling concepts for high-performance vehicular systems.
In this PP, we will investigate the extensions of industrially relevant automotive-specific
modelling languages (e.g., EAST-ADL and RCM) with concepts for representing the
software architecture, timing-related properties, platform and allocation information of
high-performance automotive systems. We will validate the proposed extensions using
the automotive use cases identified in PP1. This PP will provide solutions for RC1.

PP3 - Automation for simulation-based assessment of timing. In this PP, we will
work together with our industrial partner Volvo Group Truck Technology for extending
their simulation framework. In particular, we will investigate the use of model transfor-
mations for the generation of simulation-ready models. Volvo Group Truck Technology
will be responsible for the validation of the proposed extension. This PP will provide
solutions for RC2.1.

PP4 - Automation for timing analysis. In this PP, we will work together with our in-
dustrial partner Arcticus Systems AB for extending their schedulability analysis frame-
work with a plugin able of generating all the meaningful models entailing unique al-
locations. Arcticus Systems AB will be responsible for the validation of the proposed
extension. This PP will provide solutions for RC2.2.

PP5 - Feedback loops. In this PP, we will investigate which information should be
propagated back and how to unveil such an information to the engineer. This PP will
provide solutions for RC3.

PP6 - Validation and dissemination of results. In this PP, we will carry out a set
of cross-cut activities for the dissemination of the results as well as for the validation of
the proposed methodology. In particular, the validation will use the use cases identified
in PP1.

This research effort will span over two years from 1st April 2019 to 31st March 2021.
PP1 will start in April 2019 and will have a duration of three months. PP2, PP3 and PP4
will have a duration of six months each and will start in June 2019, November 2019 and
April 2020, respectively. PP5 will start in September 2020 and will have a duration of
four months. The dissemination activities in PP6 will be carried out in correspondence
of termination of each PP. While we are planning to have evaluation activities in each
PP, the evaluation of the whole methodology will be done in PP6 and will have a du-
ration of three months, from January to March 2021. We are not planning to run more
than two technical PPs in parallel.
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