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Abstract
The development of system-of-systems (SoS) requires a continuous interplay between design

decisions on the SoS level and those on the level of its constituent systems (CS), which often preex-

ist andneed tobeadaptedas theSoSevolves. This involvesnotonlypreparing theCS toparticipate

in a particular SoS, but also designing the CS architecture to make it easily adaptable to a future

SoS context. The problem is in part addressed in an emerging SoS framework in themanufacturing

domain called Industry 4.0. It focuses on connected and digitalized production with the ambition

of increasing flexibility and efficiency. This paper investigates how Industry 4.0 standards can be

used in an SoS context to make CSmore flexible and adaptive, and evaluates their usefulness out-

sidemanufacturing. The study is basedona case fromthe constructiondomain, forwhich a generic

SoS architecture is developed. Several extensions and adaptations of Industry 4.0 are suggested,

including specifications of ontologies for missions andworkflows.
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1 INTRODUCTION

A system-of-systems (SoS) is composed of a number of constituent

systems (CS) that have a degree of operational and managerial

independence.1 Often, these CS are preexisting, and need to some

extent to be modified to allow them to become members of the SoS.

The integration of CS is a well-known challenge, or “pain point,” in SoS

engineering.2 This challenge needs to be addressed when designing a

new SoS, or evolving an existing one. The issue then becomes how to

adapt a particular existing system so that it can become a CS, and this

requires by necessity-specific solutions based on the existing design

of the system and the SoS. There is therefore a continuous interplay

between the architecting of the SoS as a whole, and the architecting

of the independent CS. Additionally, as SoS become increasingly com-

mon, it is interesting to consider practices to make a system adaptable

and interoperable from the start, in order to reduce the effort of later

making it a CS of a particular SoS.
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In a sense, this question is addressed by the upcoming standards

applying the ISO15288 on CS3 and SoS.4 However, their focus is on

what processes and activities organizations need to put in place in

order to successfully support SoS and CS over their life cycles. Equally

important is to have good architectural patterns and standardized

technical building blocks on these two levels, which can be used in the

design of a system to make it flexible enough to easily become a con-

stituent of a yet unknown SoS, and to prepare an existing system to

become a constituent of a given SoS. Such patterns and building blocks

are themain topic of this paper.

1.1 SoS inmanufacturing

The adoption of SoS is rapidly spreading to more and more domains

(even though it is often referred to by other terms than SoS), as the

digital transformation of society continues. One area that is making

considerable efforts is manufacturing, where cyber-physical systems
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is sometimes seen as the fourth industrial revolution, or Industry 4.0

(I4.0), where the first revolutionwasmechanization powered by steam

engines; the second was mass production powered by electrification;

and the third was the introduction of computers.5

The key principles behind I4.0 as it is being implemented are inter-

connection, information transparency, decentralized decisions, and

technical assistance for human operators.6 All parts of the manufac-

turing chain should be connected, have common datamodels, and pro-

vide services to each other.7 To enable this, a standardization effort is

ongoing, which, among other things, covers an architecture framework

for I4.0-based SoS, including how a system should be designed to serve

as a CS. A relevant question then becomes if these principles are spe-

cific to the manufacturing domain, or if they can be applied to SoS in

other domains, and this is investigated in the paper.

1.2 SoS in construction

We are currently in the process of developing a highly extensible

SoS framework in the construction domain, with an initial focus on

road construction. There are numerous reports, eg, by McKinsey,8

which indicate a lagging productivity in this domain caused in part

by a lack of SoS perspective. Still, as will be shown in Section 7.3,

there is only limited research on solutions. An ambition of our work

is to lay a foundation for future products and standards in the field

that allows increased productivity through connectivity and digital

communication. This work is conducted in close collaboration with

stakeholders from industry, representing machinery manufacturers,

construction companies, and road administration authorities. In that

work, we needed to address the question of suitable architectures of

both the SoS and the CS. In order to not reinvent solutions that could

be found elsewhere, we decided to evaluate if I4.0 concepts were also

applicable in our context, and in SoS in general.

An early high-level version of this SoS framework has been pre-

sented previously,9 but is nowmore mature and is here extended with

many details. Also, a part of this work that deals with information

representation has been published elsewhere10 and in more detail,

whereas it is in this paper only summarized as part of an architec-

ture description.

1.3 Contribution and approach

The paper contributes to the state of practice by providing princi-

ples and patterns for SoS and CS architecture, with an emphasis

on adaptivity and interoperability of CS. The solutions are based

on I4.0, but with enhancements that include the introduction of

world models for semantic data representation as a foundation for

interoperability, and flexible mechanisms for mission and workflow

decomposition in a hierarchical SoS. In this way, it also contributes to

an in-depth understanding of the relation of I4.0 concepts to SoS in

general.

It also proposes concrete solutions for SoS in construction, which is

adomain characterizedby significantly less repetitivework thanmanu-

facturing andwith loosermanagerial control. Thepaper’s primaryaudi-

ences are both researchers and practitioners, who want to learn more

about architectural principles for making CS adaptable and flexible,

and on the applicability of design patterns from I4.0 to SoS in domains

outsidemanufacturing.

From a research perspective, the problem has been approached

using an industrial case study, inwhich a concrete architecture descrip-

tion has been derived using a method based on design science.11 The

architecture description has been developed in close interaction with

construction specialists in the project’s industrial partners to get an

in-depth understanding of the processes used and potential improve-

ments. Also, existing descriptions of construction activities, both pub-

licly available and company internal, have been studied. In this way,

architectural concerns have been elicited, from which an architecture

description was derived.

To validate the architecture description, a software prototype using

object-oriented mixed continuous-discrete simulations of the physical

constructionmachines12,13 has been used as a complement to interac-

tions with the specialists. The purpose of the prototype was to ensure

that the parts of the architecture really fit together, and that no major

elements weremissed.

1.4 Overview of the paper

In the next section, the key principles of architecture descriptions,

I4.0, and ontological information representation are presented, which

together act as a frame of reference for this study. In Section 3, the

case study from the construction domain is introduced, followed in

Section 4 by an analysis of the most important architectural concerns.

Section 5 presents the architecture for the case, and thereby also pro-

vides an example of how I4.0 can be made concrete. In Section 6,

some of the results and experiences are discussed. In Section 7, an

overview of previous research in the area is given, and in the final sec-

tion, the conclusions are summarized together with some indications

of future research.

2 FRAMES OF REFERENCE

The development of the architecture relies on three frames of ref-

erence, namely, a standard for architecture descriptions, an architec-

ture framework for I4.0, and concepts for information representation

using linked data and ontologies. These are described in the following

subsections.

2.1 Architecture descriptions

This paper describes the architecture of a construction SoS and its

constituents. To give a certain rigor to the description, it is based on

the ISO42010 standard for architecture descriptions.14 The standard

defines the architecture as the “fundamental concepts or properties

of a system in its environment embodied in its elements, relationships,

and in the principles of its design and evolution,” and the architecture

description is a “work product used to express an architecture.”
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F IGURE 1 UML class diagram illustrating the structure of
architecture descriptions according to ISO42010

According to the standard, an architecture description for a partic-

ular system-of-interest should include:

• an analysis of stakeholders and their concerns, which also includes the

purpose of the system as well as other expectations or constraints;

• an identification of correspondences, or relations, between different

elements of the architecture description;

• a presentation of the rationale for the decisionsmade;

• a description of a number of architecture views which each express

the architecture from the perspective of a specific concern;

• each view is described using the structure of a certain viewpoint,

where aviewpoint establishes a convention for howtopresent views

related to specific concerns in a given context;

• each view is described using models and the models are described

using the conventions of a certainmodel kind.

The standard also introduces the concept of an architecture frame-

work, which prescribes a common structure or convention for architec-

ture descriptions in a certain domain, and includes among other things

a common set of viewpoints. The various elements of an architecture

description and their relations are illustrated in Figure 1.

2.2 Reference architecturemodel for I4.0

One of the major results of I4.0 is the establishment of a Reference

Architecture Model for I4.0 (RAMI4.0). RAMI4.0 has been developed

by representatives of a large group of industrial actors in the man-

ufacturing sector in Germany.15 It can be seen as an architecture

framework for the manufacturing domain, and is described in a three-

dimensional structure. The three dimensions are: layers; life cycle and

value stream; and hierarchy, and these are illustrated in Figure 2. The

standard also describes how a CS can be encapsulated in a so-called

asset administration shell (AAS), which provides a uniform information

interface to I4.0 components. All these concepts are presented inmore

detail in the remainder of the sections.

2.2.1 Layers

This dimension represents thearchitectureof objects, knownasassets.

An asset can be anything that needs to be represented in the produc-

tion process, such as physical objects, humans, documents, etc. As a

general principle, information exchange should only occur within lay-

ers or between adjacent layers. The following layers are included, from

top to bottom:

• Business. Answers the question what the customer of the product is

willing to pay for, and represents the overall business processes as

well as orchestrating the functional layer.

• Functional.Answers thequestionwhat theproduct is supposed todo,

and contains rules and decision-making logic.

• Information. Answers what data the product provides, and specifies

data persistence and integrity as well as processing events from

lower layers into data of different abstraction levels.

• Communication. Answers the question how data are to be accessed,

and standardizes data formats to be used towards higher layers, as

well as control services.

• Integration. Answers the question what parts of the product are dig-

itally available in the network, and provides the interface between

the physical reality and the IT systems, with information about the

assets and events. Also includes HumanMachine Interfaces (HMI).

• Asset. The physical reality, including humans.

F IGURE 2 Dimensions of Reference ArchitectureModel Industry 4.0 (RAMI4.0)
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2.2.2 Life cycle and value stream

This dimension describes how assets are described and tracked over

their entire lifetime. A clear distinction is made between type and

instance, where the former refers to the description (in the form of

documents or digital models) of a product, and the latter to the indi-

vidual physical copies manufactured from that description. The type

is thus created during product development, whereas the instances

result from the manufacturing process that uses the type description

as input. However, there is also a feedback loop that takes data gath-

ered from production into development, allowing improvement.

2.2.3 Hierarchy

This dimensiondescribes howanasset canbe assigned to a technical or

organizational hierarchy. It is based on a traditional automation indus-

try hierarchy that includes (from top to bottom): enterprise, work cen-

ters, stations, and control and field devices, although it is expected that

in the future, this organization is less static than today. It also adds to

that at the top a link to the connected world outside the factory, and

at the bottom makes the product explicit, since it may nowadays also

contain some functionality during the production phase, and not only

during the operational phase.

2.2.4 Asset administration shells

To allow different assets to be combined into a system, I4.0 provides

a uniform way of connecting the physical assets into the cyber world.

This is called the AAS,15 and it provides an interface to a number of

services that the asset provides. Some services are generic and should

be provided by all AAS, including identification, configuration, condi-

tion monitoring, events, etc. Others are specific, and include the capa-

bilities or functions that can be performed by the asset. In essence, the

AAS is the mechanism provided by I4.0 for turning a system into a CS

of themanufacturing SoS.

TheAAS consists of a header and a body, where the header contains

identifying information about the shell and its asset captured in amani-

fest, ie, a self-description. The body provides domain-specific submod-

els, and these are handled through a component manager. I4.0 speci-

fies a standard nomenclature for manufacturing specific services, such

as welding, drilling, etc. This is based on a large number of preexist-

ing standards for manufacturing.16,17 In other domains, such as con-

struction, with less well-defined terminology, the domain-specific tax-

onomies remain to be formalized and standardized.

There is also an interaction manager responsible for processing

communication with other components, and this is done based on a

domain-independent basic terminology, which the shell then can map

into its own domain-dependent vocabulary.

At a functional level, the asset’s functions or capabilities are

described in a standardized way. This includes the properties of the

function (eg, type, parameters), and its input and output variables.

Assets may also be grouped hierarchically, so that a set of assets may

be given a common administration shell. The same asset can also have

several shells for different purposes.

2.3 Linked data and ontologies

RAMI4.0 recognizes the need for assigning unique identities to all

assets and also to the AAS.15 However, it does not provide more infor-

mation about those identifiers. Other documents18,19 suggest the use

of concepts from the SemanticWeb initiative.20

The main ideas in the SemanticWeb are a generic data representa-

tion, called linked data, and the use of ontologies for including seman-

tic knowledge. This is captured in the Resource Description Frame-

work (RDF) where each item, which is known as a resource, is assigned

a unique identifier that has a syntax similar to a web address. These

resources can then be linked to each other through triples, consist-

ing of a subject, a predicate, and an object, where all three elements

are resources. Additionally, the objects can also be literal data, such as

numbers, strings, etc. As an example, given a resource identifier that

represents a particular car and a resource identifier that represents

the concept of “speed,” it is possible to express the current speed as a

triple where the resource identifier representing the car is the subject,

the identifier representing the property “speed” is the predicate, and a

literal number is the object.

To provide semantics to the linked data, a number of predefined

resource identifiers exist that define common concepts from descrip-

tion logic. With these, it is possible to define classes of resources

and subclass relations between classes; declare that a resource is an

instance of a certain class; define properties of relations, such as the

domain and range; etc. This ontological information is also represented

as linked data triples, and it allows logical reasoning to derive further

information from a set of triples.

A more detailed account on the use of linked data and ontologies in

SoS is presented by Axelsson.10

3 OVERVIEW OF CASE STUDY

The construction sector is one of the largest industries in the world,

with an annual turnover of around 13% of the global Gross Domestic

Product.8 However, while other industries such asmanufacturing have

seen productivity improvements in the order of 3.6% per year over the

last 20 years, the improvement rate in construction is only about 1%

per year,8 resulting in a huge accumulated difference.

In this case study, we focus on road construction, including quarries

and asphalt plants, which is a significant portion of the total construc-

tion sector. These road construction activities can be seen as an SoS

whose overall structure is an instance of the hierarchical centralized

pattern,21 where the CS at the bottom of the hierarchy are the indi-

vidual working machines with their operators. These machines have

complementing capabilities and need to collaborate. There is, however,

a strong element of distributed decision-making, leading to an oper-

ational independence of the CS. The first-level SoS is the work site,

which could be a quarry, an asphalt plant, or roadworks. It is quite com-

mon that different organizations operate the different sites, introduc-

ing an element ofmanagerial independence. Several sites often need to

collaborate in order to produce a road, and this creates a second-level
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SoS that is the construction project. Here, the individual sites become

CS, and one site can at the same time be involved in several projects,

such as a quarry that simultaneously delivers to several road construc-

tion sites.

The working machine CS have a long lifetime, and can be used for

several decades, which means that a typical site contains a mix of

machines of different ages. The dynamicity of the SoS, ie, for how long

constellations of CS remain stable within the SoS, varies depending on

the kind of production. In a quarry site, constellations can be stable

for weeks or months, whereas an asphalt laying constellation could be

active for a few days or even less.22

The different CS are assigned missions from the SoS, and these

are decomposed into new missions for the next level, with a feedback

flow for reporting progress, etc. Using the common characterization

of SoS, the construction activities most closely resemble an acknowl-

edged SoS,23 in that there are recognized objectives but a larger inde-

pendence for the CS than in a directed SoS.

In our research, we make a hypothesis that the productivity gap

of construction compared to manufacturing is in part due to lack of

communication and coordination between the parties involved. Today,

this collaboration is handled informally by human communication, and

webelieve thatmachine-oriented communication and supporting tools

can supplement the human communication in order to improve coor-

dination and identify wastes (ie, activities that do not add value and

thus should be eliminated). The system-of-interest in the study is thus

a hierarchical cyber-physical SoS that integrates physical CS, such as

machines, and provides IT-based decision support to users at all levels.

More details about the background of this case have been presented

by Axelsson et al.9

4 ARCHITECTURAL CONCERNS

To understand the architectural concerns for the construction SoS, we

conducted an analysis that started with the elicitation from the indus-

try participants of user stories, ie, short statements on the following

format:

As a <user role - who?> I want to <achieve something -

what?> so that<I fulfill a need - why?>.

Based on this, a list of user types emerged that represent the key

stakeholder roles in the SoS. Other nonfunctional needs of the stake-

holder roles were also identified, resulting in a set of architectural con-

cerns. In the remainder of this section, we will first briefly describe the

stakeholder roles and their needs, and then thenonfunctional architec-

tural concerns are presented.

4.1 Stakeholder roles and needs

In the analysis of user stories, a number of concrete roles appeared,

such as quarry manager and road site manager; hauler operator and

excavator operator; etc. These are important to distinguish for the con-

crete functionality of the system, but to understand the architectural

concerns, a generic set of roles ismoreuseful. The stakeholders fall into

two broad categories, namely, those related to the bottom-level physi-

cal assets and those that relate to a process at one of the higher levels

of the hierarchy:

• Physical asset operator. The physical asset operators control the

assets during production. They primarily need to get information

about their current and future missions, including the operating

environment (such as maps). They also need status information

about other assets with which they collaborate, in order to perform

their own tasks as efficiently as possible.

• Physical asset owner. The physical asset owners are responsible for

assetmaintenance and configuration, and hence need current status

and forecasts to plan service and reconfiguration to minimize pro-

ductivity losses.

• Process operator. The process operators control the running produc-

tion of, eg, a site or a project. They need information about their

current and future missions; about the current progress of opera-

tions to be able to respond to unplanned deviations; and the abil-

ity to decompose missions and delegate parts of the mission to CS.

They also need to be able to configure the SoS by adding or removing

CS.

• Process quality controller.Thequality controllers’ role is to ensure that

production fulfills customer requirements, and they therefore need

those requirements (captured in themission) andmeasurement data

from production in order to identify potential deficiencies.

• Process planner. The process planners are responsible for planning

production to ensure that it can be conducted efficiently. They need

forecast information about future missions; capabilities of available

assets; and access to operational data to eliminate potential wastes

in the current process.

The stakeholders and the system functions they use are illustrated

in Figure 3. Althoughwehave only studied the stakeholder roleswithin

the construction SoS, the resulting roles are quite generic and would

probably provide a good starting point for stakeholders in other hier-

archically central SoS.

4.2 Nonfunctional concerns

In addition to the functional needs of the stakeholders expressed in

user stories, the construction SoS has several nonfunctional architec-

tural concerns, including:

• Multivendor integration.Machines from different vendors and of dif-

ferent typesmust be able to collaborate.

• Autonomous, remote, and manual operation. Current construction

equipment aremostlymanually operated, but there is a strong trend

toward automated solutions or remotely controlled machines. The

SoS architecturemust handle amix of these types.
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F IGURE 3 UML class diagram illustrating themain stakeholders and system functionality

• Security. Participation in an SoS requires some openness, and it must

be assured that confidential information of a participant does not

becomeaccessible to others, or that operations canbe compromised

by intruders.

• Flexibility. A critical difference between road construction and man-

ufacturing is the continuous changes in the former. The processes

have much shorter periods of steady state, which makes process

optimization more difficult. This increases the need for up-to-date

information, and support for replanning and reconfiguration. The

variability between different construction projects is substantial.

• Robustness. It cannot be assumed that communication is reliable all

the time, since road construction must rely on wireless communica-

tion, and the coverage of cellular networks is often poor at construc-

tion sites.

• Stability. The machines used as CS in a construction SoS have a long

lifetime, and the architecture must be stable over time as the SoS

evolves.

A particular concern that may appear to be missing from this list is

safety, which is obviously an issue when it comes to mobile working

machines, and in particular autonomous machines. However, we have

not been able to identify additional safety concerns as a consequence

of creating anSoS, and thereforehave concluded that thealreadyexist-

ing safety measures in the individual machines remain sufficient also

when part of the SoS.

5 ARCHITECTURE DESCRIPTION

The main parts of the architecture description for the construction

SoS will now be introduced. According to ISO42010 (see Section 2.1),

this should include a number of views each corresponding to a view-

point that could come from an architecture framework. However, the

RAMI4.0 framework (see Section 2.2) does not provide any viewpoint

specifications, and we have therefore chosen to use a set of ad-hoc

viewpoints that capture the key architecture elements and concerns as

succinctly as possible for our particular application. These viewpoints

are described in the first subsection, together with a mapping to the

three-dimensional structure of RAMI4.0.

Then, in the remaining subsections, each view corresponding to one

of the viewpoints is described by presenting: the conceptual model

used, the concerns it covers, and the rationale for the architecture

decisions behind it. As is quite normal in architecture descriptions, the

views differ a bit in the level of detail provided depending on the num-

ber of architectural decisions that underlie them and the number of

concerns they address.

5.1 Viewpoint descriptions

This architecture description uses five different viewpoints to capture

themain concerns of the stakeholders:

• Hierarchy. Describes the relations between the CS in the SoS, and

addresses functional and flexibility concerns. It relates to the hier-

archy dimension of RAMI4.0.

• Asset Integration. Describes how a physical asset can be given a dig-

ital representation, and addresses the concerns about dealing with

machines of different types from different vendors, as well as secu-

rity. This corresponds to theRAMI4.0 layers of integration and asset.

• Communication. Shows the information transfer links between AAS,

addressing the functional, security, flexibility, robustness, and sta-

bility concerns. This corresponds to the communication layer in

RAMI4.0, with a focus on the life cycle stage “instance production.”

• Information. Provides a core ontology of the SoS, addressing con-

cerns for stability, flexibility, and functionality. It relates to the infor-

mation layer in RAMI4.0.

• Composition. Specifies the internal structure of theAAS, dealingwith

flexibility and stability concerns. It is related to the functional layer

of RAMI4.0.
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F IGURE 4 Hierarchical view depicted as UMLmodels

In all these viewpoints, the model kinds used are Unified Modeling

Language (UML) class or object diagrams, complemented with text.

5.2 Hierarchical view

The first view illustrates the hierarchical relations between the CS

in the SoS. This hierarchy is a replication of the existing domi-

nance hierarchy used in construction applications, and the difference

is only that the communication is today mostly oral and therefore

very slow and sporadic, whereas the proposed architecture provides

the means of more efficient continuous coordination through digital

communication.

5.2.1 Model

Figure 4A illustrates, through a UML class diagram, that we have cho-

sen a generic hierarchy, wherewe differ between the physical assets at

the bottomof the hierarchy, and the process assets at higher levels.We

have thus not chosen to give specific names to each level in the hier-

archy, as RAMI4.0 does. Instead, a recursive relation is used where a

process asset, which is a kind of asset, consists of an arbitrary number

of other assets. The diagram also shows how the actors mentioned in

Section 4.1 interface to the different asset types.

Figure 4B shows an example instance at a given point in time using

a UML object diagram. Here, the highest hierarchical level is a project,

which is a process asset. It consists of twoother process assets, namely,

a quarry and a road site. In the quarry, two different haulers represent

the physical assets, and at the road site, the physical assets are a paver

and a compactor. Note that there is also a truck, which is a physical

asset that is part of both the quarry and the road site, since it is used

for transporting material between the two sites. The structure is thus

not a strict hierarchy, but rather a polyhierarchy.

5.2.2 Concerns addressed

The hierarchical view addresses the functional concerns related to

communication between the hierarchical levels. This includes the

needs of physical asset operators to get information aboutmissions; of

processes operators to getmissions, decompose them to the next level

assets, and to configure the constellations in the hierarchy by adding or

removing assets; of process planners to access capabilities and data of

assets; and of process quality controllers to retrieve mission and mea-

surement data from operations.

The view also addresses the flexibility concern, in that it allows a

large variation in how the hierarchy is configured, and provides the

ability to change it over time as the processes evolve.

5.2.3 Rationale

In the manufacturing sector, there is already an established nomencla-

ture for the hierarchical levels, and this is reflected in RAMI4.0. In con-

struction, no similar standard structure exists, and we have therefore

chosen to instead use a generic and recursive structure that makes it

possible to create different specific structures depending on the size

and characteristics of the concrete processes to be carried out.

5.3 Asset integration view

The asset integration view shows how a physical or other asset can be

given a digital representation by providing it with an AAS. The AAS is

thus a standardized way of adapting an asset so that it can become a

CS in the SoS.

5.3.1 Model

Themain perspective provided by this view is where the AAS function-

ality should be allocated, depending on the characteristics of the asset.

Certain physical assets, such as most machines used in construction,

already contain embedded systems, often with a telematics capability

that allows communication with other systems. In those cases, it is an

option to place at least some of the AAS functionality in the embedded

system. Other physical assets, such as piles of material, do not contain

any embedded systems, and that is also the case for process assets. In

those cases, the AAS needs to be placed on remote servers.

We have identified the following four typical cases, which are illus-

trated as UML deployment diagrams in Figure 5:

1. Disconnected. This is a situation where there is no connection

between the asset and its AAS, such as when the asset is a pile

of material. In this case, the AAS can contain information about

the asset’s status, but it needs to get the necessary data from

other AAS, such as those of the machines that work on the pile of
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F IGURE 5 Asset integration view depicted as UMLmodels

material, or from a human operator. This pattern also applies for a

process asset, which does not have any physical representation. A

third usage for this is when integratingmachines from vendors that

havenot prepared them for usagewithin theSoS. Then, a user inter-

face of the AAS can be used to communicate with the human oper-

ator, eg, through a handheld terminal, and the operator then moni-

tors and controls the physical machine.

2. Embedded.When the physical asset contains an embedded system,

the AAS can be incorporated as a software module in that embed-

ded system, and interact with the physical asset directly through

sensors and actuators. The communication with other AAS takes

place through the telematics capabilities of the embedded system.

3. Remote. Another pattern is when the AAS is placed on a remote

server, but it communicates with the existing embedded telematics

system in the physical asset. This is useful if it is difficult to include

more software in the embedded system. It can also be applied if the

manufacturer of the physical asset does not want to open a direct

interface to the machine for use by others for security reasons,

and then the AAS can provide this interface on the server instead,

and use a private link to the embedded system (eg, through proto-

cols such as Open Platform Communication Unified Architecture

that are frequently used in automation, or through proprietary pro-

tocols).

4. Split. The final pattern is a combination of the embedded and

remote schemes, where the AAS is split into two parts, with certain

elements located on the remote server and others in the embed-

ded system. This is useful in situations where trade-offs are needed

betweenperformance, storage space, etc.Here, theoperatorwould

typically interact with the embedded part, whereas the server part

is dealing with communication to other AAS and external systems.

5.3.2 Concerns addressed

The asset integration view primarily deals with concerns related to the

variability of assets, including the need to dealwithmanually, remotely,

and autonomously operated machines, as well as the integration of

machines from different vendors. It also relates to security of the

embedded system.

5.3.3 Rationale

The rationale for this view has to some extent been explained in

connection to each pattern above. When it comes to remote opera-

tion, this is best handled by the remote integration, with the removal

of the direct relation between the operator and the physical asset.

Autonomous operation removes the operator completely, but instead,

there is an interface from the higher hierarchical level that provides

missions to the AAS.

5.4 Communication view

The purpose of the communication view is to showwhat links exist for

transferring information betweenAAS. Sincewehave adopted a recur-

sive hierarchy, it covers all levels of hierarchy in RAMI4.0.

5.4.1 Model

The architecture provides three types of communication, which are

illustrated in Figure 6A through a UML class diagram. Here, the AAS

class represents the shell connected to a specific asset, and the sub-

class composite AAS represents the shells around a process asset at a

higher hierarchical level. The communication types are:

• Publish-subscribe. Each composite AAS, which has the role of coor-

dinating a certain process, provides a communication infrastruc-

ture for all the participants of that process. The idea here is to use

the publish-subscribe communication pattern,21 where each CS of

a process can publish messages. The other CS can choose to sub-

scribe to messages of a certain kind, in which case they will be noti-

fied when new information arrives. The publish-subscribe server is

the implementation of this communication infrastructure.

• Direct. A second communication option is to send messages directly

between two AAS, and this is primarily intended to allow physical

assets that are close to each other to exchange information over a

short-range radio link (typically WLAN variants, ZigBee, or similar

protocols).

• External. The third type of communication is with external users,

which can be either operators of the asset or external systems.Here,
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F IGURE 6 Communication view depicted as UMLmodels

a client-server communication is intended, such as HTTP, or direct

manipulation through a user interface.

Figure 6B contains a UML object diagram of an example situation. It

shows how the composite AAS c1 provides a publish-subscribe server

pubsub1 that allows communication with its subordinate AAS c2, a1,

and a2. c2 is itself a composite AAS, and thus provides another publish-

subscribe server pubsub2, to which the AAS a3 and a4 are connected.

Thedirect communication is exemplifiedby the linkbetweena1anda2,

and the external communication is shown between a user and c1.

5.4.2 Concerns addressed

This view addresses the same functional concerns as the hierarchical

view (see Section 5.2) when it comes to communication up and down

the hierarchy, but here, the emphasis is on themechanisms of the AAS,

whereas the previous discussion focused on the logical relations. This

view also covers the need for communication between assets that col-

laborate in a constellation, and the need for external users to commu-

nicate with assets, including the physical asset owner.

It also relates to several of the nonfunctional concerns, namely,

security, since the chosen protocols come with specific security mech-

anisms; and flexibility and robustness, since the solution provides

various means of communication that suit a range of situations. It

also deals with the stability concern by relying primarily on existing

and well-established communication standards, in particular from the

web domain.

5.4.3 Rationale

The motivation for using publish-subscribe communication within a

process is that the CS involved typically collaborate closely within

a certain physical area. They usually need to exchange information

between all of them, and a point-to-point communication would then

require the configuration of a large number of links. There is thus nor-

mally not a need to discriminate between them, and if there is such a

need, it can be handled by dividing a process into subprocesses. The

solution also makes it easier from a security management perspective,

since a single credential allows communication with everyone in the

same process.

Publish-subscribe communication has a number of benefits, and the

asynchronous nature provides a robustness where middleware solu-

tions can handle buffering in case of sporadic interruptions of commu-

nication. However, it does require cellular communication to reach a

remote server, and sometimes, poor cellular communication coverage

at construction sites poses a problem. This motivates the addition of

direct communication between AAS, to allow collaboration between

two closely positioned assets. It should thus primarily be seen as a

backup solution, but could also be motivated for performance reasons

in automated solutions where the delay of going through cellular com-

munication and remote servers could be prohibitive. In this way, the

appropriate operational trade-offs can be exploited by CS depending

on the circumstances.

The client-server communication is mainly intended for user inter-

faces and external services, allowing different users to access informa-

tion of an AAS asynchronously.

5.5 Information view

The information view provides a core ontology defining the concepts

used in the construction SoS. The information is represented as RDF,

as described in Section 2.3, a format that can be used both for internal

storage and communication.

Sincemanyof the elements contained in the coreontology also have

a corresponding element in the architecture, it is essential to notice the

difference. As an example, an asset in the architecture is a physical item

that exists in the real world. In the ontology, the RDF resource “Asset”

is the name of the class of all assets, and a particular physical asset is

given an individual RDF resource identifier by which it can be referred

to. Such anRDF resource identifier should thenbedeclared tobeof the

type “Asset.”

5.5.1 Model

The core ontology contains a small set of abstract concepts, repre-

sented as classes and properties. Most of these will in practice be

used by subclassing themwithmore specific classes and properties. An

overview of the concepts and their relations is given in the UML class

diagram in Figure 7. Themain concepts are:
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F IGURE 7 Information view showing ontology concepts depicted as a UML class diagram

1. Asset. The asset class is the type of the RDF resources represent-

ing asset instances. In our context, we make a difference between

active and passive assets. Active assets can perform work, and are

exemplified with different kinds of machines, as well as an over-

all site such as a quarry or road works site. A common subclass

of active asset is a mobile asset, representing a machine that can

move around. The active assets are thus the potential CS of the

SoS. Passive assets cannot perform work, and represent items that

are worked upon by the active assets, but which still have a value

that needs to be represented. In the case study, examples of passive

assets are the piles of material in the quarry, or the ground itself

being worked on at the road site.

2. AAS. The AAS provides an information interface to the asset, and

can be seen as a digital representation of an asset. Note that since

it is possible to have several AAS for the same asset, it becomes

important to view the asset and theAAS as separateRDF resources

in the informationmodel.

3. Organization.Anorganization represents a firm, or apart of the firm,

and is useful to explain the managerial relations in the SoS. Exam-

ples of managerial relations are manufacturers, owners, or opera-

tors of assets.

4. Capability. A capability represents a function which the AAS can

provide. This may refer to an action capability that is made available

to the SoS through the AAS, such as the capability to move, for a

mobile asset. It may also refer to a communication capability, which

describes the addresses and protocols to use to exchange informa-

tion with an AAS.

5. Observation.An observation represents a property value of an RDF

resource that was observed or estimated at a certain time by a

particular observer. It is thus a triple extended with the observer

and the time, where a triple may be seen as a resource of type

rdf:Statement. Observations can be used to collect data over time

for later analysis, but can also have a value during operation. For

instance, sometimes, an observation is transferred between AAS in

several steps, and then it can be important to knowwhere the data

originate to assess credibility. Also, it canbe important to knowhow

old the observation is, to assess uncertainty.

6. Mission. A mission represents something that should be achieved.

A mission may be an action or a workflow that contains other mis-

sions. Actions may not be broken down at this level of abstraction,

and they correspond to capabilities of AAS. Missions may also have

constraints.

As an example, a mission could be that an asset should move (an

action corresponding to a capability of a mobile asset) to a specific

geographic region and then drop its load there (another action corre-

sponding to a capability of a load carrier.) This should be completed no

later than a certain time (a constraint.)

A mission has a tree structure where the leaves are the atomic

actions and workflows are the composite nodes. However, the work-

flows will also need to contain other kinds of information, such as

expressing conditions, sequences, and parallel execution. These can

conceptually be seen as constraints. In practice, a more user-friendly

notation than RDF is used for creating missions, such as UML activity

diagrams or Business ProcessModel andNotation (BPMN) diagrams.

When a composite AAS, which coordinates an SoS constellation, is

given a mission whose actions correspond to its own capabilities, that

mission usually needs to be decomposed, which means that the com-

posite capabilities are translated into CS capabilities. The composite

AAS thus needs to derive a new workflow that orchestrates the exe-

cution of CS. The parts of this new workflow that are to be conducted

by a particular CS are then sent to it as a newmission.

5.5.2 Concerns addressed

The information representation ismainlymotivated by the concern for

stability by providing a stable core vocabulary and by relying primar-

ily on existing and well-established communication standards, in par-

ticular from the web domain. It also deals with flexibility, as well as

the functional needs of representing missions, capabilities, and oper-

ational data.

5.5.3 Rationale

The choice of RDF as a framework for information representation was

guided by its expressiveness, which is needed to deal with the kind of
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information processed as part of a construction SoS. For this expres-

siveness, RDF is the most widely used standardized notation, and thus

provides stability, while at the same time being extensible enough to

allow the needed flexibility. The same framework is also suggested for

use in I4.0.19

5.6 AAS composition view

The AAS composition view presents the structure of the AAS, and is

related to the functional layer of RAMI4.0. However, RAMI4.015 does

not provide sufficient details, but the structure has been outlined by

Bedenbender et al.18

5.6.1 Model

The purpose of the AAS structure (see Figure 8) is to make it modular,

in order to support various kinds of communication protocols, capabil-

ities, etc. This is achieved by decomposing the AAS into a number of

submodels, which provide the specific implementations and interact

with the core AAS through a generic Application Programming Inter-

face. The following abstract submodel types are included, and are sub-

classed by concrete implementations:

• Communication. These submodels contain a common interface

toward the AAS, and then translates calls to that interface to pro-

tocol specific versions. The different types of protocols, that each

require a specific submodel, are mentioned in Section 5.4.

• Capability.Each type of asset has a specific number of things they are

able to do as described in the ontology. For example, a hauler is able

to transport a load, and offload it, whereas an excavator can pick up

material, transport it, and offload it. Both can thus transport mate-

rial, but the speed at which they can do it and the weight they can

carry are vastly different. A compactor, on the other hand, cannot

transport anything, but it can compress the surface it is moving over.

The capability submodels provide an interface for performing a spe-

cific action.

• Mission. The capabilities are atomic in the sense that they cannot be

broken down at this level of abstraction. Often, however, an asset

needs to perform a combination of activities, which can be sequen-

tial, parallel, conditional, etc. To execute such a mission expressed in

a certain formalism, a workflow execution engine is needed, and this

is captured in the mission submodel. The reason for having this as

a submodel, rather than a core part of the AAS, is that there could

bedifferent alternative formalisms for expressingmissions, and they

would then need different execution engines.

Apart from the submodels, the AAS also contains a world model,

which is a database that can store RDF data, ie, triples containing sub-

ject, predicate, and object resource identifiers. The content of this was

described in Section 5.5.

5.6.2 Concerns addressed

Themain concern addressed in this view is flexibility, which is achieved

by having the extensible RDF formalism as a basis for the worldmodel,

and by allowing submodels to be added to an AAS. This modularization

is also contributing to the stability of the architecture.

5.6.3 Rationale

Inour versionofAAS,wehave incorporated the ideasof submodels and

ontologies from I4.0, since they contribute to flexibility, but extended it

with the world model to emphasize data storage.

6 DISCUSSION

After having presented the concrete construction SoS architecture

description, this section discusses in general how well I4.0 supports

adaptivity and interoperability of CS, and usages for SoS outside man-

ufacturing. Finally, some additional experiences with respect to SoS

engineering are reported.

6.1 Constituent system adaptivity and

interoperability

The mechanisms offered by RAMI4.0 when it comes to CS adaptivity

are mainly related to the AAS submodel concept, which makes it rela-

tively easy to extend the AAS. The standard is not totally clear on how

flexible this mechanism is, but it appears to primarily provide flexibil-

ity during the design of the AAS to support product-line practices in

the development of control systems, and is not intended for dynamic

updates of new software.

To further increase adaptivity, the AAS submodel concept could be

combined with a mechanism for installing software extensions, eg, by

using an embedded Java virtual machine that allows the execution of

dynamic software components within a real-time control system.24

If the AAS is, at least in part, allocated in the cloud as suggested in

Figures 5C and 5D, such extensions are evenmore feasible.

The main interoperability concepts in RAMI4.0 are the communi-

cation submodels, which make it possible to adapt to different pro-

tocols, and the use of ontologies and linked data to provide a com-

mon vocabulary. The latter is a very powerful concept, in particular

F IGURE 8 AAS composition view depicted as a
UML class diagram
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since the ontologies can be extended by individual CS and still, to some

extent, be understood by others. However, it requires the establish-

ment of a core ontology that is specific to the context of a particular

SoS.

Traditional manufacturing systems are not SoS, and it is only with

I4.0 that the SoS model is introduced. The manufacturing industry is

thereby moving from a distributed hierarchical control system to a

directed SoS,where there is still a fairly tight integration between adja-

cent levels in thehierarchy. In other SoS, such as the construction appli-

cation studied in this paper, the connections are looser, and frequently

apolyhierarchyappearswhere someCSare simultaneouslypart of sev-

eral SoS. To deal with this, we have introduced the concept of missions

and workflow submodels, which are not present in I4.0. This allows

CS to operate more independently for a period of time, making their

own operational decisions without needing to be in contact with the

superior level in each step. The CS can then accept parallel missions

from different superior SoS, and optimize the execution to find good

trade-offs between conflicting missions. This has the further benefit

that it gives a certain robustness in situations where communication

is unreliable, because the CS can then continue with their missions

autonomously while temporarily disconnected.

6.2 SoS outsidemanufacturing

RAMI4.0 introduces useful concepts that could be applied in SoS

from other industry sectors. However, it is important to be aware

of some limitations. One is the directed nature of the manufactur-

ing SoS already mentioned in the previous subsection, and alter-

ations may be needed for acknowledged, collaborative, or virtual

SoS.

Another difference is the life cycle, and this became apparent in

the construction SoS. Inmanufacturing, a product is first designed, and

then put into mass production, where the aim is to repeatedly pro-

duce as identical copies as possible time after time that gives a fairly

stable process with limited evolution. The manufacturing consists of a

sequence of work steps, where the material being worked on moves

from onemachine to another.

In construction, there is a design phase of, eg, a road, but the pro-

duction phase consists of making just one copy of this road. During

that operation, thematerial beingworked on is the ground, and it is the

machines that move to different places on thematerial rather than the

other way around. The process is stable only for short periods of time

and then evolves into something different.

6.3 SoS engineering considerations

Wewill now discuss various subjective experiences that resulted from

this work, and that relate mainly to SoS engineering methods and

techniques.

To create an architecture description, a number of choices had to

be made regarding the structure of that description. A major issue

related to the selection of viewpoints, and ideally an existing architec-

ture description framework would have been used. However, applying

any of the common generic architecture frameworks such as Unified

Architecture Framework or its predecessor leads to a lot of complexity

and a difficulty of communicating it with nonexperts, and since only a

small portion of such a frameworkwould have been used, this ideawas

abandoned. We also looked extensively for specialized SoS architec-

ture frameworks, but few could be found in the literature. In the end,

we therefore decided to come up with our own set of viewpoints and

connect them to RAMI4.0.

The next issue was which model kinds to include in the viewpoints,

and here the options were primarily UML, SysML, or a SoS-specific

notation such as SoS Architecture Description Language.25 The main

reason for choosing UML was that this work was carried out in close

relationship with industry, where the participants were more familiar

with UML than the other notations. UML also has a benefit in being

more closely alignedwith generic ontological concepts than theothers,

which was an important part in this work. Although the mapping from

UML (such as Figure 7) to RDF was done manually, it was straightfor-

ward.

Throughout this project, we have worked in parallel on creating the

architecture description and on implementing a prototype consisting

of a simulation written in the Python programming language. This has

been invaluable as a tool to experimentwithdifferent solutions, and for

validating the consistency of the architecture description. The abstract

I4.0 specifications leave much room for interpretation, and by making

the interpretation concrete through an implementation, many aspects

were better understood. The simulation was also useful for demon-

strating to stakeholders some of the concepts in a dynamic way that

is hard to achieve only with documents.

In the work, there has been a constant interplay between the

SoS level and CS level. Finding the right trade-off between optimiz-

ing the SoS functionality and respecting the objectives and legacy

of existing CS is essential, and the SoS design decisions that affect

the CS architecture are a key here. The I4.0 AAS that wraps existing

assets is a very useful concept in this, but may need to be comple-

mented also with dynamic update mechanisms to enable rapid evolu-

tion of the SoS. The choice of semantic web techniques for informa-

tion representation has also proven to be a very flexible solution for

interoperability.

7 RELATED WORK

In this section, some related work is introduced. Due to the multi-

faceted problem studied in the paper, a broad number of topics are rel-

evant, and space only permits the inclusion of a few representative ref-

erences on each topic.

7.1 SoS architecture

Klein andvanVliet present a literature reviewonSoSarchitecture, sur-

veying 200 papers in the field.26 The paper focuses on a mapping of

application areas, quality attributes, as well as impact of the research,

but it does not provide any specific conclusions about applicable
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patterns. It is worth noting that interoperability, security, and evolu-

tion are the three most prominent quality attributes identified in their

study, which is also reflected in our work.

Selberg and Austin discuss architectural support for evolution of

SoS, and claim that the change of a constituent should not affect the

complexity of neither the SoS framework nor the CS.27 They postulate

that this requires standard interfaces, interface layers, and a contin-

ual verification and validation process. The first two are also present

in our solution for the construction domain in the form of linked data

as an information representation, and the publish-subscribe paradigm

for communication.

Mori et al propose a SysML profile that contains a number of view-

points each relating to a particular SoS concern.28 The viewpoints

include structure, time, dependability, security, evolution, dynamicity,

multicriticality, and emergence. This provides an alternative structure

to the one we have chosen, and would surely be valuable if the elicited

concerns of an application matched those assumed by the proposed

framework closer than it did in our case.

Axelsson andKobetski discuss an architectural approach called fed-

erated embedded systems that provides adaptivity through a software

plug-in mechanism.24,29 In this way, the functionality of the CS may

be dynamically adapted to the requirements of an SoS, and also to its

evolution.

An SoS architecture aiming at the manufacturing domain is

Arrowhead.30 It takes a service-oriented approach, and addresses

interoperability by providing adapters, which can either be allocated

in a CS our outside it, in a similar way as we propose in the asset

integration view. It applies publish-subscribe communication for event

handling31 and also has mechanisms for orchestration and service

registries.

7.2 I4.0 principles and applications

Hermann et al pinpoint the lack of common understanding and agree-

ment on the principles behind I4.0, and therefore conduct a literature

review of 130 papers on the subject.6 Based on this, they claim that

there are four principles that stand out, namely, interconnection, infor-

mation transparency, decentralized decisions, and technical assistance

for human operators. These principles also apply to our use of I4.0 in

the construction domain.

A survey of I4.0 technologies and applications is provided by Lu,

concluding that the concept is mainly used for smart factory and man-

ufacturing, smart products, and to some extent also smart cities.32 The

current implementation status of I4.0 is discussedbyXuet al, and there

appears to be a contrast between the advanced concepts proposed in

the framework and what is actually used in practice, and they point at

the need for more research on systems engineering to deal with the

complexity of I4.0 systems.33

Logistics is a key issue in construction, but also in manufacturing,

and the implications of I4.0 onmanufacturing logistics have been stud-

ied by Strandhagen et al.34 Their multicase study indicates that a high

repetitiveness of production is essential for the applicability of I4.0

in this area. Hofmann and Rüsch also discuss logistics, but outside

the manufacturing domain, demonstrating a potential for just-in-time

delivery and cross-company Kanban systems, which is also relevant in

construction logistics.35

Our paper contributes with respect to I4.0 mainly by investigating

if the proposed concepts are general enough to support domains such

as construction, which has different characteristics than manufactur-

ing, and by studying their value as a foundation for SoS architecture in

general.

7.3 SoS and I4.0 in construction

Woodhead et al study the digital transformation of construction and

argue that IT systems should not be considered as point solutions,

but instead a business ecosystem approach is recommended based

on Internet of Things and I4.0.36 This provides a motivation for our

research, and their paper identifies some technologies that are also

used by us.

Oesterreich and Teuteberg survey the scientific and gray literature

on I4.0-related technologies in construction, and show that building

informationmodeling (BIM) is considered as a key enabler.37 They also

identify a number of challenges, among which are found knowledge

management to deal with the fragmented characteristics of the con-

struction value chain, and the lack of reference architectures. Both

these aspects are dealt with in our paper.

Dallasega et al review the literature related to I4.0 for construction

supply chains.38 They confirm our view that construction logistics is to

a largeextent a temporaryorganization,which is a keydifference to the

more static manufacturing processes, and that this requires extensive

coordination. They also discuss how I4.0 can improve the technolog-

ical, organizational, geographical, and cognitive proximity in the sup-

ply chain.

In two related papers, it is investigated how ready the construc-

tion industry is for I4.0, both from a technological and a management

perspective.39,40 They highlight the use of collaboration and synchro-

nization systems, but also point at a certain immaturity of this industry

domain that requires partneringwith the information and communica-

tion technology industry.

The application of SoS in construction has been studied by Zhu,41

focusing on how to improve resilience in a construction project. The

emphasis seems, however, to be on the planning phase, rather than the

actual construction, whereas a related paper focuses on performance

assessments at an abstract level.42

Bulbul et al discuss the application of SoS to intelligent construc-

tion, ie, the synergetic application of IT and communication to the

construction project delivery processes.43 Five subsystems are high-

lighted: the physical building, the virtual prototype, sensing systems,

environmental systems, and human systems. The challenges identi-

fied include the decomposition of the constructed facility, interface

design, and effective integration of technological and human subsys-

tems. Matar et al study the three interacting SoS of the environment,

the built facility, and the construction system, with respect to improv-

ing sustainability.44
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7.4 Interoperability based on ontologies and

linked data

Abdalla et al present a systematic literature review of 31 papers on

knowledge representation in SoS.45 They observe that most papers

describe ontologies for a particular domain, rather than for SoS in gen-

eral. Themotivations for knowledge representation aremainly to stan-

dardize terminology, ease integration, perform engineering activities,

and support SoSmanagement.

Baeket al present theM2SoSmetamodel for SoS,whichwaselicited

in the context of amass causality incident response system.46 The core

ontology in our paper includes a subset of the concepts in M2SoS, but

our work differs in its focus on a representation suitable for machine

processing rather than for human readers.

Yahia et al discuss principles for how ontologies and description

logic can be used to achieve interoperability in SoS.47 They introduce

the need for an “upper ontology,” which is a role played by the core

ontology in our approach. With this as a basis, two ontologies can

be aligned through decision logic reasoning. The approach has been

tested on two alternative ontologies from themanufacturing domain.

Curry proposes the use of linked data for dealing with SoS inter-

operability, using a dataspace architecture that allows for more

heterogeneous and distributed storage and querying.48 This is

illustrated with an example from enterprise energy management.

The approach is similar to ours, except that we are less focused on

large-scale datamanagement.

8 CONCLUSIONS

In this paper, we have investigated through a case study in the con-

struction domain the interplay between SoS and CS architecture. This

includes both the design of an SoS architecture that takes into account

the architecture of an existing CS, and the architecting of systems so

that they can later become constituents of an SoS. These are impor-

tant subjects as SoS becomemore andmore common, and hence it can

be expected that an increasing number of systemswill at some point of

their lifetimebemodified to fit a certain SoS context. Particular aspects

related to this are the adaptivity and interoperability of the systems,

and this is an area where I4.0 is proposing certain solutions.We there-

fore investigated the suitability of I4.0 as a framework for SoS engi-

neering in general, through a case study of a construction SoS.

Wewill nowbriefly summarize our findingswith respect to themain

themes in this paper:

• Support of I4.0 concepts to the adaptivity and interoperability of CS. A

key idea of RAMI4.0 is to wrap the CS using an AAS, which pro-

vides a digital representation of a physical asset. The structure of

the AAS consists of a number of submodels for communication and

capabilities, which provide adaptivity. Through an ontology, a com-

mon vocabulary can also be provided to enhance interoperability.

To these concepts, we suggest an extension to provide missions and

workflow execution submodels that allow a larger autonomy of the

CS, andwe alsomake data explicit through aworldmodel concept.

• Support of I4.0 concepts to SoS outside the manufacturing domain. To

a large extent, we have found the I4.0 concepts useful in our case

study, but there are also some areas where alterations are needed.

This relates to less directed SoS than those frommanufacturing, that

may need a larger autonomy of the CS. Also, many SoS may have

other evolution patterns than those of manufacturing, and involve

far less stable constellations.

• SoS architecture to support efficiency improvement in the construction

domain. In the paper, we have elaborated an architecture descrip-

tion based on ISO42010, which consisted of views related to

hierarchy, asset integration, communication, information, and AAS

composition. The foundation for this was RAMI4.0, butwith suitable

extensions andmodifications based on the nature of the application.

Many of the results are quite generic and the architecture descrip-

tion is likely to be relevant as a starting point for other hierarchically

centralized SoS.

The validity of general conclusions based on a single case study is

alwaysdebatable. Still, it gives some insights into generic SoSquestions

and also provides a solution for a concrete problem. This gives a more

credible and in-depth understanding of some issues than does a super-

ficial theoretical study, due to the complexity of reality.

There are numerous directions in which this research could con-

tinue. One of themost important is to examine the topic through other

SoS cases from different application domains. Based on this, a number

of stable patterns for CS architecture could be derived that can con-

tribute to standards that in the long term greatly improve the possibil-

ity to quickly construct and evolve future SoS.

Regarding the case study, development continues with the objec-

tive of performingmore detailed implementation leading up to demon-

strations and validation in real production of the efficiency improve-

ment potential. As part of this, the existing simulation is being refined

with increasingly more detailed models, and eventually, the hierarchi-

cal communication structures will be transformed into an operations

planning andmanagement system for construction processes.

There is also a need for more work on how to describe the archi-

tecture of SoS and CS. Currently, there is a lack of architecture frame-

works that are suitable for this. One potential route forward is to gen-

eralize the set of views described in this paper into viewpoints, which

would constitute such a framework.
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