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Abstract—Trust among humans affects the way we interact
with each other. In autonomous systems, this trust is often
predefined and hard-coded before the systems are deployed.
However, when systems encounter unfolding situations, requiring
them to interact with others, a notion of trust will be inevitable. In
this paper, we discuss trust as a fundamental measure to enable
an autonomous system to decide whether or not to interact with
another system, whether biological or artificial. These decisions
become increasingly important when continuously integrating
with others during runtime.

Index Terms—trust, integrating systems, interaction, auton-
omy, self-awareness

I. INTRODUCTION

Autonomous systems operating in a common environment
will inevitably affect each other either actively, by directly
interaction, or indirectly, by manipulating the shared envi-
ronment. SISSY systems [4] specifically integrate the actions
of others constantly in order to achieve their own goals
faster. This requires them to make decisions what systems
to cooperate with and which ones to avoid. The decisions
need to be made during runtime autonomously by the systems
while operating in such a shared environment about other
system for which they do not have control. In this work, we
consider SISSY systems operating in the real environment and
integrating other systems operating in the shared real-world
environment. This means, our SISSY systems are autonomous
cyber-physical systems. With the Machine-to-Machine (M2M)
communication for active interaction, systems can negotiate
about their actions, intentions, and goals. However, a notion
of trust among systems will be required in the near future
to avoid complicated negotiations and/or to assure that tasks
will be accomplished. In this short position paper, we propose
a notion of knowledge-based trust, inspired by how trust is
established among humans, and how it drives the interaction
among them [19]. Similar considerations were also drawn in
the analysis of the interaction between businesses [2]. In both
cases, the notion of trust can be enhanced (or be destroyed)
over time, due to a sequence of interactions [15].

Such notion can be used in the context of Self-Adaptive
Systems (SASs) to foster the collaboration among several SAS
entities based on the pre-defined levels of trust towards the
other systems, as well as based on the collected evidence
of the outcome of the previous interactions. Figure 1 shows
several SASs implementing MAPE-K loop functionalities [13]
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Fig. 1. Trust-based interaction of several SASs implemented as MAPE-K
loops.

deployed in the same environment [11]. In order to achieve
their prescribed goals the SASs can choose to cooperate,
negotiate, or compete based on the environment in which they
are deployed [8].

In addition to foster and utilise trust among machines to
accelerate and bootstrap interactions, trust can also be used
to foster the interaction between machines and humans [1],
[14], [16]. However, this short position paper does not look
into the trustworthy-ness of machines and how machines can
establish trust towards humans. Interested readers can look
towards related work in this area [17], [18], [20].

In the domain of Organic Computing (OC), the idea of
trust to facilitate collaboration has been researched intensively.
Kiefhaber et al. [12] use reputation to establish neighbour-
hoods of trust. This allows systems to get information and rep-
utation evaluation of others through already trusted systems.
Bernard et al. [5] establish trust-communities within a network
of autonomous agents. The community can in turn detect free
loaders and malicious agents over time and sanction them or
exclude them from interactions entirely. Kantert et al. [10]
proposes a reward system incorporating a value for trust in
order to enable individual systems to autonomous decisions
whether or not to take on tasks. To advertise tasks, systems can
in turn utilise the established trust to focus their advertisement
efforts. In their approach, the notion of trust is limited to

In the current design of autonomous systems, limited atten-
tion has been given to the role that trust plays in the interac-
tion. This is quite apparent when considering the interaction
between humans [21], that would take different actions based



on the level of trust that they have for each other. In this paper,
we argue that such trust is also affected by additional factors,
such as the environment where the interaction takes place, the
circumstances occurring in the environment at the moment
when the interaction takes place, and so on. For example,
one may not leave personal belongings with a stranger unless
it is an emergency, or it is in a context where trust can
be safely assumed, e.g., a police station or with a police
officers. We therefore propose to extend existing approaches
on trust and reputation by a notion of where, when, who,
what, why, and how actions are requested. In addition, we
argue that a reflection mechanism allows an intelligent SISSY
system to utilise previous experiences and established trust
to further develop and improve the trust for individual other
systems. This ‘improvement’ can mean that trust is increased
or decreased.

Similar concepts apply in the context of interaction between
autonomous systems, where the notion of trust is typically not
part of the decision-making process, and based on prescribed
behaviours developed by the system designer but not affected
by the end-users, as highlighted in [3], [9]. However, even
when the foundational framework for trust and how it should
be generated is defined by the end-user, the autonomous
system will still adjust trust within this defined framework
based on ongoing interactions and experiences.

In this paper, we discuss the notion of “situational trust”
as a fundamental measure to enable an autonomous system
to decide whether or not to interact with another system. We
analyze the main factors contributing to the assessment and
establishment of trust in the interaction of multi-agent systems,
independently of their intrinsic nature (biological or artificial).

II. SITUATIONAL TRUST

We argue that an awareness of trust in autonomous self-
aware systems collaborating with each other is twofold. First,
a systems aware of the trust towards other entities may lead
to a more informed decision processes resulting in better
interactions overall. Second, a system aware of the trust of
others as well as of its own actions affecting this trust can
choose the behaviour towards specific others accordingly.

We define situational trust as an estimate of how much
another agent is trustworthy in a specific situation. It represents
the trust between the truster, giving trust, and the trustee,
receiving trust ins specific situations for specific purposes.
Each situation can be characterised according to the following
factors:

• Who: relates to the identity of the other agent.
• Where: relates the environment in which the interaction

should take place
• When: is the time the interaction should take place
• What: represents the outcome of the interaction
• How: are the type of actions involved in the interaction
• Why: represents the underlying reasons and goals of the

interaction that is also driven by the ethical values of the
other system
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Fig. 2. Situational trust composed of intrinsic and extrinsic factors.

We divide these characteristics of situational trust into
Extrinsic and Intrinsic parameters, assuming the trustee and
truster are both able to reflect on their environment, actions,
and respective impact. Who, Where, and When are physical
aspects. Marsh et al. [14] refer to these as ‘Places’, the context
subsuming these three aspects in which trust is established
or utilised. In any case, each system involved in the trust-
relationship can potentially perform an assessment of those
characteristics autonomously. This can be done immediately
before initiating any interactions. What defines the outcome
expected from the interaction. Importantly, this expected out-
come can be different for all systems involved. However, we
cannot definitely position What as an intrinsic or extrinsic pa-
rameter as it depends on whether the system has to re-interpret
it or not. Trust plays into this aspect as more trust potentially
requires less negotiation and explanation of the expected
goals and outcomes. The How defines what actions should
be used to accomplish the interaction. While the What might
dictate the How, there is often some potential in variation.
In an autonomous, self-aware system these actions and their
schedule of execution is defined by the enacting system itself.
Trust enables the trustee to perform the actions in whatever
way it deems them feasible while still achieving the goals and
requests while at the same time not violating any (potentially
not communicated/undefined) constraints of the truster. While
the Why might be communicated by the truster, it relies on
the re-interpretation and re-evaluation of the trustee. A trustee
might not deem the request and underlying reasons and goals
as important enough to perform the actions. While the extrinsic
parameters are related to the sensing of the environment in the
MAPE-K loop, and possibly communicating with the other
agents (as shown in Figure 1), the intrinsic parameters are
stored in the Knowledge component of the MAPE-K loop,
and can affect both the way the agent Monitors, Analyzes,
Plans, or Executes its actions.

We argue, when situational trust is required, all these
aspects need to come together. These aspects form a constraint
satisfaction problem with potentially multiple objectives where
one or multiple characteristic might outweigh the remaining.

When an interaction shall occur between two agents, the
one initiating the interaction will have a prior situational
trust that comes from the experience of previous (direct or



indirect) interactions. Based on the current situational trust
– that depends only on the specific situation in which the
interaction occurs – and on the prior situational trust, the
agent can create an expected situational trust that will drive
the current interaction between the agents. Finally, based on
the actual outcome of the interaction, the expected situational
trust will be updated with the new piece of information, and
translated into a posterior situational trust. The posterior will
be used as a prior situational trust in the next interaction.

A. Giving Trust

Enabling systems to trust each others can lead to short-cuts
in negotiations, explorations, and evaluations of each others
actions. With a rising amount of trust, a system might be
trusting another unconditionally. This means, the truster is
prepared to take a higher risk of betrayal. These can lead to a
reduction of resource utilisation in equal situations occurring.
Even more so, if a system is aware of its situational trust,
we can consider transfer of trust from one situation to others.
This might be a transfer from simple situations with little risk
involved to more complex situations, carrying more risk. A
question arising is whether there is a correlation between trust
and hence higher risk and the amount of required resources to
achieve the same task without trust?

B. Establishing Trust

Utilising established trust allows for rapid integration with-
out additional extensive explorations, negotiations, or evalua-
tions. To achieve this, a system aware of others’ trust towards
itself and how its own actions and interactions affect this trust,
can deliberately choose actions to shape the trust. This allows a
self-aware system to direct its behaviour in order to increase or
decrease trust in others towards itself and facilitating potential
collaboration. However, the understanding between actions
and resulting increase or decrease of trust also requires a
complex mapping of the situational trust and its concomitant
factors of who, where, when, why, what, and how.

III. EXPERIENCE AND REFLECTION

SISSY systems autonomously interacting and integrating the
actions of others, are not limited to evaluating the current situ-
ations but can reflect on previous experiences [4]. Employing
such reflective mechanisms individuals can trust or distrust
selectively. For example, trusting system A in one location or
time for specific reasons does not mean it also trust system
B in the same situation or that it trusts system A in other
circumstances (e.g., different time or location).

At the same time, establishing or diminishing trust is not
a single shot action. Systems can learn, calibrate, and refine
their trust for individual systems. Having established some
trust with system A in one situation makes it a preferred
collaborator in another situation over a system B that is
unbeknownst to us.

One might argue to add some kind of decaying or forgetting
factor towards trust over long periods of time. That would

diminish trust over time in the absence of trust-establishing in-
teractions. However, ongoing research works towards detection
of intentionally changed behaviour through direct interaction
and observation [6], [7].

Within the MAPE-K loop, the systems will perform this
reflection within the ‘Analyze’ part of the loop. Based on
historic information gathered and stored in the ‘Knowledge’
base, plans can be generated and interactions potentially short-
cut.

IV. CONCLUSION

In this short paper, we examine situational trust and its
characteristics. We follow the argument of Marsh et al.: “Trust
matters” [14]. Even more so in autonomously integrating
systems utilising the actions of others in order to improve
their collective efficiency over time.We argue that self-aware
systems, able to interact with others, can establish individual
trust and reputation. However, this trust is dependent on
the current situation and the more trust a system is having
in another, the more risk it is willing to take in case the
trust is misplaced. Over time, a system can build up an
understanding of where, when, with whom, why and how
to utilise trust to bootstrap interactions most efficiently. This
historic information is constantly shaped and refined through
every interaction taken with each individual system. We also
argue that not all characteristics presented in this short paper
are symmetric and deterministic. Systems, just as humans,
are prone to misinterpretation—may it be due to incorrect
sensor readings or miscommunication or different, underlying
experience informing the decisions to be made.
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