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Abstract. When analyzing a model of any kind, in order to get con-
fidence in the analysis result it is necessary to have confidence in the
model. If a model describes the timing of a complex software system, it
is not obvious how to determine if the model is valid, i.e. if the model
accurately describes the system from a certain point of view and at an
appropriate level of abstraction. Given that a model is regarded as valid,
to facilitate future maintenance of the model it should also be verified
that the model is robust with respect to typical changes. In this pa-
per we propose methods for establishing confidence in the validity and
robustness of models describing the temporal behavior of software.

1 Introduction

As large industrial software systems evolve, their software architecture may de-
grade. This since maintenance activities are often performed in a less than op-
timal manner due to resource restrictions e.g. limited time budgets. As a result
of these maintenance activities, not only the size but also the complexity of the
system increases. Eventually it becomes hard, or even impossible, to predict the
impact that changes will have on the system’s behavior. As a consequence of the
low understandability of the system’s behavior, the engineers are dependent on
extensive testing, which is time-consuming and costly. By introducing analyz-
ability with respect to properties of interest, the understandability of the system
can be increased.

If the software system has real-time requirements, it is of vital importance
that the system is analyzable with respect to timing related properties, e.g.
deadlines. Introducing analyzability, and consequently introducing the possibil-
ity of understanding the impact that changes will have on the system behavior
with respect to timing, can be done in two distinct ways: intrusively or non-
intrusively. In an intrusive approach the system is re-designed in order to make
it analyzable. An example of an intrusive approach is switching from event trig-
gered scheduling to time triggered scheduling or introducing a server algorithm
to handle aperiodic tasks. The intrusive approach is, however, associated with
a high cost as it might require a considerable effort to change the system. It is
also a risk since errors might be introduced that, in worst case, is not captured
during testing.



In a non-intrusive approach a model of the system is constructed. Hence, the
system is kept intact and unchanged which minimizes the cost and the risks.
The work presented in this paper focuses on a non-intrusive approach which has
been developed as part of a case study. A probabilistic modeling and analysis
framework was developed and a statistical model was constructed describing the
temporal behavior of the ABB Robotics robot control system, which is a complex
industrial real-time system [8]. While constructing the model we discovered that
it was not clear as how to validate the model.

The validation of a software model is the process of determining whether or
not the model is a correct description of the system with respect to the properties
of the system that the model is intended to describe. This is typically done by
comparing observations of the system’s behavior with the predictions made by
analyzing the model. Moreover, in order to facilitate future usage of the model,
it should be easy to keep the model and the system consistent as the system
evolves. The effort of adjusting the model to reflect the impact of a maintenance
operation should not be similar to constructing the initial model, the change
required to update the model should be intuitive and similar to the change in
the system. Therefore, it is necessary to verify that the model is robust with
respect to typical types of changes of the system.

In this paper we propose a methodology for validation of models describing
the temporal behavior of complex real-time systems. We define an equivalence
relation between a model and the corresponding system. The equivalence relation
is used for assessing the validity and the robustness of such models.

The outline of this paper is as follows: Section 2 describes related work, in
Section 3 we outline potential error sources when constructing a model, in Section
4 we discuss how to compare a timing model with the temporal behavior of the
real system and define an equivalence relation between timing models and system
implementations, in Section 5 we propose a method for analyzing the robustness
of timing models by sensitivity analysis. Finally we conclude the paper and give
hints on future work in Section 6.

2 Related Work

Validity of models has been studied in the simulation community. In [3], model
validation is defined as ”the process of determining whether a simulation model
is an accurate representation of the system, for the particular objectives of
the study”. They address validity of models that are to be used for general
simulation-based analysis, e.g. simulation of a physical process, but they do not
discuss the problems of performing the actual validation when the model de-
scribes the timing of a complex software system.

A process for constructing simulation models is described in [1], where the
assessment of model accuracy is integrated. The different activities required for
quality assurance is described. This process is quite complex as it contains 10
processes and 13 credibility assessment stages. However, this is guidelines on



a quite high level of abstraction. The work does not address what or how to
observe and compare the system with a model when validating.

Model validity from a general simulation point of view is also discussed in
[4]. Different processes for validation of models are described in the paper, one
process is Independent Verification and Validation, IV&V. It states that a third
party reviewer should be used to increase the confidence in the model. A scoring
model is also described, where various aspects are weighted and a total score can
be calculated as a measure of validity for the model. This is, as pointed out in
the paper, dangerous since it seems more objective than it really is and might
cause over-confidence in the model. The author describes a simplified version
of the modeling process described in [1], consisting of the Problem Entity (the
system), a Conceptual Model (the understanding of the system), and a Com-
puterized Model (the implementation of the Conceptual Model). Furthermore,
Conceptual Model validity is defined as the relation between the Problem Entity
and the Conceptual Model, i.e. if the person constructing the model has a correct
understanding of the system. Operational Validity is the relation between the
Computerized Model and the Problem Entity, i.e. if the Computerized model
was correctly implemented.

In [3] many aspects of the validity of models in general is discussed and a
seven-step approach for conducting a successful simulation study is described.
This approach is on a quite high level of abstraction and can be applied on
any model. The steps are problem formulation, collecting data and construc-
tion of the conceptual model, validation of the conceptual model, programming
the model, validation of programmed model, experiments and analysis, and pre-
sentation of results. The paper stresses the importance of a definite problem
formulation, comparisons between the model and the system, and the use of
sensitivity analysis. This is in line with the earlier work of this project [7][8].
This work does not address models of software systems and the difficulties of
validating them.

3 Sources of Error in a Model

The need for model validation emerges from the risk of constructing a model
that contains errors or lacks information about important details of the system’s
behavior. The process of constructing a model of a software system consists of
several different activities and errors could be introduced in any of them. There
are at least four potential error sources:

— the understanding of the system,

— the understanding of modeling language and tools,
— the observations of the system, and

— the level of abstraction in the model.

The understanding of the system The modeling team must understand both
the structure and the behavior of the system in order to develop a valid and



robust model. They should discuss their understanding of the system with system
experts and let them review the resulting model in order to avoid errors in the
conceptual model. This is in line with IV&V [4].

The understanding of modeling language and tools The modeling team must
have adequate knowledge about the different tools that are used for modeling
and analyses and the semantics of the modeling language. Otherwise, there is an
obvious risk of misunderstandings or misinterpretations. To avoid such errors,
the tools and modeling language must be well documented and communicated.

The observations of the system When constructing a model based on observa-
tions of a systems behavior, it is important that the observations are made in
several different but representative situations. This in order to ensure that as
much as possible of the behavior of the system is captured. For instance, it is
likely that a system that gets exposed to stimuli from its intended environment
behaves differently from a system that is in its idle mode. This is further dis-
cussed in Section 4.3. Moreover, if software probes are used when measuring the
system, the probe effect has to be considered [5]. This is especially important
for real-time systems where probes affect the temporal behavior and potentially
cause or prevent exceptional events in the system, for instance, a missed deadline
or a buffer underrun. One solution to avoid the probe effect is to use specialized
hardware that monitors the system without affecting the temporal behavior of
the system [6]. Another solution is to leave the probes in the system, so that the
impact imposed by the probes is not removed. In this work it is assumed that
the probes do not have to be removed but can be left in the system.

The level of abstraction If information about important details of the systems
behavior is missing, the model will be less accurate and less robust. A sensitivity
analysis, described in section 5, can evaluate whether or not this is the case.

4 Model equivalence

In this section we will present our notion of equivalence. The proposed equiv-
alence relation enables a comparison between the temporal behavior predicted
when analyzing a model and the temporal behavior observed when executing the
system. Since models are abstractions of the system, the predicted behavior will
consequently be an abstraction of the behavior of the system. Hence, it is not
feasible to compare the predicted behavior with the observed behavior directly.

As an example consider the measured response times and the predicted re-
sponse times for a task shown in Figure 1. Each dot represents an instance of the
task, where the Y axis is the response time and the X axis is the time when the
instance started. One instance is one execution of the task. The data presented
in this figure was collected in the ABB Robotics case study [7][8] mentioned in
the introduction.

We can see that the temporal behavior is mimicked by the analysis although
it is rougher. Distinct classes of response times can be identified in the observed
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Fig. 1. Observed (left) and predicted (right) response times for a task

and the predicted behavior and these match very well. As mentioned earlier, it
is not possible to compare these two data sets instance by instance, as they do
not match directly.

Instead, if the system and the model are equal with respect to a set of system
properties that characterize the temporal behavior of the system, we will say that
the model is observable equivalent to the implementation. As an example, if the
deadline of the task shown in Figure 1 is 10 time units then the model and real
system has equal behavior with respect to the property of meeting that deadline.

A system property in our framework is a probabilistic statement regarding
an aspect of the behavior of the system, that we can observe directly or derive
from observations of a system, but not find explicitly in the implementation or
configuration of the system.

Thus, the priority of tasks, the execution time of a task and the rate of
periodic tasks are not system properties. The priority and rate of tasks can be
found in the implementation and the execution times of tasks can be calculated
using tools. Typical examples of system properties are if a tasks response time
is less than a specific deadline, if precedence restrictions are violated or the
probability of a message queue being empty or being full.

4.1 Using system properties for comparison

When a model is to be compared with its corresponding system in order to
establish equivalence, a set of system properties has to be selected as a point of
view for the comparison. This set of system properties, the comparison properties,
are evaluated both with respect to the observed system behavior and with respect
to the results from analyzing the model. The comparison properties typically
include explicitly defined system properties of interest but may also include other
system properties, in order to increase the coverage of the comparison. These
supporting properties are of low interest when analyzing the model, but contain
a lot of information about the behavior of the system. A typical supporting
property could be the average number of messages in a message queue.



Selecting the appropriate comparison properties is very important in order
to get a valid comparison. As many system properties as practically possible
should be included in the set of comparison properties in order to get high con-
fidence in the comparison. If too few relevant system properties are included a
partially mismatching model might be accepted and regarded as valid. In [4],
this is mentioned as the model user’s risk. However, if some of the comparison
properties are irrelevant, there is a risk of rejecting a valid model due to differ-
ences in irrelevant system properties. Rejection of a valid model has mentioned
in [4] as the model builder’s risk.

The selected system properties should not only be relevant, but also be of
different types in order to compare a variety of aspects of the temporal behavior.
In this paper we have identified four types of timing related properties:

— response-time properties,

— event pattern properties,
synchronization properties, and
— message buffer properties.

Response-time properties The response time of tasks can be used as a comparison
property, since it is dependant on not only the execution time of the task, but
also depends on the temporal behavior of other tasks. The response time can be
interesting in terms of worst case, since it might be a requirement (a deadline),
but also the distribution of response times can be used as a supporting property,
as it contains a lot of information about the temporal behavior of the system.

Event pattern properties 1t is often possible to identify patterns in the execution
of tasks and arrival of events. For instance, a system property of this type is
the probability of a Task A preempting or preceding Task B. Another system
property of this type is the distribution of interarrival times of an aperiodic
event. For instance, a property could state that 95 % of the observed events of
this type arrived between 7-8 ms after the arrival of the last event of that type.
The occurrence of a certain pattern in the execution times of tasks is also a
system property that can be used for comparison.

Synchronization properties This type of properties are related to semaphores and
their effects, for instance which tasks that blocks other tasks and for how long.
Properties of this type could also state the absence of deadlocks and timeouts.

Message buffer properties This type of properties include those related to mes-
sage buffers, for instance the minimum or maximum number of messages, how
long a task waits for a message, how often a task writes or reads messages from
the buffer. Another example of such a property is the probability of a certain
message buffer being empty or full.

Even if a large set of comparison properties are used, if they represent too
few types of system properties, there is a risk of accepting an invalid model,
For instance, imagine that only response-time properties are used as comparison



properties. The rate of a task could in that case differ between the system and
model without being discovered in the comparison. If comparison properties
related to event patterns had been used as well, this would always have been
discovered.

4.2 Observed equivalence

As mentioned, in order to determine equivalence between an implementation
and a model we specify a set of system properties to be used for the comparison.
This set, the comparison properties, contains explicitly defined system properties
of interest and supporting properties, as discussed in Section 4.1. We formally
define the comparison properties, P;, as:

Definition 1 Ps = {p1,...,pn}, where n € N, is the set of system properties.
O

Since we decide on equivalence based on a comparison between observed
temporal behavior and the results from analyzing the corresponding model, we
say that it is an observable equivalence. We will refer to the observed temporal
behavior of the system as a function Obs, and the prediction behavior as a
function Pred. Formally, we define Obs and Pred as:

Definition 2 Obs(Ts,Qs, Ls) = (Start, Exec, Response, Queue, Sem) is a func-
tion that returns the result from monitoring the execution of a system S, where
Ts are the tasks in S, Qg are the message queues in S and Lg are the semaphores
in S. Start is a set containing the start times of all observed instances of the
tasks in Ts. The sets Exec and Response contain the exvecution times and re-
sponse times of the observed task instances. Queue is the observed number of
messages in each of the message queues in Qur over time, and Sem is the ob-
served status of each of the semaphores in Ly; over time. O

Definition 3 Pred(Ty,Qnr, La) = (Start, Exec, Response, Queue, Sem) is a
function that returns a prediction of the behavior based on a model M, where
T are the tasks in M, Qp are the message queues in M and Lps are the
semaphores in M. Start is a set containing the start times of all predicted in-
stances of the tasks in Th;. The sets Exec and Response contain the execution
times and response times of the predicted task instances. Queue is the predicted
number of messages in each of the message queues in Qp; over time, and Sem
is the predicted status of each of the semaphores in Ly; over time. O

There might be tasks in the system S which are not present in the model
M (Ty C Ts). Moreover, there might be message queues (Qp C Qg) in S
which are not in the model as well as semaphores (Ly; C Lg). This corresponds
to the abstractions made in the model. For more information on modeling and
abstraction in our framework we refer to [7].

As mentioned in Section 4.1, system properties are probabilistic statements
regarding a systems temporal behavior. For instance, a system property stating



that the response time of task 7 must be less than 10 time units with a probability
of 1, i.e. a hard deadline, could be expressed as:

Probability(r.response < 10) = 1

The function Probability calculates the probability of the condition being
true by dividing the number of elements matching the condition with the total
number of elements in the set T.response. Note that the < operator is used to
compare a set with a single value. It compares all values in the set specified
as left operand with the value specified as right operand, in this case 10, and
returns the subset of values are less than the right operand.

This notation for describing system properties is further described in [8].
We will denote the result from applying a system property p on the observed
temporal behavior of system S as:

p(Obs(Ts,Qs, Ls))

and we will denote the result from applying a property p; on the predictions
based on the model M as:

p(Pred(Ta, Qar, Lar)).

As Pred(Th, Qu, L) outputs data of the same format as Obs(Ts, Qs, Ls),
we can easily apply the same system properties on both data sets which enable
us to investigate equivalence with respect to the set of system properties P.
Formally, we define equivalence between a model and an implementation as:

Definition 4 A model M is equivalent with respect to a system implementation
S and a set of system properties P, iff:

Vp € P : p(Obs(Ts,Qs, Ls)) = p(Pred(Tn, @, L))
This equivilance is denoted S = M. a

Since the model is an abstraction of the system, it might be desired to have
a certain amount of tolerance in the equivalence relation. This tolerance can
however be encapsulated within the formulation of the system properties.

4.3 Using model equivalence for validation

The method for establishing an equivalence relation between a model and a
system described in section 4.2 compares two data sets, one from the observation
of the real system and one from the analysis of the model. If the two data sets
are equal when comparing them, with respect to a set of system properties, they
are equivalent, according to Definition 4.

In order to use the equivalence relation for validation of a model, a single
observation is however not sufficient. Multiple observations of the system should



be used to get confidence in the validity of the model. This since a single observa-
tion of the system will probably only cover a minor subset of potential behaviors
of the system, as mentioned in Section 3. The system might have many differ-
ent modes of operation, with different temporal behavior. These modes must be
identified and observations should be made in as many of these different situ-
ations as possible and included in the model. Comparing the model with the
system in different situations can point out differences that only occur in some
situations, i.e. a dependency that has been missed when constructing the model.

There are other reasons as well for basing a validation on multiple obser-
vations. One reason is if a certain transient scenario is of special interest when
validating, e.g. the temporal behavior during a state transition in the system.
In many cases it is only possible to capture one occurrence of the situation per
observation, since the time it takes to put the system in the appropriate state
that allows the scenario is often quite long, especially if it requires input from
the user. Multiple observations can be used to capture several occurrences of the
scenario and thus improve the confidence in the model.

Another reason for using multiple observations is if the memory available
for the monitoring of a system is limited. In many embedded systems, not much
memory is available for monitoring of extra-functional properties such as timing;
it is very likely that at most only a few seconds of execution can be measured. If
a longer observation is desired, i.e. more data, several shorter observations can
be made instead.

To conclude this section, when performing a validation of a model, it is
important to use multiple observations in order to observe as much as possible
of the system behavior, but it is also important that different types of system
properties are used for the comparison (as mentioned in Section 4.1), in order
to compare as much as possible of the observed behavior of the system with
the predictions based on the model. A third issue is to test different system
alterations to verify that their impact on the model is the same as on the real
system, i.e. to determine if the model is robust. In the next section, we will
discuss how to use multiple model validations in order to analyze the model
robustness.

5 Model Robustness

A model is robust with respect to a change in the implementation of the system
if the change when applied to the model affects the predictions based on the
model in the same way as it affects the observed behavior of the system. If a
model is robust, it implies that the relevant behaviors and semantic relations
are indeed captured by the model at an appropriate level of abstraction. In this
section we propose a method for determining the robustness of a model in our
framework. We refer to this activity as sensitivity analysis.

To exemplify the importance of model robustness, imagine a system con-
taining a binary semaphore protecting a shared resource. A timeout occurs if
a task has been waiting on the semaphore for a certain predefined time. If the



timeout occur, the execution time of the task is increased due to the error han-
dling necessary. However, in all previous versions of the system, this timeout has
never occurred. If the timeout is left out when constructing the timing model of
the system the model still seems accurate since the timeout never occurs. How-
ever, as a result from changing the system, e.g. increasing the execution time
of another task, the timeout will in some cases occur. Since the timeout was
not captured in the model the system’s behavior will diverge from the behavior
predicted based on the model.

Our approach to sensitivity analysis is influenced by system identification.
System identification is a technique used in the domain of control theory [2]. By
measuring and observing the input-output relationship between signals in the
process a model can be determined in terms of a transfer function. Validating
models based on the system identification approach is somewhat related to test-
ing. Typically, output signals predicted using the model is compared with the
output signals of the physical process. Hence, the model is regarded as correct if
the analysis and the physical process generate approximately the same output,
if fed with the same input.

Testing the model with different input signals and comparing the prediction
with the signals produced by the actual system is fine if the process is contin-
uous in its nature. It is fair to assume that we can interpolate the behavior in
between the tested signals. However, computer software is not continuous; they
are discontinuous systems meaning that the behavior may change dramatically
as a result of small changes in the system. A model of a software system can
thus quickly become invalid when the system evolves, if the model is not robust
with respect to typical changes. By analyzing the impact on the system caused
by different changes, it is possible to determine if the model is sensitive to such
changes, i.e. less robust.

5.1 Sensitivity Analysis

In this section, we will present how to analyze the robustness of a model using
a sensitivity analysis. The basic idea is to test different alterations and verify
that they affect the behavior predicted by the model in the same way as they
affect the observed behavior of the system. First a set of change scenarios has
to be elicitated. The change scenarios should be representative for the probable
changes that the system may undergo. Typical examples of change scenarios are
to change the execution times of a task or to introduce new types of messages
on already existing communication channels. The change scenario elicitation
requires, just as developing scenarios for architectural analysis, experienced en-
gineers that can perform educated guesses about relevant and probable changes.

The next step is to construct a set of systems variants {S1,...,5;} and a
set of corresponding models {Mj, ..., M;}. The system variants {Si,...,S;} are
versions of the original system, Sy, where ¢ different changes have been made
corresponding to the ¢ different change scenarios. Note that these changes only
needs to reflect the impact on the temporal behavior caused by the change
scenarios, they do not have to result in any functional improvements of the



system. These changes are therefore easy to implement. The model variants are
constructed in a similar way. {Mj, ..., M;} are the result of updating the initial
model My according to the same change scenarios.

Each model variant is then compared with its corresponding system variant
by investigating if they are equivalent as defined in Definition 4. If all variants
are equivalent, including the original model and system, we say that the model
is robust. Formally we define robustness as follows:

Definition 5 A model M is robust with respect to a system implementation S
where 0 < i < N corresponds to a change scenario and N is the number of

change scenarios. ad

However, note that each comparison made to decide equivalence between a
model and system variant should be made according to the recommendations
presented in Section 4.3.

System S, System S, \

Alteration Comparison

Model My Model M, /

Fig. 2. Analyzing model robustness

In Figure 2 we have depicted the general process of analyzing the robustness
of a model. An alteration, one of the identified change scenarios, is performed on
the system Sy and the model My is updated to reflect the impact of the change.
This results in a system variant S; and a model variant M;, which are then
compared as described in Section 4.3. If M; are equivalent to S; as defined in
Definition 4, the model My is robust with respect to that alteration.

6 Conclusion

In this paper we have addressed the problem of how to validate a model de-
scribing the temporal behavior of a large real-time system. We have proposed a



methodology for determining the equivalence between a timing model and the
temporal behavior of the corresponding system, with respect to a set of system
properties. Moreover, we have described the different types of such properties
and we have also described how a sensitivity analysis can be used to study the
robustness of a model. Further, different sources of errors in the model devel-
opment process have been identified. We plan to test this approach in practice
by applying it both on the case study described in the introduction, (the ABB
robot controller) and also use it in another case study on a different system.
Furthermore, we plan to investigate how the model constrution process can be
facilitated. We believe that the model constrution process is the weakest link in
this approach so automation of this part would be a major benefit.
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