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Abstract

Dynamic Software Product Lines (DSPLs) are a well-accepted approach to self-adaptation at runtime. In the context of DSPLs, there are plenty of reactive approaches that apply countermeasures as soon as a context change happens. In this paper we propose a proactive approach, ProDSPL, that exploits an automatically learnt model of the system, anticipates future variations of the system and generates the best DSPL configuration that can lessen the negative impact of future events on the quality requirements of the system. Predicting the future fosters adaptations that are good for a longer time and therefore reduces the number of reconfigurations required, making the system more stable.

ProDSPL formulates the problem of the generation of dynamic reconfigurations as a proactive controller over a prediction horizon, which includes a mapping of the valid configurations of the DSPL into linear constraints. Our approach is evaluated and compared with a reactive approach, DAGAME, also based on a DSPL, which uses a genetic algorithm to generate quasi-optimal feature model configurations at runtime. ProDSPL has been evaluated using a strategy mobile game and a set of randomly generated feature models. The evaluation shows that ProDSPL gives good results with regard to the quality of the configurations generated when it tries anticipate future events. Moreover, in doing so, ProDSPL enforces the system to make as few reconfigurations as possible.
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1. Introduction

The demand for self-adapting software systems has risen sharply, specially motivated by the growing importance of Cyber-Physical Systems (CPS) operating in complex and changing environments, and the increasing ubiquity possibilities of Information and Communication Technologies (ICT) \[1\]. Designing self-adaptive systems is a complex task, and has been of great interest in the last years, specially in areas such as mobile computing, robotics or ubiquitous computing \[2\]. Runtime adaptation mechanisms sometimes are problematic since they tend to be unstable, inefficient and unreliable \[3\]. Therefore, in order to overcome some of these problems several approaches have been defined \[4, 5, 6\], being the Dynamic Software Product Lines (DSPL) one of the most widely used. Dynamic Software Product Lines (DSPL) are a systematic engineering approach that uses SPLs (Software Product Lines) artifacts to model the dynamic variability of a system. DSPLs model the different adaptations of the system to context changes, either internal or external, as variation points. Examples of context variations that can trigger a system adaptation can be, the continuous variation of resource availability (e.g., battery or memory), the occurrence of system or environment failures, and also the fluctuations of user’s needs \[7\].

Adopting a DSPL approach requires specifying the dynamic variation points as part of a variabil-
ity model and a reconfiguration service that performs the system adaptation when necessary. One of the most popular variability models is the feature model (FM), which, in the context of DSPLs, is used to specify a variability space model of a single system at runtime, without needing to enumerate all the possible system configurations. The reconfiguration service determines if the system needs to be adapted to satisfy the quality requirements under different execution contexts. Then, the reconfiguration service, containing the DSPL artifacts, will be continuously monitoring the context and finding out the best possible configuration after each context change at runtime. This new configuration should be the optimal one with respect to an objective criterion (e.g., minimize battery consumption while maintaining a prescribed quality of service). There are many reasoning techniques to select the suitable variant of a system, considering the current configuration, the context change and the DSPL artifacts.

Independently of the reasoning approach used to find the new configuration, DSPLs approaches implement decision strategies that are purely reactive: during the system execution the context is continuously monitored and when a context change occurs, the reconfiguration service react to this change by analysing if there is another configuration that fits better the current conditions trying to find an optimal or quasi-optimal solution for the current context [5]. In cyber-physical systems the strategy used to generate the new optimal or quasi-optimal configuration should be implemented at runtime, since the high number of unexpected context changes makes impossible to pre-load all possible reconfiguration plans. Dynamic strategies then require the generation of a valid configuration at runtime, and adapting the system accordingly, which can be both time- and resource-consuming tasks (in terms of energy, memory, computation, etc.) that can negatively affect the performance of battery-powered systems.

Therefore, when analysing different DSPL alternatives, the adaptation cost should also be considered in terms of resources involved in reconfiguration, such as energy consumption and also the time needed to analyse and perform an adaptation. Indeed, in some scenarios, the adaptation process can consume a significant amount of execution time. For example, in Wireless Sensor Networks, where most of the devices have usually limited computational resources, the cost of the reconfiguration is usually too high as it contributes to a faster degradation of the device batteries. In medical applications, it is simply not acceptable to stop–or delay–the normal functioning of the system for a reconfiguration, specially if there is a serious problem that should be fixed urgently. For this kind of scenarios, the preferred techniques are those that lessen the number of reconfigurations, but trying to maintain a good quality of service at the same time. Also, performing continuous adaptations makes the system more unstable, because, if the reconfiguration service makes the system jump from one configuration to another, this might reduce the user quality of experience. Then, in these situations, it would be preferable to adopt a proactive strategy in order to reduce the number of adaptations, making the system more stable. Proactive strategies consider not only the current context, but also the system expected evolution over time, so their adaptation solutions tend to stay valid for longer. But the price to pay when we apply a proactive strategy is that sometimes the calculated application configuration has a lower utility or quality compared to the optimal solution or to the solution provided by some reactive approaches. Therefore, the great challenge is to find a proactive strategy whose adaptation solutions are good enough to increase the lifespan of the system while reducing the number of required reconfigurations. By decreasing the number of runtime reconfigurations, the overall adaptation cost is reduced and also the system is more stable.

In this work, we propose ProDSPL, that is a self-optimizing approach that combines DSPL with a control-based proactive decision strategy for dynamically generating optimal configurations in a proactive way. Self-optimizing systems based on Proactive Controllers have been explored in the context of software systems adaptation with successful results [9, 10, 11], and in this work we explore how well it behaves in conjunction with DSPL artifacts.

ProDSPL formulates the problem of dynamic reconfiguration as a proactive controller (PC) that generates valid configurations of a DSPL at runtime. In the control theory field, this type of adaptation, which is known as Model Predictive Control (MPC), relies on dynamic models learnt from the system observation, and comes with a well-developed theory and myriads of successful applications [12].

The main contribution of this paper is the formulation of the DSPL reconfiguration service as a
single-objective optimization problem over a prediction horizon subject to the linear constraints of the DSPL feature model following a proactive approach. This formulation is based on a mapping between extended feature models and linear constraints, which is part of our solution to combine proactive control with DSPL. Although previous works have proposed this kind of mapping [13, 14], they only consider basic feature models. Feature models of this kind do not support numerical features and consider only simple cross-tree constraints (i.e., include or exclude), so they cannot be applied in several real case studies.

Both the time required to generate the configurations and the quality of the results found are crucial aspects for the success of a DSPL-driven reconfiguration at runtime. So, the performance and quality of the results obtained by the proactive controller ProDSPL are compared with DAGAME [5], a reactive approach that uses a DSPL approach with a genetic algorithm for the generation of feature model configurations at runtime. Taking into account the concept of optimality [15] (i.e., the ratio between the utility of the solution obtained by an algorithm and the utility of the optimal solution obtained using the exact method), DAGAME is able to obtain solutions with an optimality higher than 87.4% and execution times between 20 and 100 milliseconds. In this paper, ProDSPL performance is evaluated using a simulator of a mobile app developed in Java, in order to make experiments and results reproducible by third parties. The comparison with the purely reactive approach shows good results with regard to the performance and the quality of the configurations generated. The results obtained support in practice our initial hypothesis about the use of a proactive approach. That is, our solution is more sustainable as it contributes to reduce the overall cost—in time and energy—of reconfiguration and leads to more stable systems, while maintaining a satisfactory quality of adaptation.

The remainder of the paper is organized as follows: Section 2 provides background on DSPLs, the decision-making process, and the model predictive control. Section 2 overviews the main activities of our approach, ProDSPL. Section 3 illustrates how to apply our proposal using a Mobile Game as a case study. The experimental results are presented, analyzed and compared with DAGAME in Section 5 while the threats to the validity of our study are discussed in Section 6. Section 7 discusses related work. Finally, Section 8 presents some conclusions to the paper.

2. Background

2.1. Dynamic Software Product Lines

DSPL is an approach to self-adaptation that takes concepts from the domain of SPL, including the management of variability through a model. DSPLs redefine existing SPL engineering processes by moving them to runtime, with the goal of adapting the system to the current environment by performing reconfiguration autonomously. While SPLs are able to generate several systems of the same family at design time, a DSPL is able to adapt a single system behaviour at runtime.

Variability of SPLs can be specified using different modelling languages, being feature models [16] the most popular. Since its conception, a lot of notations and extensions have been defined for feature models [17]. A feature model contains an explicit representation of the configuration space by means of features. An FM organizes features into a tree, and includes the corresponding tree and cross-tree constraints representing dependencies among features. In DSPL, the system elements that can be reconfigured are modelled as dynamic variation points, while the set of selected features that fits the current context is known as dynamic configuration. In DSPLs, optional features will be included or not in the system at runtime, depending on how the context conditions affect the application during its execution.

With this aim, and as part of a DSPL definition, the engineer must [18][19, 7] (i) identify the range of potential adaptations supported by the system in terms of architectural components that can be deleted, replaced or added at runtime and the software components parameters that could vary so that the system meet some quality requirements; (ii) define an explicit representation of the valid configuration space of the system that can be included as part of the running system; (iii) identify the context changes that may trigger an adaptation; (iv) identify the set of possible reactions to context changes that should be supported by the system; and (v) define a decision-making process (DMP) that fulfils some optimization goals (one or many) by choosing the best DSPL configuration that fits current context.
However, the way these issues are implemented may differ greatly between different proposals. The main difference lies in when the dynamic valid configurations are computed. Some approaches compute all the possible reconfiguration at design-time [20] and upload all or a subset of them at runtime [21]. Other approaches are able to generate these configurations at runtime [18]. The main advantage of the latter is all the possible configurations are considered and not only a subset, but it is difficult to find a DMP capable of generating reconfiguration plans efficiently in an acceptable computation time at runtime.

2.2. Decision-making process in DSPLs

Then, one of the key issues of DSPLs approaches is the decision-making strategy and the objective optimization techniques applied to generating optimal dynamic configurations.

The authors in [8] offer an overview of different DSPL approaches for self-adaptation and their decision-making processes. According to [8], most of the DMP for dynamic reconfiguration approaches can be classified into three major optimization categories: (i) randomized stochastic approaches; (ii) exact solution approaches; and (iii) learning-based approaches. A common feature of DSPLs approaches is that the adaptation follows a reactive strategy: during the system execution, when the context changes occurs, the reconfiguration service analyses whether this change requires or not replacing the current configuration by a new one that fits better the current context conditions.

Then, in reactive approaches, adapting the system to context changes should be done after a change is detected. Hence, the reconfiguration service needs a mechanism able to generate new optimal configurations as fast as possible at runtime, which is a challenging task. Usually, the input of a DMP takes as input the current configuration, the event that triggered an adaptation, the DSPL artifacts and an optimization goal according to system and user requirements. All this information from the past must be available at runtime.

2.3. Model Predictive Control

The idea of proactivity in the adaptation of software systems has been explored in the past few years by different approaches, ranging from hidden Markov chains [22] [10] to dynamic systems [11], with the aim to forecast the future behaviour of the system and of the environment. Model Predictive Control (MPC) [12] [23] is an important advanced control technique for multivariable control problems that makes an explicit use of a reasonably accurate dynamic model to predict the system output at future time instants (prediction horizon). The model is the main element of the controller as it has to capture the system dynamics to be able to calculate the predictions. Model predictive control offers several important advantages for supporting the decision-making strategy in DSPLs: (1) the process model captures the dynamic and static interactions between input, output and disturbance variables; (2) constraints on inputs and outputs are considered in a systematic manner; (3) the control calculations can be coordinated with the calculation of optimum set points; and (4) accurate model predictions can provide early warnings of potential problems.

2.4. Case study: Strategy Mobile Game

Our illustrative case study is a strategy video game for a mobile phone taken from [18]. In strategy games, the player controls multiple elements in a large game world (e.g., a game board). These games are more delay-tolerant than action and racing games [24] [25], having latency requirements similar to those of Web browsing (in the order of seconds) [26] [27].

In this strategy game for mobile devices some characteristics can be configured at runtime (by adding or deleting the corresponding software components, or tuning up the values of their parameters) to adapt the game to the context, i.e., the user preferences or the device resource availability (e.g., battery, memory, etc.).

The player can configure graphics quality and sound according to their preferences. The user can select between using 2D or 3D graphics. Internally, graphics quality is also determined by the level of detail (low, medium or high) and the frame rate (in frame per second–fps) of the video. In this case, a high graphics quality (3D graphics, high detail level or high frame rate) requires more resources (CPU, battery, memory). As part of the audio settings, the user can mute the game sounds or use vibration instead. When the sound is on, its quality can be configured by means of the bit rate in kbps. The higher the bit rate is, the more resources the sound reproduction will consume on the mobile device.

The game offers an online and a local multiplayer mode to challenge other players, offline or
in the same local or personal area network. Players activity may or may not be organized in turns. Regarding connectivity, the application can make use of different network interfaces and technologies supported by the mobile device, such as WiFi (WLAN), LTE (4G) and HSPA (3G), but also Bluetooth, which is used to support the interaction with other players in the local multiplayer mode. Real-time multiplayer games require low response times, but strategy games can support round-trip delays of 1–3 seconds without ruining the gameplay. Anyway, latency should be under 5 seconds \cite{24, 25}. A WiFi connection has the shortest response time and the fastest transfer speed, providing the best gamer experience, but its energy consumption is the highest and its availability and speed are limited by the location of the user in the coverage area of the WLAN. The use of LTE is suited for multiplayer real-time games when WiFi is not available or offers a poor coverage, but LTE battery consumption is higher than WiFi and its use may involve additional costs from the ISP company.

3. The ProDSPL approach

We propose ProDSPL to drive the decision-making strategy of a DSPL. ProDSPL is based on the idea of a proactive control approach, and formulates the adaptation problem as an optimization problem over a prediction horizon subject to the linear constraints of the DSPL.

The proposed approach exploits an automatically learnt model of the system, which captures how the system reacts to different feature model alternatives over time, in order to predict what is the impact of the chosen dynamic configurations on the system requirements, based on the available resources (e.g., battery). A distinctive characteristic of our approach is that, at any time, ProDSPL accounts for the current effect and also predicts the future impact of the reconfiguration on the behaviour of the system for a specific period of time (i.e., a look-ahead horizon). This might lead to decide whether to adapt or reconfigure the DSPL by means of solving an optimization problem to select the valid product configuration that maximizes an objective function over a finite look-ahead horizon.

A schematic overview of ProDSPL is shown in Figure 1. ProDSPL is based on the iterative solution, i.e., it periodically recomputes a new solution, by searching through a finite-horizon optimization problem that is solved at every iteration. At design time, we need to define the DSPL feature model including the tree and cross-tree constraints. The optimization problem must include such constraints among features—to compute a feasible feature configuration—and a model that maps the selection of features to the relevant Key Performance Indicators (KPIs). The model is automatically learnt from logged data, and it can possibly be changed at run-time in the case of major changes in how the features map into the KPIs occur. Also, we need to decide the objectives of the DSPL in terms of performance that ProDSPL will try to maximize during system execution. At runtime, the Decision-Making Strategy component determines if there is a configuration that fits better the current context, by periodically solving the optimization problem, not just when a sudden change occurs, but whenever the reconfiguration service detects a variation in the performance indicators. Periodically, a better solution that maximizes the accumulated performance and that fulfils the system constraints is sought, and if a new solution is found, ProDSPL replaces the current configuration by the new one.

The rest of this section describes how to design the extended feature model, how the learnt model is calculated through a mathematical model, and how the feature model is transformed into linear constraints. This is done once, at design time before running the system. Section 4 describes how the approach is applied to an illustrative case study.

3.1. Variability model design

The first phase is to design the variability model of the DSPL in the form of an extended feature model.

In this work, to specify dynamic variability we use extended feature models, which are basic feature models with variables, cardinality groups, and arithmetic and logical constraints. In order to generate a new dynamic configuration, the features of the feature model are resolved taking into account its specific type (e.g., choices are selected or not, values are given to variables...).

The extended feature model, including cross-tree constraints, defines what the feasible reconfiguration solutions are. The use of feature models to specify dynamic variation points will ensure that system adaptations lead the system to a valid state, i.e., it will restrict the solution space to runtime valid configurations. The extended feature model is one of the two main artifacts of ProDSPL (see
right part of the Design Time of Figure 1. Figure 2 in Section 4.1 shows the extended feature model of our illustrative case study, the strategy mobile game. This model comprises all those features of the game whose activation/deactivation or tuning affect battery consumption or user experience. These include connectivity (WiFi, LTE, Bluetooth), playing modes, graphics and sound quality, etc. In addition, cross-tree constraints will be used to express (1) that sound quality ranges between 128 and 256 kps when the gamer is playing in local multiplayer mode; (2) the connection used can be WiFi or Bluetooth; and (3) that showing and updating the global score board require network connectivity.

3.2. Learning the system model

ProDSPL is a model-based approach that exploits a mathematical model of the system performance to capture how the system reacts to different choices of the features over time. The definition of an accurate model of the system is far from being trivial. However, the main aim of the model in the optimization problem is not to provide an accurate mapping between the features and the KPIs, since given a set of selected features it is sufficient to capture the main trend of their effect to support the decision-making strategy. For example, it is sufficient to capture that enabling LTE will consume more battery than selecting WiFi for the connectivity of an application. As a result, ProDSPL includes a learning phase, where the model of the optimization problem is computed from experimental data. To learn such model, we use a non-iterative subspace identification approach \cite{29}, widely adopted in the learning community, and successfully used in control of software systems \cite{29}, implemented in Matlab with the \texttt{asss} function.

To consider the current and anticipated adaptation needs of the system, ProDSPL learns a model \( \mathcal{M} \) (i.e., the MPC model) that captures the dynamics of the system (see Figure 1). Considering that we are modelling the dynamic variation points with extended feature models, the model of the system has to capture how the features \( u = \{ u_1, u_2, \ldots, u_m \} \) affect the relevant performance indicators \( y = \{ y_1, y_2, \ldots, y_p \} \). This model can be either manually designed, based on some prior knowledge of the system, or automatically generated from logged data obtained from the executions of the software system, or from a simulator of the system. The model can be computed by means of learning techniques \cite{29}. In particular, we follow the technique presented in \cite{29}, in which the identified model \( \mathcal{M}_t \) at a specific time instant \( t \) will be in the form:

\[
\begin{align*}
\dot{x}(t + 1) &= Ax(t) + Bu(t), \\
y(t) &= Cx(t),
\end{align*}
\]

where \( u \) is the vector of control parameters (i.e., the features), \( y \) is the set of performance indicators that highlights how the system is performing, and \( A, B \) and \( C \) are matrices learnt from the logged data. The model is used to predict the future behaviour of the system, by “unrolling” the equation (1) over \( H \) time steps (called \textit{prediction horizon}). For example,
for time steps $t = 1, 2$:
\[
x(1) = Ax(0) + Bu(0),
\]
\[
x(2) = Ax(1) + Bu(1) = A^2x(0) + ABu(0) + Bu(1).
\]
If the dynamic model is unrolled for a generic time $t = H$ [12], the unrolled dynamics can be expressed as:
\[
x(H) = A^Hx(0) + \sum_{i=1}^{H} A^{H-i}Bu(i - 1).
\]
This makes possible to compute the value of all the future outputs $y$ as a function of the current state of the system ($x(0)$) and of the possible changes determined by the feature model $u(0)$, $u(1)$, ..., $u(H-1)$, which must be also computed. This computation is performed considering, that $u = \{u_1, u_2, ..., u_m\}$ is the set of the $m$ features included in the DSPL that are either binary or have a numerical value. The identified learnt model can be adapted at runtime, based on the current behaviour of the system, so the accuracy of this initial model does not have to be necessarily very high [23]. In fact, this model serves for understanding the complex relationships between the features $u$ and the performance indicators $y$, in order to take sensible decisions of what features must be included in the runtime configuration.

3.3. Transformation of the variability model into linear constraints

In order to compute a plan of what are the features $u$ that must be enabled during the prediction horizon $H$, the description of the extended feature model must be transformed into constraints that can be used by a numerical solver (see left part of Design Time of Figure 1). The extended feature model and the cross-tree constraints are reformulated in terms of a set of linear constraints $C$. This procedure has to be done carefully, in order to introduce only linear constraints, which are usually simpler to handle.

Even though the use of just linear constraints seems to limit the applicability of the proposed approach, this is not true. Below, we present general rules that can be used to transform complex generic structures of extended feature models into linear constraints. The transformation of a feature model into a set of linear constraints has been approached in previous contributions [13] [14]. However, these works do not consider the transformation of extended feature models. They just consider simple feature models, i.e., without numerical attributes, propositional constraints or groups with customised cardinalities. The transformation is performed from the following mapping between feature models and linear constraints:

- **Paternity**: Let $p$ be the parent and $c$ the child in parent-child relation, then the equivalent constraint is $u_c \leq u_p$.
- **Mandatory**: Let $p$ be the parent and $c$ the child in a mandatory relation, then the equivalent constraint is $u_p \leq u_c$.
- **Groups**: Let $\{u_1, u_2, ..., u_k\}$ be a group of features in a group relation which allows to choose between $n$ and $m$ elements of the group, being $n \leq k \leq m$, and $p$ the parent feature of this group, then the equivalent constraints are $\sum_{i=1}^{k} u_i \geq nu_p$ and $\sum_{i=1}^{k} u_i \leq mu_p$.

The mappings above cannot be applied when a feature (e.g., printer) has a numerical value associated. We consider these features as *numerical features* that can be bound to a variable value (e.g., a high resolution printer has a value that can range from 100 to 300 ppi). If one of the features has a positive value, then the inequality expressions will not hold. In order to incorporate numerical features in our decision-making strategy, we follow a two step solution. Firstly, we normalize the range of values that can be taken for the numerical feature. This normalized range starts with 0, associated with the decision of not selecting the feature in the resolution model (e.g., not selecting the printer feature). Therefore, if the original range of values of a variable is $[LB, UB]$, the normalized range is $[0, UB - LB + 1]$.

Secondly, a binary value $y_i \in \{0, 1\}$ associated with $u_i$ is introduced to decide if $u_i$ should be enabled, and to introduce “big M” constraints for the groups of features. The mapping for variables with normalized ranges will be as follows:

- **Paternity**: Let $p$ be the parent and $c$ the child in parent-child relation. If the size of the range of $c$ is higher than the size of the range of $p$, then the equivalent constraint is $u_c \leq (UB_c - LB_c + 1)u_p$ where $LB_c$ and $UB_c$ are the lower and the upper bounds of $c$.
- **Mandatory**: Let $p$ be the parent and $c$ the child in a mandatory relation. If the size of
the range of $p$ is higher than the size of the range of $c$, then the equivalent constraint is $u_p \leq (UB_p - LB_p + 1)u_c$, where $LB_p$ and $UB_p$ are the lower and the upper bounds of $p$.

- **Groups**: Let $\{u_1, u_2, \ldots, u_k\}$ be a group of features in a group relation which allows to choose between $n$ and $m$ elements of the group, being $n \leq k \leq m$, then the equivalent constraints are $u_1 \leq Mz_1$, $u_2 \leq Mz_2$, ..., $u_k \leq Mz_k$, where $\sum_{i=1}^{k} z_i \geq n$ and $\sum_{i=1}^{k} z_i \leq m$.

Additionally, we can express propositional logic constraints and arithmetic constraints using integer linear programming constraints. There are several works that propose mappings between propositional logic and integer linear constraints. Some kinds of extended feature models support the use of quantifiers (i.e., $\forall$ and $\exists$) for the definition of cross-tree constraints. However, they are applied to cardinality-based feature models whose use for DSPL has not been explored. We intend to investigate this as future work.

### 3.4. Formulation of the decision-making strategy

The decision-making strategy (see left part of Runtime of Figure 1) is formulated as an optimization problem that takes the form:

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{H} F(u(i)) \\
\text{subject to} & \quad M_t, \quad t = 1, \ldots, H \\
& \quad C_t, \quad t = 1, \ldots, H, \\
& \quad y(0) = y_\text{measured},
\end{align*}
\]

where the last constraint initializes the optimization problem based on the last measured value of the performance $y_\text{measured}$, and $F(u(i))$ is an objective function that must be maximized over the given prediction horizon. One can think of the function $F$ as the (instantaneous) utility function associated with the selected features $u(t)$ at time $t$. If no numerical features are present, classical 0-1 programming solvers can be used for solving (3).

The output of the optimization problem is a long-term plan over the prediction horizon $H$. ProDSPL applies the so-called “receding horizon principle” [12], i.e., only the first action $u(1)$ of the long-term plan is applied, and, at the next control period, a new plan is generated by solving the new optimization problem, initialized with the new measured output $y_\text{measured}$. In our case, the first reconfiguration action of the plan is the runtime application configuration (including numerical features) that fits not only the current context, but also the expected behaviour of the system.

ProDSPL has both a proactive and a reactive nature. It is proactive, thanks to the exploitation of the model in the creation of the plan for the future. ProDSPL is also reactive, since the solution of the optimization problem is re-assessed periodically; in practice, different factors, e.g., environmental conditions, distance from routers, etc., may affect the KPIs without being accurately captured by the model, but the periodic re-assessment allows for a re-alignment of the model with the current state of the real system. As such, the reactive nature of the proposed approach compensates also for potential model inaccuracies.

The quality of the resulting decision-making strategy is directly linked to the selection of the period, which is a design parameter of ProDSPL. Such a design choice is rather common for control systems [12], where a lower period results in a tighter and higher quality control. However, more frequent control actions have the drawback of a higher overhead in terms of required computation. Such a design choice, therefore, is often problem dependent, since it is a function of the available computational capacity, and of the level of accuracy required by the application.

Since $M_t$ is selected to be a linear model, and $C_t$ is a set of linear constraints introduced by the variability model, all the constraints of the optimization problem are linear. Therefore, if $F(u(i))$ is chosen to be linear with respect to the decision variables $u(i)$, then the formulated control problem is an integer linear programming problem [35].

Thanks to the linearity of the approach, ProDSPL will converge to the same solution until the quantity of resources is critical. For example, if there is enough battery (e.g., at least 20%), the proposed approach will continuously select the configuration that best optimizes the user experience in the game. When the battery gets close to the threshold level, the selection of the features becomes more critical, and the focus of the optimization problem will be on the minimization of the battery drainage while...
keeping a satisfactory level of user experience. This behavior of ProDSPL is obtained thanks to the periodic re-assessment of the current KPIs and the subsequent recomputation of a (possibly) new plan.

4. ProDSPL in action

In this section, we illustrate how our proposal is applied for adaptation at runtime using as a case study the strategy mobile game presented in Section 2.4.

4.1. Derivation of the feature model

The first step of a developer that wants to apply our approach is to derive the extended feature model of the system to adapt. Figure 2 shows the extended feature model of the strategy mobile game. The root feature, MobileGame, is decomposed in features that model the dynamic variation points that can affect energy consumption and user experience. Derived from the game description (in section 2.4), the model includes the following features in a first level of decomposition: Sound, Connectivity, GraphicsQuality, GlobalScoreboard and Multiplayer. A feature can be bound to its parent by a solid or a dashed line. In the first case, it means that, if the parent has been selected (i.e., the parent feature is true), a value has to be assigned for that feature too. Secondly, a dashed line means that, if the parent has been evaluated as true, it is not mandatory to decide a value for this feature. While the GraphicsQuality and GameMode features are mandatory and thus have to be included in all the generated configurations, the other features are optional. For instance, if Sound is selected, it is not necessary to decide a value for Vibration. The Connectivity and Bluetooth features are part of an OR group, meaning that one or both of them can be selected simultaneously. Low, Medium and High features (children features of Graphics feature), are in an XOR group, and thus exactly one of them can be part of a particular configuration. This model includes two different kinds of features: choices and variables. Choices, which are depicted in the figure as rectangles (e.g., Sound), are evaluated as true or false. They correspond to features \( u_i \in \{0, 1\} \). On the other hand, variables (e.g., frameRate), which are depicted as ovals, can be evaluated as values of different types (e.g., numerical values). For the running case study, all the variable features are evaluated as positive integer numbers, i.e., \( u_i \in \mathbb{N} \).

Feature models allow the specification of cross-tree constraints in order to delimit the degree of variability. These constraints are defined as relationships between different features of the model. The grey box of Figure 2 shows the constraints \( C \) of our case study. For instance, since having a global score board requires to have a network connection, we include \( C_1 \), that states that, if GlobalScoreBoard is selected in the resolution model, it is mandatory to include (i.e., select) the feature Network. It is possible to specify constraints involving the values of a variable feature. For instance, constraint \( C_5 \) states that the value of feature frameRate ranges between 40 and 60. If the frameRate feature is selected, its value must comply \( C_5 \). C4 states that, in the case that the OnlineMultiplayer feature is selected, it is necessary to select the HSPA, LTE or WiFi features. If LocalMultiplayer is selected, WiFi or Bluetooth features are required to be selected (C3). Taking into account tree and cross-tree constraints, the presented extended feature model has 1,804,194 possible configurations. Note, that this is the number of the possible valid configurations that the system can take during runtime, so this case study can be considered sufficiently representative [5].

4.2. Linear constraint derivation

Once the extended feature model of the case is derived, it is reformulated as a set of linear con-
The mandatory constraints are the following:

\[
\begin{align*}
  u_i &\leq u_1, & i = 2, \ldots, 7 \\
  u_i &\leq u_2, & i = 8, 9 \\
  u_i &\leq u_4, & i = 10, 12 \\
  u_{11} &\leq 21 u_4, \\
  u_{13} &\leq u_5, \\
  u_{14} &\leq 129 u_5, \\
  u_i &\leq u_6, & i = 15, 16 \\
  u_i &\leq u_7, & i = 17, 18 \\
  u_i &\leq u_8, \\
  u_i &\leq u_{10}, & i = 23, 24, 25 \\
  u_i &\leq u_{11}, & i = 25, 27
\end{align*}
\]

The group constraints are the following:

\[
\begin{align*}
  u_2 &\leq u_8 + u_9 \leq 2u_2, \\
  u_6 &\leq u_{15} + u_{16}, \\
  u_7 &\leq u_{17} + u_{18}, \\
  u_8 &\leq u_{19} + u_{20} + u_{21} + u_{22}, \\
  u_{10} &\leq u_{23} + u_{24} + u_{25}, \\
  u_{12} &\leq u_{26} + u_{27}.
\end{align*}
\]

Finally, the cross-tree constraints are the following:

\[
\begin{align*}
  u_3 &\leq u_8, & (C1) \\
  u_{17} &\leq u_9 + u_{22}, & (C2) \\
  u_{18} &\leq u_{20} + u_{21} + u_{22}, & (C3) \\
  u_{15} &\leq u_{21} + u_{22}, & (C4) \\
  0 &\leq u_{11} \leq 21, & (C5) \\
  0 &\leq u_{14} \leq 129. & (C6)
\end{align*}
\]

Constraints C5 and C6, which refer to the lower and upper bounds of variable features graphics `frameRate` and sound `quality`, are defined based on the domain of `u_{11}` and `u_{14}` and the transformations of bounds described in Section 3.3. Finally, when the game application is running, then \( u_1 = 1 \). The set of constraints is therefore \( C = \{ (4) \cup (5) \cup (6) \cup (7) \} \), that must hold true for every time instant in the prediction horizon.

### 4.3 Formulation of the decision-making strategy

The model \( C \) is used to derive the learnt model \( \mathcal{M}_t \). At design time, an initial model \( \mathcal{M}_t \) is learnt from data logged from the running system, where
the features \( u = \{u_1, \ldots, u_{27}\} \) are the ones described in the previous section, and the performance indicators are \( y = \{y_1, y_2, y_3\} \), where \( y_1 \) is the current value of the utility, \( y_2 \) is the estimated battery level; and \( y_3 \) is the current battery consumption.

The objective function of \([3]\) is the utility \( F(u) = y_1 \), and it is computed as:

\[
F(u) := y_1 = f_{u_{11}}(u_{11}) + f_{u_{14}}(u_{14}) + \sum_{i \in \{11,14\}} \alpha_i u_i(k),
\]

with \( f_{u_{11}} \) and \( f_{u_{14}} \) being functions that increase the utility as the quality of experience increases with the enabled quantitative feature, and \( \alpha_i \) are weights on the relevance of having the \( i \)-th feature enabled.

Finally, we can introduce additional constraints related to the battery level, that should never become negative, i.e., \( y_2(t) \geq 0 \) for all the points in time.

The solution needs to be re-assessed periodically, since different factors, e.g., environmental conditions, distance from routers, etc., might affect the performance indicators, and perhaps they are not being accurately captured by the model. In our case, the first reconfiguration action of the plan is the runtime application configuration (including numerical features) that fits not only the current context, but also the expected behaviour of the system. At runtime, a new plan is computed periodically, based on the current measured operating conditions. The selection of the period depends on: (i) the application, (ii) the number of features in the model and (iii) the available computation capacity. Taking into consideration the aforementioned issues for our case study, the selected period is 250 milliseconds.

One of the challenges to apply DSPL approaches in real environments is to obtain a model that captures the relationships between the features and the KPIs, i.e., the configuration model or the \( M_t \) model in PRODSPL. In general, this issue is considered out of the scope of the DSPL approach. Then, the models can be obtained using different techniques like machine learning models, analytical models, simulation-based models [36] or the information provided by an expert. The chosen technique strongly depends on the specific application. In some cases, capturing such relationships are more challenging or even impossible for different reasons. Sometimes, the relationship between the features and the KPIs is not clearly defined; other times, it is not possible to log a trace of the system operation to learn the model; in other cases, the operational environment is very dynamic, and this is just to mention a few. In the case of ProDSPL, it needs traces from previous executions or logs of the behaviour of the system to learn the \( M_t \) model. However, this model does not require to be very accurate as it can be adapted at runtime (see Section 3.2).

For the Strategy Mobile Game, the initial set of traces of the system is generated putting the system in random configurations and measuring the utility and the battery consumption. As we work in a simulated environment, these values are given by the features selected in a simulation step. An initial \( M_t \) model is learnt from this data and can be used at runtime to guide the decision strategy driven by the adapter. The adapter is part of the mobile application simulator—described in Section 5.2. During the simulation runtime, the adaptation is performed taking as input the values of utility and battery consumption generated by the simulator.

Therefore, in order to apply our approach, it is fundamental to have a testing environment to get these traces or experimental data. In the worst scenario, the \( M_t \) model should be adapted at runtime, something also done by other approaches like FUSION [3]. However, this limits the application of our approach in mission critical applications.

5. Experimental results

The aim of experimentation is characterizing the time and estimate the energy required to generate the configurations, the number of reconfigurations needed, and the quality of the proactive PRODSPL solutions in comparison with a reactive approach used in DSPL, DAGAME [5], which uses a genetic algorithm for the generation of feature model configurations at runtime. We have chosen DAGAME because it has been proven to give quasi-optimal solutions in minimum time, it is a DSPL approach like ProDSPL, and we have the original code, so that the comparison is fair enough.

5.1. Objectives and Research Questions

The methodology of this study is defined according to the goal-question-metric approach [37] as follows: “Analyze the feasibility of using proactive
control for DSPL and assess its weaknesses and strengths”. To achieve this goal, we set the following research questions (RQ):

**RQ1. How is the utility of the configurations generated?** This question studies the utility of the configurations generated by the proactive controller, taking into consideration different prediction horizons. We compare our results with static configurations of the system and with the configurations generated by a reactive approach, the genetic algorithm presented in [5].

**RQ2. How good are the execution times of the proactive control for DSPL?** This question explores the feasibility of applying our approach at runtime, in terms of execution time, for contexts with different response time requirements. Execution times around 1 second could be acceptable for interactive apps (which require of user interaction) [26, 24, 27], but unfeasible for apps and contexts with real-time requirements. Additionally, we explore the influence of the prediction horizon on the execution time.

**RQ3. When is a proactive strategy better than a reactive strategy for a given system?** In order to answer this question, we analyze the evolution of a given system when it is controlled by our proactive strategy, and when it is controlled by the reactive approach presented in [5], paying special attention to the number of reconfigurations required by both strategies. Also, the size of the prediction horizon will be considered for the proactive strategy. We consider that a strategy is better when it requires fewer reconfigurations than other maintaining a similar quality of the running system. We put the focus on reducing the number of configurations since they involve the consumption of time and resources and can have a negative impact on the system’s stability.

### 5.2. Data collection

To answer the research questions proposed in the previous section, we will study different aspects of ProDSPL related to reconfiguration (i.e., execution time, utility and decision-making strategy) for the presented case study (i.e., the Strategy Mobile Game), and also for DSPLs with variability models randomly generated for reactive and proactive scenarios.

The ProDSPL reconfiguration actions are enabling or disabling a specific functionality and the tuning of parameters. Regarding the strategy game, one possible solution to collect the information to answer the RQs could be to implement it with a specific interface for the ProDSPL to reconfigure the mobile application (i.e., to enable and disable services and tuning sound and graphics parameters) and record the utility and power consumption during the experiment. However, the use of a real execution context hampers the possibility of reproducing our experiments by third parties. In real execution contexts, even using the same mobile phone, how the battery of the device degrades over time is different from one device to another [38]. Additionally, there are silent services that interfere and drain the battery, which are not under control of ProDSPL. This implies that, even if we perform the experiments in the same device, we will have different battery consumption for different executions of the same experiment. As the focus of this contribution is analysing the quality of the solutions provided by the proactive strategy compared to a reactive one, we decided to perform our experiments in a more controlled environment. So, we have developed our own simulator of a mobile application. In any case, moving the experiments to a real mobile device would not be difficult, because our solution is implemented in Java, which can be easily translated to Java for Android, and the management of computational resources in current mobile devices allows the adoption of a self-adaptation mechanism that is able to reconfigure app parameters.

The mobile application simulator consists of a set of services that represent the services of the mobile app that can be reconfigured due to self-adaptation. The adapter, which is also part of the simulator and performs the adaptation, takes as input the values of utility and battery consumption. Utility measures how easy and satisfying to use is the application (i.e., user experience) by taking real values between 0 and 10 (being 0 the worst and 10 the best mark for utility). Battery consumption models the increase in battery consumption (measured in milli-ampere) introduced by the features by taking values between 10 and 20. These values of utility and battery consumption are randomly generated previously to the experiments according to continuous uniform distributions $U(0, 10)$ and $U(10, 20)$ respectively.

The services that can be configured as part of the adaptation can be enabled or disabled at runtime, and in each step of the simulation, the utility and the battery consumption of the simulated mobile application are registered. Our simulator can use
different strategies to maximize the utility of the application or to minimize battery consumption: (i) a static strategy, (ii) a reactive strategy and (iii) a proactive strategy. First, it can adopt a static strategy in which the application is in its optimal configuration for utility (i.e., user experience), regardless of the battery consumption, or it can choose the configuration with the minimum battery consumption, regardless of the utility. Second, it can use a reactive strategy using the DAGAME genetic algorithm. And third, it can use ProDSPL, the proactive strategy presented in this paper. With regard to this last option, it can consider different prediction horizons.

We have performed the same test using the same sets of utility and battery consumption values for the different strategies considered, using the feature model of our case study and also feature models randomly generated using SPLIT1 that differ in the number of features (between 20 and 100 features). These models have been created with the following proportions: 25% of mandatory features, 25% of optional features, 25% of alternative OR features and 25% of exclusive XOR features. With regard to the branching factor, the minimum is 1 and the maximum is 6. The maximum size of the groups is 6 and all the models are consistent. The cross-tree constraints are 3-CNF formulas that consider the 20% of features with a clause density of 1.

The simulator starts with the maximum battery level, that will be depleted by the services that are enabled in each step of the simulation. When the battery runs out, the simulator stops and registers the history of the execution. After conducting these experiments, we realized that the results were very similar for small models, so in this work we report the results for larger models, of 20 (2268 possible configurations and battery capacity of 1200 mAh), 40 (867,840 possible configurations and battery capacity of 2400 mAh), 50 (85,953,600 possible configurations and battery capacity of 4800 mAh) and 100 (impossible to compute the number of configurations and battery capacity of 12,000 mAh). As we have models of different sizes, they will work with devices with different battery capacity. Note, that we consider the number of possible configurations a system can take during runtime, taking into account only the dynamic variation points. The global variability space modelled at design time of SPLs is usually much greater than in DSPLs that only consider runtime variability, so the variability space analyzed in the experiments can be considered sufficiently large [5].

As a proof of concept, our proactive strategy has been implemented using Matlab and connected to our simulator by means of the Matlab API for Java2. The implementation of the proactive strategy is based on the Matlab Optimization toolbox exploiting the optimproblem and solve functions. The generation of the configurations is implemented as an optimization problem whose constraints are derived from the feature model.

Although reactive strategies can be implemented using exact or genetic algorithms, we have chosen the second option because they are more appropriate for problems in which the solution space is very wide, which is the case of DSPLs of more than 20 features, when it is not feasible to evaluate all of the possible solutions in a short time frame [15]. Genetic algorithms use heuristic search to find solutions for optimization problems. This kind of algorithms are able to provide nearly optimal solutions for optimization problems without having to explore the solution space. The execution of a genetic algorithm distinguishes three phases: (i) generation of a population of random solutions to the problem; (ii) combination and mutation of the population of initial solutions; and (iii) selection of the solution that returns the highest value for the objective function. Normally, these three phases are executed periodically, and if the current solution is worse than the new generated solution, the new configuration is applied to the system.

The reactive strategy implemented in our simulator uses the genetic algorithm DAGAME [5]. The selection of DAGAME facilitates the comparison between the reactive and proactive strategies in similar conditions: like ProDSPL, DAGAME generates at runtime the configurations of a DSPL implemented using a variability model taking into account the utility and the contextual information (i.e., the battery level). DAGAME also works with extended feature models, and makes use of a fit function (i.e., objective function) to drive the configuration process, which is an unusual characteris-
tic. Finally, the solutions generated by DAGAME have an optimality higher than 87.5% compared with the optimal solution. The policy implemented by the reactive strategy considers two situations for reconfiguring the system. If the battery of the mobile phone is between 80% and 100% of its capacity, DAGAME will look for configurations that maximize utility. But, once the battery level is lower than the 20% of the battery capacity, it tries to minimize the battery consumption to extend the lifetime of the system.

Both the proactive and the reactive strategy of our experiments use models of the system to drive their behaviour. In the case of ProDSPL, it uses the model learnt from the system traces at design time (i.e., the aforementioned model $M_i$, explained in Section 5), whereas DAGAME needs a model of the system to compute its fit function, because it needs to know the relationship between features and utility and battery consumption. For these experiments, it works with the random values generated for the simulations about the system behaviour. This implies that DAGAME uses perfect information to generate the successive dynamic configurations at runtime, while the quality of the configurations generated by ProDSPL depends on the accuracy of the learnt model $M_i$.

5.3. Answers to research questions

RQ1. How is the utility of the configurations generated? That is, how good is the quality of ProDSPL solutions. In order to answer this question, we compare the accumulated utilities of ProDSPL and DAGAME, a pure reactive approach that gives quasi-optimal solutions (90% of the optimal solution). As we explained in Section 4, the proactive strategy generates a plan over a prediction horizon subject to the constraints derived from the DSPL. Our hypothesis is that the wider the prediction horizon is, the better the accumulated utility of the plan and the accumulated utility of the overall system. Therefore, we include the prediction horizon of the proactive strategy in our analysis. The maximum value of prediction horizon considered is the one that allows the strategy to provide a plan in a reasonable time. In the average iteration, this should be below $\sim 2$ seconds. Hence, this corresponds to a value of 10 for the feature model of our case study and the feature model with 20 features. For the rest of the models used, the maximum value of the prediction horizon is 8. Additionally, as DAGAME is a randomized stochastic approach that gives different results each time it is executed, we consider the average of 20 executions of the experiment, the best case with regard to the accumulated utility and the worst case. Figure 3 and Tables 2, 3 and 4 summarize the results of our experiments.

Figure 3 shows the evolution of the utility and the accumulated utility of the Mobile Game case study for the different adaptation strategies supported by our simulator: static for maximum utility ($\text{max-utility}$), static for minimum battery consumption ($\text{min-bc}$), the three cases considered for the DAGAME ($\text{genetic-avg}$, $\text{genetic-best}$ and $\text{genetic-worst}$) and the proactive strategy for different prediction horizons ($H = i, i = 1..10$). According to these plots, the proactive strategy $H = 10$ reaches the highest accumulated utility after $\text{min-bc}$. Indeed, it provides a solution with a utility higher than the $\text{min-bc}$, which elongates the lifetime of the system more than the other strategies used. On the other hand, the reactive strategy maximizes the utility of the configuration in the first phase of the simulation reaching a sub-optimal (see $\text{genetic-best}$ and $\text{genetic-avg}$). When the battery level is lower than 20%, the reactive strategy adapts the system to minimize battery consumption. However, this strategy does not reach an accumulated utility higher than the proactive strategy and even $\text{genetic-average}$ does not improve the accumulated utility of $\text{max-utility}$. This behaviour is similar to the proactive strategy with $H = 1$ (nearly reactive), which reaches a utility higher than the $\text{genetic-best}$ and an accumulated utility higher than the $\text{genetic-avg}$.

The results obtained for the random feature models are shown in Tables 2 and 3. For ProDSPL we highlight in bold the highest results of the accumulated utility for each horizon (Table 2). Additionally, Table 4 shows the percentage difference of these results between the ProDSPL experiment with the highest accumulated utility for each feature model (in bold in Table 2) and the average case of DAGAME. Looking at the results shown in Tables 2 and 3, we can see that the Accumulated Utility of the system during all its lifetime is remarkably similar for ProDSPL and DAGAME (nearly the same for feature models with 50 and 100 features, with a difference of $-0.23\%$ and $+0.21\%$ as shown in Table 4). For the smallest model of 20 features the results are better for DAGAME (20% as Table 4 shows), but for the model of 40 features they are slightly better for ProDSPL (almost 6%).
Table 2: Summary of the experiments for PtoDSPL

<table>
<thead>
<tr>
<th>FM</th>
<th>(H^c)</th>
<th>Accumulated Utility</th>
<th>Lifetime</th>
<th>Number of Re-configurations</th>
<th>Min. Utility</th>
<th>Max. Utility</th>
<th>Average Utility</th>
<th>Std. Dev. of Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1</td>
<td>21,505</td>
<td>571</td>
<td>4</td>
<td>15</td>
<td>44</td>
<td>37.59</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>20,455</td>
<td>1327</td>
<td>3</td>
<td>15</td>
<td>32</td>
<td>15.41</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>20,469</td>
<td>1327</td>
<td>3</td>
<td>15</td>
<td>32</td>
<td>15.41</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>20,482</td>
<td>1327</td>
<td>3</td>
<td>15</td>
<td>45</td>
<td>15.42</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>20,499</td>
<td>1327</td>
<td>3</td>
<td>15</td>
<td>45</td>
<td>15.42</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>21,480</td>
<td>571</td>
<td>3</td>
<td>15</td>
<td>44</td>
<td>37.61</td>
<td>11.01</td>
</tr>
<tr>
<td>40</td>
<td>1</td>
<td>48,591</td>
<td>469</td>
<td>4</td>
<td>15</td>
<td>121</td>
<td>103.38</td>
<td>26.81</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td><strong>48,641</strong></td>
<td><strong>469</strong></td>
<td><strong>4</strong></td>
<td><strong>26</strong></td>
<td><strong>147</strong></td>
<td><strong>103.49</strong></td>
<td><strong>26.88</strong></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>42171</td>
<td>1391</td>
<td>3</td>
<td>26</td>
<td>114</td>
<td>30.29</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>42,076</td>
<td>1391</td>
<td>3</td>
<td>19</td>
<td>69</td>
<td>30.22</td>
<td>12.81</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>48,554</td>
<td>469</td>
<td>4</td>
<td>26</td>
<td>121</td>
<td>103.3</td>
<td>26.88</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>126,380</td>
<td>763</td>
<td>4</td>
<td>78</td>
<td>188</td>
<td>168.41</td>
<td>35.85</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>138,660</td>
<td>1700</td>
<td>2</td>
<td>78</td>
<td>108</td>
<td>81.56</td>
<td>9.71</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>138,376</td>
<td>1700</td>
<td>3</td>
<td>76</td>
<td>108</td>
<td>81.56</td>
<td>9.71</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>138,743</td>
<td>1700</td>
<td>3</td>
<td>78</td>
<td>108</td>
<td>81.56</td>
<td>9.71</td>
</tr>
<tr>
<td></td>
<td><strong>8 138,817</strong></td>
<td><strong>1700</strong></td>
<td><strong>3</strong></td>
<td><strong>78</strong></td>
<td><strong>157</strong></td>
<td><strong>81.6</strong></td>
<td><strong>9.87</strong></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>270,424</td>
<td>1400</td>
<td>4</td>
<td>14</td>
<td>233</td>
<td>193.02</td>
<td>57.37</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td><strong>277,752</strong></td>
<td><strong>4106</strong></td>
<td><strong>3</strong></td>
<td><strong>61</strong></td>
<td><strong>385</strong></td>
<td><strong>67.41</strong></td>
<td><strong>19.85</strong></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>274,040</td>
<td>4064</td>
<td>3</td>
<td>61</td>
<td>408</td>
<td>67.41</td>
<td>20.31</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>269,269</td>
<td>1360</td>
<td>4</td>
<td>61</td>
<td>233</td>
<td>197.84</td>
<td>53.1</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>273,508</td>
<td>1402</td>
<td>4</td>
<td>61</td>
<td>336</td>
<td>194.7</td>
<td>55.29</td>
</tr>
</tbody>
</table>

a Size of the FM in number of features
b Prediction horizon in time steps
c System lifetime in time steps

Table 3: Summary of the experiments for DAGAME

<table>
<thead>
<tr>
<th>FM</th>
<th>Experiment</th>
<th>Accumulated Utility</th>
<th>Lifetime</th>
<th>Number of Re-configurations</th>
<th>Min. Utility</th>
<th>Max. Utility</th>
<th>Average Utility</th>
<th>Std. Dev. of Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>Best</td>
<td>29,004</td>
<td>528</td>
<td>16</td>
<td>26</td>
<td>65</td>
<td>54.87</td>
<td>13.9</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>24,833</td>
<td>483</td>
<td>17</td>
<td>26</td>
<td>65</td>
<td>51.25</td>
<td>13.25</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>26,307</td>
<td>535</td>
<td>1.3</td>
<td>65</td>
<td>54.99</td>
<td>18.11</td>
<td>18.11</td>
</tr>
<tr>
<td>40</td>
<td>Best</td>
<td>46,440</td>
<td>395</td>
<td>37</td>
<td>29</td>
<td>161</td>
<td>117.41</td>
<td>55.43</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>45,207</td>
<td>388</td>
<td>36</td>
<td>16</td>
<td>161</td>
<td>116.36</td>
<td>56.61</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>45,919</td>
<td>397</td>
<td>1.45</td>
<td>161</td>
<td>115</td>
<td>57.28</td>
<td>57.28</td>
</tr>
<tr>
<td>50</td>
<td>Best</td>
<td>144,046</td>
<td>1377</td>
<td>13</td>
<td>93</td>
<td>187</td>
<td>104.53</td>
<td>27.04</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>133,143</td>
<td>1306</td>
<td>11</td>
<td>87</td>
<td>214</td>
<td>102.09</td>
<td>34.63</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>139,144</td>
<td>1382</td>
<td>4.75</td>
<td>272.75</td>
<td>100.61</td>
<td>56.99</td>
<td>34.5</td>
</tr>
<tr>
<td>100</td>
<td>Best</td>
<td>291,737</td>
<td>1359</td>
<td>25</td>
<td>80</td>
<td>360</td>
<td>214.51</td>
<td>56.99</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>264,024</td>
<td>1277</td>
<td>26</td>
<td>99</td>
<td>404</td>
<td>206.59</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>277,142</td>
<td>1318</td>
<td>0.075</td>
<td>398.7</td>
<td>203.78</td>
<td>79.44</td>
<td>79.44</td>
</tr>
</tbody>
</table>

a Size of the FM in number of features
b System lifetime in time steps
However, it is worth noting that the proactive strategy makes the system live longer in all the scenarios (see Steps column, that refers to number of simulation steps). For the model of 100 features, the system lives with ProDSPL during 4106 steps, and with DAGAME only during 1318 steps (the percentage difference is around 100%). Another very important difference is how stable the system is during its lifetime in each case, i.e., the approach which needs the least number of reconfigurations to achieve a given accumulated utility, is the best one. Taking a look at the results we can see that to obtain similar accumulated utility as commented above, ProDSPL always requires a lower number of reconfigurations (see column Number of Reconfigurations). The proactive approach makes 3 or 4 reconfigurations, and the reactive one makes many more, from 11 to 37 reconfigurations, being the percentage difference for this value between ProDSPL and DAGAME higher than 120% for all the experiments.

With regard to the descriptive statistics, we will analyze the utility of each configuration generated by both strategies. The configurations generated by ProDSPL have minimum values of utility higher than the ones of DAGAME (see column Min. Utility). However, these configurations do not reach values of utility as high as the configurations generated by DAGAME (see column Max. Utility). With regard to the average utility (see column Average Utility), DAGAME obtains better results for all the experiments, but the higher number of steps of ProDSPL experiments makes possible for ProDSPL to accumulate similar values of utility. Finally, the standard deviation of the utility (see column Std. Dev. of Utility) is lower for ProDSPL. This result illustrates that the proactive strategy is able to keep the system more stable, because the utility offered by the system during its whole lifetime is similar and does not show high variations. This stability has repercussions in the user experience, which will be less stressful. We consider these results are positive because, as DAGAME is able to generate configurations with about 90% optimality, and the utility of the solutions obtained using ProDSPL is very similar, they mean that ProDSPL is able to generate configurations with also approximately 90% of the optimal configura-
tion that would be obtained using an exact algorithm.

Finally, regarding the influence of the prediction horizon, we observe great similarities in the accumulated utility obtained when prediction horizons are 1 (almost reactive) or 8/10. The interpretation we made of this result is that, for this kind of models, the best strategy (even in the long term, with prediction horizon 8/10) is to maximize the utility as much as possible in each step of the simulation. This will also explain the similarities found between ProDSPL and DAGAME for these experiments.

Taking into account the results of our experiments, our answer for RQ1 is that the accumulated utility of the proactive strategy is very good, since it is comparable with the accumulated utility of the reactive strategy that tries to maximize utility in every step. Also, the proactive approach makes the system live longer and needs much less reconfigurations to keep a certain quality, so the system execution will be more stable from the point of view of the user utility. Which strategy scores better depends on the size and attributes of the specific feature model. As future work, it would be interesting to explore which kind of feature models are better for each strategy.

RQ2. How good are the execution times of the proactive control for DSPL? In order to answer this question, we have measured the execution time of ProDSPL for different prediction horizons (see Table 5). We stopped our experiments when the response time of the algorithm becomes unacceptable for the reconfiguration of an application that requires user interaction. We have reached this limit with a prediction horizon of 8 for some experiments and 10 for others. To address the self-adaptation of real-time applications, ProDSPL can be adjusted to reduce the worst execution times. Related to this, the real-time community has explored different options [11] that includes to exploit simple properties of interior point algorithms, to execute the next proposed step by the proactive strategy instead of computing a new plan and to reduce the complexity of the problem. We will explore this issue as future work.

The answer to this question is that the execution times of the proactive strategy are in the order of milliseconds on average. However, in the worst case it could be around some minutes, so we plan to explore some strategies to reduce these times. In any case, these results make our approach suitable for user interaction when the prediction horizon is not so high.

RQ3. When is a proactive strategy better than a reactive strategy for a given system? In accordance with the results of our experiments, the ProDSPL is able to generate configurations with an accumulated utility similar to DAGAME and make the system live for longer. Additionally, we have shown with our experimental results that ProDSPL is able to provide more stable configurations of the system, requiring less reconfigurations and maintaining a good and regular quality of service. In these experiments, we do not consider the cost of reconfiguring the internal architecture of the system, although of course, it introduces an important overhead in resource consumption (e.g., energy, CPU time), and it could interrupt user work during reconfiguration [39].

So, we consider that any reconfiguration strategy that minimize the quantity of system adaptations required is very advantageous. As we have already commented above, the number of reconfigurations performed in our experiments (see column Number of Reconfigurations in Tables 2 and 3), shows that the system adapted by DAGAME required between 11 and 37 reconfigurations of the system, while ProDSPL required reconfiguring the system only between 3 and 4 times, depending on the prediction horizon considered. The number of reconfigurations performed by the genetic algorithm is the expected because these algorithms always look for a solution that improves the quality of the current configuration and use pseudo-random approaches (see Section 5.2). Therefore, it is very likely that during the execution of the experiment DAGAME reconfigures the system many times (i.e., any time it founds a solution better than the current one). ProDSPL generates its plans with the best possible configuration, because it takes into account the learnt model of the system, which models the probable behaviour of the system considering its future performance. Then, ProDSPL usually maintains the system in the same configuration, unless a sudden change in the context happens or the system reaches some boundary requiring immediate reconfiguration. Notice that the experiments take as input the same set of values for utility and battery consumption as contextual information.

Minimizing the energy consumption of adaptation is specially important in battery powered de-
Table 4: Percentage differences between ProDSPL and DAGAME

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>−20.087%</td>
<td>7.82%</td>
<td>−121.95%</td>
<td>168.09%</td>
<td>−38.53%</td>
<td>−26.33%</td>
<td>−48.84%</td>
</tr>
<tr>
<td>40</td>
<td>5.75%</td>
<td>16.62%</td>
<td>−160.49%</td>
<td>178.87%</td>
<td>−9.09%</td>
<td>−10.53%</td>
<td>−72.24%</td>
</tr>
<tr>
<td>50</td>
<td>−0.23%</td>
<td>20.63%</td>
<td>−120%</td>
<td>177.03%</td>
<td>−25.43%</td>
<td>−20.86%</td>
<td>−111.02%</td>
</tr>
<tr>
<td>100</td>
<td>0.21%</td>
<td>100.53%</td>
<td>−157.89%</td>
<td>199.5%</td>
<td>−3.49%</td>
<td>−100.57%</td>
<td>−120.03%</td>
</tr>
</tbody>
</table>

Table 5: Times statistics for ProDSPL (in milliseconds)

<table>
<thead>
<tr>
<th>FM</th>
<th>H</th>
<th>Min</th>
<th>Max</th>
<th>Avg.</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1</td>
<td>115</td>
<td>1987</td>
<td>236</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>142</td>
<td>2600</td>
<td>625</td>
<td>226</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>138</td>
<td>2824</td>
<td>703</td>
<td>256</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>153</td>
<td>4225</td>
<td>785</td>
<td>339</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>175</td>
<td>4041</td>
<td>839</td>
<td>408</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>363</td>
<td>4357</td>
<td>653</td>
<td>208</td>
</tr>
<tr>
<td>40</td>
<td>1</td>
<td>232</td>
<td>3060</td>
<td>469</td>
<td>183</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>232</td>
<td>3553</td>
<td>784</td>
<td>249</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>263</td>
<td>4496</td>
<td>882</td>
<td>292</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>295</td>
<td>4776</td>
<td>1005</td>
<td>335</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>567</td>
<td>5358</td>
<td>805</td>
<td>257</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>303</td>
<td>4789</td>
<td>510</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>325</td>
<td>3645</td>
<td>951</td>
<td>253</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>355</td>
<td>4580</td>
<td>1103</td>
<td>304</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>355</td>
<td>5194</td>
<td>1221</td>
<td>365</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>375</td>
<td>434,148</td>
<td>1578</td>
<td>10,497</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>615</td>
<td>3884</td>
<td>1073</td>
<td>314</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>508</td>
<td>398,719</td>
<td>1732</td>
<td>7863</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>540</td>
<td>399,373</td>
<td>1949</td>
<td>7915</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>910</td>
<td>308,411</td>
<td>1675</td>
<td>8327</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>951</td>
<td>309,379</td>
<td>2087</td>
<td>8234</td>
</tr>
</tbody>
</table>

Table 5: Times statistics for ProDSPL (in milliseconds)

vices like mobile phones. In [39, 40] it is shown that, although the benefit of applying reconfiguration services is always worthy to maintain the good quality and health of the system, it introduces an energy consumption overhead that should be considered when choosing a self-adaptation strategy. Indeed, the authors of these papers compare three different mechanisms to execute a reconfiguration plan in Android phones, and the energy cost of monitoring and executing the plan goes from 0.68% to 2.30% ([40], Figure 6) of the total cost (the decision-making considered here is the simplest one, rules based on if-clauses). So, this study suggests that executing a reconfiguration plan 37 times (the worst case of the reactive strategy) could introduce a substantial energy consumption overhead, compared with the 3 or 4 times of ProDSPL. On the other hand, the energy consumption in mobile phones is important not only for the battery lifetime, but also for sustainability. Any decrease in energy consumption of an app would significantly mitigate the greenhouse effect of ICT technologies, when it is executed in thousand or millions of mobile phones. However, considering the energy consumption of software in mobile phones is very difficult to measure accurately [39], more experiments should be performed to achieve a forceful conclusion, and this is beyond of the scope of this paper.

The other important issue is the response time. DAGAME is able to provide a solution in milliseconds [5], while the average time of ProDSPL is between 236 milliseconds and 2 seconds, which are acceptable times that do not affect user interaction [26, 27].

An interesting feature of the proactive strategy is that we can guarantee how the system will behave, due to the stability of the configurations and because the number of solutions provided is deterministic. This is not the case of the genetic algorithm, where each execution gives different solutions. For instance, for the model with 20 features, the average of the accumulated utility is 26,307, but in the best case it is 29,004 and in the worst case is 24,833. Additionally, for the same feature model, there is a difference of 52 simulation steps, for the same system conditions. This is not the case of the proactive strategy, which has the same behaviour for each execution.

In conclusion, ProDSPL is advantageous for scenarios (i) without hard real-time constraints (our system provides solutions with an accuracy near to 90% of the optimal solution), (ii) in which the reconfiguration of the system has a great cost in terms of computational resources (energy, memory and computation) and (iii) when a system reconfiguration is noticeably by the user, leading to her/his dissatisfaction.
6. Threats to validity

This section discusses briefly the internal validity, construct validity and external validity of our study [41]. The internal validity intends to explore whether the results obtained are influenced or not by other factors. Threats to construct validity concern to the completeness of our study, as well as any potential bias. Finally, external validity analyses whether the results obtained in the experiments can be generalized or not.

One important threat for the internal validity of our study is the accuracy of the results provided. This is specially important in experiments with real devices because measuring tools usually focus on the entire device (not on a specific application) and introduce an additional error. In order to avoid like this, we have focused on simulated scenarios. Additionally, our experimental setting facilitates the reproduction of our results.

The first construct validity identified is related to the algorithms used to compare the work of ProD-SPL. Once the use of exact algorithms for DSPL was discarded, since according to the literature [8], they only work with small feature models (i.e., around 20 features), we decided to compare our solution with a stochastic approach. In this area, there are a lot of relevant works [15, 5, 18, 36, 42], but, to avoid the introduction of additional bias, we focused on those algorithms that work with extended feature models and whose source code has been made available by the authors. These conditions are fulfilled by FEMOSA\footnote{https://github.com/JerryI00/Software-Adaptive-System} and DAGAME\footnote{http://www.lcc.uma.es/~gustavo/no-dagame.html}.

Finally, we settled on DAGAME because it shares two main points with our work: it is single-objective and takes into account the battery consumption of features to generate the dynamic configuration of the feature model. This means that it is not possible to generate a configuration with a battery consumption higher than the remaining battery level of the device.

Threats to construct validity may also be related to the stochastic nature of genetic algorithms which can influence the measurements. We have addressed this threat by doing five repetitions of each experiment. Additionally, we have summarized the results for the best case, the worst case and the average case.

An important threat to the external validity is the selection of the feature models used in the experiments. We have addressed this threat by selecting the same feature model used for the evaluation of DAGAME in \footnote{https://github.com/JerryI00/Software-Adaptive-System} and some randomly generated feature models. However, we are aware that there could be issues with some particular combination of the FM size, the variability degree and the number of cross-tree constraints and, therefore, the results obtained in our experiments could be different.

We consider the number of features of feature models used in the experiments as a threat to the external validity. When the number of features increases, the number of possible configurations of the feature model increases too, and it is more difficult for the algorithms to generate a solution. In this regard, we take into consideration scenarios in which the number of features is high enough to pose a challenge for the algorithms. According to the literature, this limit is around 20 features \footnote{https://github.com/JerryI00/Software-Adaptive-System}. On the other hand, we have to consider an upper bound for the number of features. In the case of mobile apps, as in our case study, this upper bound is set around 20 features \footnote{http://www.lcc.uma.es/~gustavo/no-dagame.html}, while, for general applications, some works suggest an upper bound of 100 \footnote{https://github.com/JerryI00/Software-Adaptive-System}, and other works consider 1000 features \footnote{http://www.lcc.uma.es/~gustavo/no-dagame.html}. However, in our opinion, an application that could change 1000 features at runtime is unrealistic. So, our bound ranges between 20 and 100 features, considering in this range 4 different sizes of feature model to have enough variety.

7. Related work

7.1. Self-adaptation of mobile applications

Self-adaptive systems have been of great interest in the last years, and specially in many areas such as mobile computing, robotics or ubiquitous computing \footnote{https://github.com/JerryI00/Software-Adaptive-System}. However, the approaches that explore self-adaptation in mobile applications are still scarce, and works in critical scenarios (gaming, emergency, medical) are just starting to emerge. A recent work \footnote{https://github.com/JerryI00/Software-Adaptive-System} provides a systematic literature study that identifies, classifies and evaluates the characteristics of existing approaches for self-adaptation in mobile apps from the researcher’s and practitioner’s point of view. The results of this study reveal that our approach aligns with the existing approaches in important characteristics. According to \footnote{https://github.com/JerryI00/Software-Adaptive-System}, the most frequent goals for adaptation in mobile systems are related to technical qual-
ity properties, such as performance and energy consumption. Non-technical goals, such as promoting user behavioural change and lifestyle improvement, are less frequent. Self-adaptation is performed autonomously to optimize the system in terms of a trade-off among different dimensions (e.g., to reduce battery consumption) and resources (such as CPU usage, user experience, etc.). Similarly to most of these approaches considered in [45], PROD-SPL adapts the system autonomously to optimize both user experience and energy consumption.

Two important differences regarding the adaptation can be found between the majority of the approaches surveyed in [45] and ours. The first one is that proactiveness is not considered, as all the approaches are reactive (i.e., adapt when the change occurs). Although most of the self-adaptive systems foresee what the changes are that could occur during the normal operation of the system, adaptation does not anticipate the possible occurrence of these changes as our approach does. The second difference regards the time required for executing the adaptation mechanisms applied to self-adaptation. Most of the approaches considered in the study do not guarantee an upper bound on the execution time of the self-adaptation process. In some application domains, such as gaming apps, to know and respect upper bounds on the execution time of the self-adaptation process is mandatory. As the results of our experiments show, our approach can guarantee an upper limit on the duration of the self-adaptation process (in the order of seconds). This makes it suitable for scenarios with real-time constraints and in which the reconfiguration of the system has a great cost in terms of computational resources (energy, memory and computation).

7.2. Decision-making process in DSPLs

There are several works that rely on randomized stochastic approaches (mainly genetic algorithms, that successively generate a configuration of a feature model [15, 5, 18, 36, 42]). The main advantage of these approaches is that they can provide quasi-optimal solutions that can be generated during the execution of the system in a reasonable time. The quality of the solutions obtained is evaluated using fitness functions. However, the use of genetic algorithms and feature models requires tackling three important challenges: (i) to avoid the exploration of not valid feature model configurations; (ii) to make a homogeneous exploration of the search space; and (iii) to manage numerical features.

One of the first approaches that considers the combination of DSPL and genetic algorithms is GAFES [15], which generates configurations taking into account resource constraints of the system to be configured. This approach considers feature models without numerical features, and the selection of configurations is based on the operator *Fes-Transform*, which is able to fix an invalid configuration.

DAGAME [5] and MODAGAME [18] are approaches for the self-adaptation of mobile devices applications using genetic algorithms. The decision strategy used is a combination of fitness functions and ECA rules. When the fitness of the system is below a given threshold the DSPL requests a new configuration to the algorithm. These approaches use a *fix operator* to repair non valid configurations generated by the genetic algorithm and make them valid. In [18] authors explore the solution space by applying different Multi-Objective Evolutionary Algorithms (MOEA) using the Hyper Volume metric. The conclusion is that, depending on the size of the model, MOEA algorithms exhibit a significantly different behaviour. The case of the algorithm MCHC, which shows the best results for big feature models (i.e., more than 500 features) and the worst results for small feature models (i.e., less than 25 features) is remarkable. In these works, numerical features are modelled using XOR groups whose members are all the possible values that the numerical feature can take. This solution complicates the definition of cross-tree constraint involving numerical features.

FEMOSAA [36] is a framework that explores the synergy between feature models and a given MOEA to optimize systems at runtime. In order to avoid the exploration of incorrect FM configurations, it uses a special encoding of the feature model into chromosomes. This encoding considers the core features of the feature model, distinct *elitist features* and dependency operators to drive the search space exploration and avoid incorrect FM configurations. Regarding the numerical features, FEMOSAA considers a solution similar to the one used by DAGAME, but defining also numeric dependencies.

The work presented in [42] follows the same ideas of the previous works, but it is based on a dependency operator that drives the generation of chromosomes. This algorithm demonstrates a better response time compared to [18]. However, this proposal does not consider numerical features, and the
completeness of the solution space explored is not evaluated.

The use of exact solutions in DSPL approaches is not very common due to their computational complexity. However, for some specific domains, and depending on the number of FM configurations, this kind of decision strategy can be adopted. The work in [4] presents an adaptation strategy for the self-healing of service compositions. This work models the self-healing as a pseudo-boolean optimization problem that is resolved using a SAT solver. For feature models with less than 2000 possible configurations, the adaptation process requires around 300 milliseconds. A Branch&Bound algorithm is used in the work [6] for the dynamic adaptation of Multi-Cloud Applications. This algorithm is able to generate the optimal configuration of the application in 2 milliseconds for feature models with less than 60 configurations. In the context of mobile applications, [46] proposes an extension of the MUSIC framework to adapt mobile applications taking into account utility and power consumption. The goal of MUSIC [17] is to dynamically reconfigure component-based applications at runtime to react to context changes and to maintain the application utility in a dynamic environment.

Approaches supported by learning, such as [3, 48], use artificial intelligence techniques to learn the influence of a configuration of the feature model on one or more goals that the DSPL should maintain.

FUSION [3] is an approach that uses learning to determine the influence of the activation of features in the non-functional goals of a system. This information is captured in an analytical model of the system. The definition of goals in FUSION comes with a threshold that establishes whether the accomplishment of a goal is acceptable or not for the user. If the accomplishment of a goal is unacceptable, an adaptation process is launched, which only affects the features that influence the goal and the features that are linked with those features. One of the contributions of this proposal is the use of an on-line process which is able to update the analytical model of the system at runtime. If there is a discordance between the expected utility of the system and the current utility, an induction process is launched that updates the analytical model of the system.

Other approach based on learning is the work presented in [48]. This approach is based on context feature models and it is able to adapt the DSPL to pursue different goals depending on the context. In the manner of FUSION and our approach, it is able to learn at design time an analytical model of the influence of the features in goals using system traces (i.e., a performance-influence model). These performance-influence models encode the relationship between context, system features and optimization goals. The DMP strategy of this proposal incorporates consistency and non-functional influences to this model to generate optimal and consistent configurations at runtime using SAT and MILP solvers.

ProDSPL could be classified in the class of approaches supported by learning. The approaches mentioned above share with ProDSPL the formalization of the feature model as a mixed integer linear program. However, they do not support extended feature models as we do, which limits the applicability of these proposals. They do not properly consider groups with variable number of members (i.e., not just OR, AND or XOR), complex cross-tree constraints and numerical features. On top of that, the main difference between ProDSPL and these approaches is that the latter are reactive, and as such they react to specific situations (e.g., the violation of a goal) and try to provide the optimal or nearly optimal configuration in a given context for some specific goals. We do not claim that proactive adaptation is the best option for all scenarios as we have already discussed, but it is worth noting this is the main difference between our approach and these approaches.

7.3. Reconfiguration based on proactive control

All the solutions presented above in this section are characterized for being reactive, i.e., the scenario that triggers the decision-making process is a change in the execution context.

Although the use of proactive control in DSPL as a decision-making strategy is relatively new, recent proactive self-adaptation mechanisms can be found that apply applying ideas from control theory, such as MPC [12]. There are approaches that implement predictive control in different domains, such as cloud computing, to guarantee non-functional properties [49], on a Denial of Service (DoS) attack scenario [50], or Meeting-Scheduling System [11].

The work in [10] compares two approaches, which are inspired by MPC, using the same benchmark system. The main conclusion is that the improvement that can be obtained with each type of proactive approach is scenario-dependent.
8. Conclusions

In this work we have presented ProDSPL, a combination of Proactive control with DSPL for the self-adaptation of software system. Usually, decision-making strategies for DSPL are based on reactive approaches that try to optimize the configuration of the system for the present situation. However, in some scenarios, a reactive strategy could lead to a faster depletion of system resources and even to an unstable behaviour of the system, as each time the configuration is adapted implies a cost in terms of computational resources or time. Our approach supports the adoption of a proactive strategy instead of a reactive one so as to reduce the number of adaptations. This is because the adaptation involves proposing a new configuration considering not only the current context of the system, but also the system’s expected evolution over time. This maintains the system in a valid and stable configuration for a longer time.

Experimentation has shown the feasibility of ProDSPL, which has been surveyed by the analysis of the utility of the configurations obtained, the number of reconfigurations needed, the useful life of the system and the response time. Also, ProDSPL has been compared with DAGAME, a genetic algorithm that generates nearly optimal configurations of a DSPL. In the comparison, in terms of response time, our approach shows times that are slightly higher, but still reasonable, as compared with DAGAME. In contrast, ProDSPL shows better results for the accumulated utility of the system, being able to generate system configurations near to the optimal ones. Additionally, ProDSPL generates more stable configurations of the system, and this minimizes the number of reconfigurations required.

In our ongoing work, the goal is to optimize ProDSPL to reduce the response time and the resources used (e.g., CPU, memory), so as to consume less energy, while improving the quality of solutions. Another line of future work is to explore the use of this proactive strategy for multi-objective DSPL.
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