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Abstract

This paper proposes a systematic three-stage methodology for migrating complex real-time industrial software systems from single-core to multi-core computing platforms. Single-core platforms have limited computational capabilities that prevent integration of computationally demanding applications such as image processing within the existing system. Modern multi-core processors offer a promising solution to address these limitations by providing increased computational power and allowing parallel execution of different applications within the system. However, the transition from traditional single-core to contemporary multi-core computing platforms is non-trivial and requires a systematic and well-defined migration process. This paper reviews some of the existing migration methods and provides a systematic multi-phase migration process with emphasis on software architecture recovery and transformation to explicitly address the timing and dependability attributes expected of industrial software systems. The methodology was evaluated using a survey-based approach and the results indicate that the presented methodology is feasible, usable and useful for real-time industrial software systems.

Keywords: Real-time systems, multi-core, software architecture, software migration, robotics.

1. Introduction

Software evolution has been a continuous process in industrial real-time embedded software systems with new functionality, performance improvements and bug fixes introduced with each new version, revision or release \cite{1,2}. Many of the industrial systems have been developed over the decades \cite{3}, undergoing major revisions due to technology shifts, changing customer requirements, improved development processes, among others. One constant factor associated with the evolution of such systems is that the software architectures and the implementations have focused on single-core computing platforms. Integrating new data-intensive and computationally demanding applications within the system, however, requires additional computational capacity. Moreover, with the decreasing availability of the single-core processors, migrating the existing software to multi-core computing platforms is becoming a necessity. By migration, we refer to the modification of the existing software to execute on the multi-core platforms, while ensuring that the performance and quality attributes, such as dependability \cite{4,5}, match the current system quality and more optimistically, improved much further. Such migration is essential since the long life-cycle of existing software systems has resulted in the creation of assets that have become critical for a business \cite{6} and that a complete redevelopment may not be feasible.

Migrating existing real-time software systems towards multi-core systems requires (i) Identifying the timing requirements of the existing software systems and (ii) Identifying the technical solutions that can improve the performance, resource usage and the timing predictability of the software systems \cite{7,8,9}. Invariably, any migration approach should also address the extra-functional attributes such as scalability, maintainability and portability of the software. Furthermore, the migration should consider maximum reuse of the existing software while minimizing the re-engineering efforts.

To address these aspects for the migration of a complex real-time software system with strict timing and
RQ1: Which migration methodology addresses the concerns of software reuse, dependability and timing requirements?

RQ2: How to evaluate and analyse the applicability of different multi-core solutions for embedded control software?

RQ3: What are the tools that facilitate the migration process?

These questions were motivated by the need for migrating a configurable robot controller software [1] developed at ABB Robot [2] with functionality ranging from motion control to cloud connectivity. The controller software has close to 140 tasks and 71,128 methods, integrating real-time and non-real-time functionalities with varying Quality of Service (QoS) requirements on a single-core platform.

To address the discussed questions, we used a mixed research methodology utilising discussions within a focus group and subject experts, complemented with a review of the state-of-the-art literature, to identify key concerns and provide a systematic methodology to migrate industrial software with real-time requirements from single-core to multi-core platforms. Concretely, the paper provides the following contributions:

- A systematic methodology for migrating complex embedded software from single-core to multi-core platforms;
- A review of tools that facilitate the migration process; and
- A survey-based evaluation of the proposed methodology.

This paper reinforces the validity of the methodology presented in our previous work [10] by including a survey-based evaluation of the methodology.

The rest of the paper is organised as follows. Section 2 provides an overview of a robotic system and its controller software. Section 3 reviews the existing software migration methods. Section 4 provides an overview of the overall methodology. Section 5 includes a systematic approach focusing on architecture migration, followed by implementation and verification of the migration in Section 6 and Section 7 respectively. A review of the tools facilitating the migration process is discussed in Section 8. Section 9 presents the evaluation of the proposed methodology. Finally, Section 10 concludes the paper.

2. System Overview

The system corresponds to a typical robotic system consisting of a manipulator arm, a controller, and a graphical controller interface. The paper focuses on the software functionality of the controller, which can be divided into functions concerning (i) configuration, (ii) communication, and (iii) control. The configuration functions provide the robot programming interface that allows a user to configure and specify the runtime behaviour of the manipulator. The user is also able to define the robot environment such as additional sensors and actuators. The real-time communication functions allow the controller to interact. The communication functions provide a real-time networking capability to enable the controller to interact with devices such as Programmable Logic Controllers (PLCs). It also includes a non-real-time communication capability that allows the controller to interact with enterprise network including PCs and the cloud. The control functions generate the path the manipulator has to follow based on the user-defined configuration. The output of the control functions is used to drive controllers that manage the low-level motor actuation.

The controller software has different runtime modes and the available functions vary between the modes. The main modes include the “initialisation mode”, “Safe-init mode”, “System update and configuration mode”, “Normal operation mode”, and “Fail-safe mode” [11]. The different modes and the transition between the modes is shown in Fig. 1. At startup, the controller transitions into the initialisation mode. Here all the tasks are initialised with values based on the previously saved configuration settings. The controller software is in the initialisation mode during startup. It enters the safe-init mode if there are errors during the startup. The behaviour of the controller software can be configured in the system update and configuration mode.[https://new.abb.com/products/robotics/controllers]
the controller enters the normal operation mode. This is the operational mode of the controller, where the physical movement of the robot arm is enabled. It is in this mode that the controller executes the motion planning algorithms with real-time communication enabled during the normal operation for data exchange with external sensors and actuators. It transitions into a fail-safe mode from the normal operation mode if an unexpected error such as an unresponsive sensor, or detection of possible collision with unexpected objects occurs. During normal operation, the user-defined instructions from the robot programming interface provide input to the motion generation components of the software, which in turn generate the path to be followed by the manipulator. Simultaneously, the sensor information and actuator commands are read and written by the communication components based on the user configuration, as well as system configuration.

Timing related properties of a subset of the tasks that make up the robot controller is provided in the Table.1 The RT communication component is responsible for ensuring real-time communication between the controller and the sensors and actuators. It consists of a network driver task along with a runtime middleware task that provides the necessary interface for data exchange with other tasks. There are two tasks, namely TS_Ethercat and TS_RT, that are responsible for real-time communication between the controller and the sensors and actuators. The TS_Ethercat task comprises the network driver, whereas the TS_RT task encapsulates the runtime middleware that provides the necessary interface for data exchange with other components. The two tasks are activated by periodic timers of 10 ms period each and their worst-case execution times (WCETs) are 120 µs and 80 µs respectively. The priorities of TS_Ethercat and TS_RT are 12 (highest) and 11 (second highest) respectively. Furthermore, the utilization of these two tasks are 0.012 and 0.008 respectively.

The utilization of a task represents the portion of CPU time required by the task and is calculated by dividing the WCET of the task by its period. The Non RT communication component provides web-based connectivity for communication with enterprise network and for uploading robot programs and managing and updating the controller configurations. It consists of a network driver task, a non real-time middleware task and the web server task, with the web-server task providing the interface for data exchange between the controller and external devices. The TS_Ethernet, TS_NRT and TS_Web tasks are responsible for non real-time communication such as web-based connectivity for communication with enterprise network and for uploading robot programs and managing and updating the controller configurations. These tasks encapsulate the network drivers, non real-time middleware and web server providing an interface for data exchange between the controller and external devices respectively. The robot program interpreter component is responsible for converting the robot program into controller data structures that act as inputs for the trajectory generation component of the controller. It consists of two tasks, the TS_RPI and the TS_RPI_Transform. The robot program interpretation is performed by the TS_RPI and TS_RPI_Transform tasks. These tasks are responsible for converting the robot program into controller data structures that act as inputs for the trajectory generation functionality of the controller. The TS_RPI task parses the robot program and validates its syntactical correctness. The TS_RPI_Transform task then converts the robot program into a data structure that can be used as input for the trajectory generation functionality, which allows planning of the robot motion and generating the required setpoints for the controller task (TS_Control). The trajectory generation functionality is realised with the tasks TS_IPL_Path and TS_IPL_JointPath. Further, the controller software includes the system state manager tasks, namely TS_Sys_Events and TS_Sys_Backup, that are responsible for managing different system level signals and generating events that define the behaviour of other tasks. For example, the system state manager task can observe a change in the state of the safety switch signal and generate an event that will trigger a mode change from normal operation mode to a fail-safe mode.

3. Related Work

Software migration is usually carried out when adopting a different architectural paradigm than the existing one, such as changing the programming language.
or when moving from native server deployments to cloud-based deployments [13, 14]. Sneed [15] proposed a five-step re-engineering planning process for legacy systems, covering Project Justification, Portfolio Analysis, Cost estimation, Cost-benefit analysis and Contracting. The author highlights the need for creating measurable metrics to justify the effort and the improvements achievable with the migration. Erraguntla et al. [16] discussed a three phase migration method consisting of analysis, synthesis and transformation phases to migrate single-core to multi-core parallel environments. During the analysis and synthesis phase, the design of the existing system is recovered while recommendations for the multi-core environment are made during the transformation phase of the migration method. They also provided a reverse engineering toolkit called RETK for the analysis and synthesis phases. Battaglia [17] presented the RENAISSANCE method for re-engineering a legacy system. The method focuses on planning and management of the evolution process. Menychtas et al. [18] presented a framework called ARTIST, a three-phase approach for software modernization focusing on migration towards the cloud. They categorised the migration into three main phases, Pre-migration, Migration and Modernisation and Post-migration. During the pre-migration phase, they proposed a feasibility study to address the technical and economic points of view. During the migration and modernisation phase, the actual migration is carried out and finally during the Post-migration phase, the system is deployed and validated. Forite et al. [19] proposed the FASMM approach to better manage the migration and to record and reuse the knowledge gained during the migration in other projects. More recently, Reussner et al. [20] and Wagner [21] proposed model-driven approaches to software migration. The focus in these approaches is to reverse engineer the system using automated tools and capture the information in modelling languages and then use the model-driven approach for further maintenance of the system.

Most of the works discussed so far focused on reverse engineering the existing system to get an understanding of the system, and then to use this information to model and transform the system based on the technical requirements. However, an important aspect we found lacking was emphasis on verification and validation of the reverse engineering processes. Additionally, while many of these works focused on architecture transformation and implementation changes, emphasis on migration of the testing methods was negligible. During our discussions in the focus group, testing was identified as an important domain which required investigation as multi-core architectures are more prone to concurrency issues, e.g., livelock, deadlock, race-conditions and data corruption along with the interference due to the contention for shared resources such as the caches affecting

<table>
<thead>
<tr>
<th>System Functions</th>
<th>Task functionality</th>
<th>Task</th>
<th>Task Trigger Type</th>
<th>Task Priority</th>
<th>Task Period (ms)</th>
<th>WCET (us)</th>
<th>Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT Comm.</td>
<td>Network driver</td>
<td>TS_Ethercat</td>
<td>timer</td>
<td>12</td>
<td>10</td>
<td>120</td>
<td>0.012</td>
</tr>
<tr>
<td>RT Comm.</td>
<td>Network middleware</td>
<td>TS_RT</td>
<td>timer</td>
<td>11</td>
<td>10</td>
<td>80</td>
<td>0.008</td>
</tr>
<tr>
<td>Non RT Comm.</td>
<td>Network Driver</td>
<td>TS_Ethernet</td>
<td>timer</td>
<td>5</td>
<td>10</td>
<td>75</td>
<td>0.0075</td>
</tr>
<tr>
<td>Non RT Comm.</td>
<td>Network Middleware</td>
<td>TS_NRT</td>
<td>timer</td>
<td>4</td>
<td>50</td>
<td>800</td>
<td>0.016</td>
</tr>
<tr>
<td>Non RT Comm.</td>
<td>Application</td>
<td>TS_web</td>
<td>timer</td>
<td>2</td>
<td>100</td>
<td>200</td>
<td>0.002</td>
</tr>
<tr>
<td>Robot Program Interpreter</td>
<td>Parse robot program</td>
<td>TS_RPI</td>
<td>event from TS_NRT</td>
<td>3</td>
<td>50</td>
<td>4000</td>
<td>0.08</td>
</tr>
<tr>
<td>Robot Program Interpreter</td>
<td>Format data for trajectory generation</td>
<td>TS_RPI_Transform</td>
<td>event from TS_Sys_Events</td>
<td>6</td>
<td>20</td>
<td>200</td>
<td>0.01</td>
</tr>
<tr>
<td>System State Manager</td>
<td>Monitor and handle system state events</td>
<td>TS_Sys_Events</td>
<td>periodic</td>
<td>10</td>
<td>10</td>
<td>60</td>
<td>0.006</td>
</tr>
<tr>
<td>System State Manager</td>
<td>Create system backup</td>
<td>TS_Sys_Backup</td>
<td>event from TS_WEB</td>
<td>1</td>
<td>100</td>
<td>200</td>
<td>0.002</td>
</tr>
<tr>
<td>Trajectory Generation</td>
<td>Interpolate Cartesian Path</td>
<td>TS_JPL_Path</td>
<td>timer</td>
<td>7</td>
<td>20</td>
<td>2000</td>
<td>0.1</td>
</tr>
<tr>
<td>Trajectory Generation</td>
<td>Interpolate Joint Space Path</td>
<td>TS_JPL_JointPath</td>
<td>timer</td>
<td>8</td>
<td>20</td>
<td>200</td>
<td>0.02</td>
</tr>
<tr>
<td>Controller</td>
<td>Create setpoints and receive feedback for motor drivers</td>
<td>TS_Control</td>
<td>timer</td>
<td>9</td>
<td>2</td>
<td>100</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 1: Subset of the tasks in the Robot Controller.
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Most of the works discussed so far focused on reverse engineering the existing system to get an understanding of the system, and then to use this information to model and transform the system based on the technical requirements. However, an important aspect we found lacking was emphasis on verification and validation of the reverse engineering processes. Additionally, while many of these works focused on architecture transformation and implementation changes, emphasis on migration of the testing methods was negligible. During our discussions in the focus group, testing was identified as an important domain which required investigation as multi-core architectures are more prone to concurrency issues, e.g., livelock, deadlock, race-conditions and data corruption along with the interference due to the contention for shared resources such as the caches affecting
4. Migration Methodology

Based on the reviewed methods and the extra-functional requirements, we create a migration workflow as depicted in Fig. 2 and apply the Analyze, Verify, Transform and Validate approach to this workflow. Essentially, during analysis, the requirements for the migration process are established and the existing system behaviour is recovered. Then the results of the analysis are verified by the subject experts. New solutions are identified and evaluated during the transformation phase. Finally, the applicability of these solutions, along with the migration process, is validated during the validation phase. Additionally, we consider the migration process to be iterative in the sense that each stage can be revisited and decisions can be roll-backed or modified to address issues that may have been missed or if they do not meet the objective of the migration. A brief overview of the different stages of the proposed workflow is as follows:

1. During the first stage, we focus on the migration of software architecture. In this stage, the goal is to synthesize an abstract system model, validate its accuracy and transform the model for the multi-core environment.

2. In the second stage, the implementation and verification migration, the goal is to analyse the system source code to identify potential concurrency issues within the code and transform the code according to the new multi-core architecture model. Additionally, the existing verification techniques are augmented with methods relevant for a multi-core architecture.

3. In the third stage, we validate the migration process by identifying the validation parameters and measuring these parameters and then comparing them with the values obtained before migration.

5. Software Architecture Migration

Many of the real-time systems including the robot controller software have a strong focus on timing, safety and dependability requirements. Therefore, we need a well-defined software architecture to support such requirements. As there are significant differences in the single-core and multi-core platforms, the existing software architecture should be modified to address the constraints of multi-core platforms and make the best use of the available resources. To approach this modification systematically, the software architecture migration stage is divided into five well-defined phases as shown in Fig. 3. The five phases are:

1. Architecture requirements specification;
2. Architecture abstraction and representation;
3. Architecture recovery;
4. Architecture transformation; and
5. Architecture verification.

5.1. Architecture Requirements Specification

The architecture requirements specification is the first phase of the architecture migration process. The requirements are essentially high-level and the extra-functional requirements of scalability, performance and timing guarantees are the guiding principles for the complete migration process. The more concrete requirements are defined during the architecture recovery phase of the migration process. We also include the identification of a requirements specification and management process in this phase to better manage the requirements for the rest the migration process.
5.2. Architecture Abstraction and Representation

In this phase, we seek to identify an abstraction level that can accurately represent the system behaviour. An abstraction level close to the implementation may be too detailed, while a higher abstraction level can miss critical information that may be necessary for assuring correct system behaviour. Therefore, to identify the right abstraction, we need to identify the system properties that can be affected when moving to the multi-core architectures. Further, a representation model that can sufficiently capture the system properties should be identified. The representation model should be easy to comprehend, and should act as a communication tool between different stakeholders such as the system architects and developers. To address these issues, we rely on expert interviews and the review of state-of-the-art literature related to multi-core in the real-time systems domain and the model-driven engineering domain to guide the selection of the abstraction level and for the identification of the representation tools.

Software Architecture, Real-time Task Models and Representation Tools. The system we considered provides multiple functionalities ranging from embedded control to cloud connectivity. Therefore, we relied on informal and open-ended interviews with the system software architects and domain architects to identify possible abstraction levels. From these discussions, we were able to identify that the task-level abstraction provides the necessary semantics to capture the system properties and therefore, can be used during the later stages of the migration process. Moreover, most of the literature in real-time systems uses the task-level abstraction for the system representation [21, 8].

Many modelling languages support the task-level abstraction to represent the architecture of real-time systems. There are several modelling languages that allow modelling of software architectures and task-level abstraction models of real-time systems. The UML MARTE profile [22], Rubus Component Model [23], UPPAAL [25], MechatronicUML [26], AUTOSAR [27], ART-ML Framework [28], are some of the possible modelling languages and frameworks that can be used to represent the system under discussion.

It is worthwhile to mention that although many of these languages, frameworks and supporting tools offer detailed semantics for capturing multiple viewpoints which are essential for managing real-time systems, the learning curve for many of these tools is however, rather steep, especially when being used for representing task-level abstraction of existing systems. To demonstrate the software architecture abstraction in the proposed methodology, we model the software architecture of the robot controller using the Rubus Component Model as shown in Fig. 2. Note that the Rubus Component Model and its runtime environment consider a one-to-one mapping between a software component and a task. A software component is the lowest-level hierarchical element in a component model that is used to model the software architecture of a system. The software component is a design-time entity that may correspond to one or more tasks at runtime. For example, the model of a software component that conforms to the Rubus Component Model (RCM) [23, 24] is shown in Fig. 3. A software component communicates with other components by means of input and output data and trigger ports. The trigger ports indicate when the task (corresponding to the software component) is activated for execution. A software component can be triggered by an independent source (e.g., a periodic clock) or by another software component. The properties of the software component such as their execution times, activation periods and priorities are specified from Table 1. Note that there are two timing constraints, namely Age (50ms) and Reaction (50 ms), that are specified on a chain of software components within the software architecture in Fig. 3. These timing constraints conform to the AUTOSAR standard and are supported by several other modelling languages and methodologies for real-time systems [29].

5.3. Architecture Recovery

We need to have a better understanding of existing architecture to be able to modify and adapt it to new platforms. However, in many cases, the documented architecture or the intended architecture does not represent the actual implementation. Such deviations can be attributed to multiple reasons. For example, many of the software systems are developed using a top-down development approach. As a result, implementation level changes are not propagated back to the architectural documents resulting in inconsistencies. Recovering the architecture, therefore, is an essential step for the migration. While many useful architecture visualisation tools such as CodeSonar[4] and Imagix[5] analyse the

source code to provide architecture visualisation, they only provide information on the logical structure of the software and additionally, they may not be able to detect faulty architectural patterns within the recovered architecture.

In this phase, since the transition to multi-core platforms in general affects the timing behaviour of the system, we focus primarily on extracting the temporal properties of the system, which can manifest themselves in different forms such as deadlines or message buffer sizes. For example, a timing requirement can be derived based on the communication between TS_IPL Path and the TS_IPL_JointPath. Here, one job of the TS_IPL Path generates data for n jobs of the TS_IPL_JointPath. The next instance of the TS_IPL Path task should complete its execution before the nth job of the TS_IPL_JointPath is executed. Further, we consider the system to be modelled with cause-effect task chains [30, 31], which implicitly consider maintaining the causality in the underlying communication. These chains are constrained by the timing constraints similar to that of the AUTOSAR standard.

At the task-level abstraction, each task can be represented in terms of its period, worst-case execution time and various types of timing requirements such as deadline, data age, and data reaction constraints [32]. Note that the tasks and their corresponding software components at the software architecture abstraction have the read-execute-write semantics, which allow them to be adapted to comply with the Logical Execution Time (LET) model [33]. In addition to these, there can be indirect temporal requirements such as the number of messages in a message queue should not be less than a specific value during a certain operating mode, which then requires that the task producing the messages for the queue can be blocked only for a duration that does not violate this requirement. Therefore, we need a comprehensive multi-dimensional software comprehension and reverse engineering approach to extract such information from the existing software architecture, specifically, the timing properties and constraints, which are crucial in verifying timing predictability of the system [32].
To extract the necessary timing requirements, such as the periodicity, execution times and deadlines, we require analysis of multiple data sources. We identified that the architecture documentation, the run-time execution logs and expert validation of the analysis are essential resources for the architecture recovery phase of the migration process, also shown in Fig. 6.

**Documentation Analysis.** The architecture of large software intensive systems is normally documented according to the “4+1” architectural view model or an enhanced variant. The format for architecture documentation can vary depending on the internal process and industry-relevant certification requirements. SysML [35] and UML models are some of the formal description formats for documentation used in the industry. Complementing such formal description formats are the textual documents explaining the architecture in natural language as a part of the documentation. These high-level architectural models and documents identify the different components of the system and the interaction between components, summarise the design patterns and technologies employed in the implementation and provide a concise overview of the functions of these components. By analysing the documentation, it should be possible to identify chains of dependent components, the tasks associated with these components and the expected timing behaviours. The system we considered was documented both in UML models, as well as textual documents. However, during our analysis, we found that existing documentation did not contain any information mapping different tasks to their respective components and there was limited information on expected timing behaviours either unavailable or was incomplete available in the architecture documents, necessitating other analysis approaches such as run-time analysis and expert validation.

**Run-time Analysis.** While the high-level documents are good sources of information, the information provided by such documentation may either be incomplete or may not reflect the actual implementation. One reason for such an inconsistency is due to the structure of the development process, where the information flow is usually top-down, and the changes made at the implementation level are not propagated back to the architecture documents [36]. Additionally, these industrial software systems have been incrementally developed over many years with the addition of new functionality, bug fixing, and other optimisations in each increment. Therefore, due to the accumulation of undocumented changes made during implementation over the years, relying solely on high-level documentation as the only source of information for modelling the system can result in an inaccurate representation of the expected system behaviour. This makes it necessary to consider the run-time logs as complementary sources of the system information. One approach to understanding the run-time behaviour of the system is the tracing and measurement-based approach [37]. Using this approach, information such as number of context switches, response times, execution times, number of task instances, periodicity of the tasks, among others can be collected. By using dynamic analysis and visualisation tools such as Tracealyzer [37], additional information such as the communication flow between different tasks, identification of shared resources, task chains and precedence constraints between the tasks can be obtained. The information gained from the run-time analysis can be used to refine and enhance the model.

The run-time analysis comes with its own set of hurdles. As the system under consideration is configurable, i.e., the user can configure and specify the run-time behaviour, it is difficult to identify a configuration that can be a single representative of possible configurations for run-time analysis. One possible approach to address this issue is to use the “maximum load” approach. We consider the system to be in “maximum load” state, if under normal operation mode, all system tasks are active and that each task is executing its most computationally heavy or memory intensive jobs. Relying on a single configuration, however, is not sufficient to make any statistically reliable conclusions about the measurements. Therefore, another argument would be to gather run-time behaviour from as many possible configurations as feasible. Again, identifying this “feasible” number is not straightforward. This is made even more complicated by the continuous development process, where code is modified and new builds generated daily. Identifying a fixed version of the software
for analysis becomes non-trivial for such cases. Further, since the controller software operates under different modes, the “maximum load” approach could be pessimistic. Depending on the system under migration, we will need to identify an appropriate configuration and analyse the run time behaviour of each mode independently. For the controller software considered, the “normal operation mode” had the highest resource demand and since all the other modes run only a subset of the “normal operation mode” tasks, we use the maximum load configuration of the “normal operation mode” and ensure that all the required system software components are active during the trace period. Note that we rely on the latest released version of the software.

During the run-time analysis of our system, we found that there were inconsistencies between the expected and observed behaviours. A few of the inconsistencies were a result of incorrect configuration of the instrumented code, while others were actual deviations from the expected behaviour. For example, the incorrect configuration resulted in the trace logs showing multiple instances of the jobs of a task as a single job of the same task. This observation highlights the fact that relying on a single source for information is not only ineffective but also error-prone. This necessitates the need for expert validation of the collected information to create a sufficiently accurate system model.

**Expert Validation.** Architectural design decisions are made by analysing multiple factors such as domain requirements, dependencies on services provided by the operating systems and the underlying hardware platform, among others. However, the high-level architectural models and documents do not describe the rationale behind the design decisions and even if they do, such information is limited. Moreover, in legacy systems, such documents do not completely reflect the implementation [56]. Furthermore, as the information from the run-time analysis is quantitative and statistical in nature, it is possible to misinterpret any deviation from a commonly occurring pattern as an inconsistency whereas this could have been a design decision. To avoid such misinterpretations and improve system model accuracy, discussions with domain experts are mandatory during the architecture analysis. These discussions will be used to understand the rationale behind the design decisions, and to validate the observations of the documentation and the run-time analysis phases.

In our work, we were able to validate the inconsistencies such as the deviation from a commonly occurring pattern as a design decision and also mark some of the observed results as an outcome of incorrect code instrumentation configuration. For example, due to incorrect configuration of the code instrumentation library, the periodicity of the TS RPI observed during run-time analysis phase did not match the values expected by the experts. the functional behaviour however, was accurate, prompting a separate analysis. This analysis identified incorrect configuration of the code instrumentation as the root cause for observed deviation in the periodicity.

5.4. Architecture Transformation

As discussed earlier, the architecture transformation phase focuses primarily on evaluating potential solutions and identifying the most appropriate ones for the final implementation. Before we evaluate any solution, we need to identify the system requirements that need to be considered to identify, evaluate and qualitatively rank possible solutions. Since in our case, the migration to multi-core will primarily affect the runtime behaviour, we focus on the explicit temporal requirements, implicit requirements such as the number of messages in a queue and assigned QoS levels to different functional domains. An important requirement here is to ensure that this transformation results in improved system predictability, performance and that the architecture is scalable in terms of the number of cores and new functionality that needs to be integrated into future versions of the software. Since the terms predictability, performance, and scalability are generic in nature, we need to ensure that we have measurable definitions for these terms. For example, we use scalability to refer to the capability of the controller software to control more than one manipulator on the same hardware platform. Once we define the evaluation criteria, we then move towards the evaluation process itself. The evaluation can be carried out in various ways depending on the evaluation metric and the solution being considered, such as simulation, model-checking and analytical calculations. Once the evaluation of possible solutions is complete, we rank these solutions based on an agreed evaluation metric and based on these rankings, we select the solutions for the final implementation phase. To ensure that this transformation is systematic, we divide the transformation phase into the following steps:

1. identification of potential solutions;
2. evaluation of the solutions;
3. ranking of the solutions;
4. selection of the solutions.
Identification of potential solutions. Identification of potential solutions can be done in many different ways. Although we don’t make any specific recommendations, we would like to point out that the number of potential solutions could be infinitely many and we hypothesize that evaluating each solution will be impossible. Especially in the case of real-time systems, where the search space in terms of near-optimal solutions is large. Therefore, a good starting point in this stage are the domain experts. Also, the information from the architecture abstraction and recovery phases can be a useful guide in reducing the search space. In our case, we use expert interviews and review the state-of-art in the real-time systems domain to identify potential solutions. Another important consideration is that since application developers are focused primarily on the application functionality, they rely on the operating systems to provide support for real-time properties. This implies that in many cases, only those mechanisms supported by an operating system can be considered as part of the potential solution set.

As highlighted earlier, the purpose of an abstract system model is to capture all the relevant properties of the system but without the functional complexity. This enables creation of synthetic tasks for simulation and verification of new design solutions. These abstract task sets can be modified and verified in short time spans when compared to modification of the actual implementation of the system. Many of the real-time workload models such as those reviewed in [21] have been successfully used to represent practical systems such as in the avionics domain as well as in the automotive domain. While many of these workload models consider the tasks to be independent, we found that the system under study violates this assumption and that new jobs of tasks are triggered by jobs of other tasks. Also, the presence of event triggered components within the system along with multi-rate task chains implementing a single functionality, requires that the precedence constraints as well as task chains be considered when considering potential solutions [30].

Some of the relevant issues that should be addressed by the potential solutions for transitioning from single core to multi-core platforms were highlighted by Macher et al. [40], and Nemati et al. [41]. For example, use of single-core hardware implies that the system tasks execute in sequential manner. If run on multi-core, the task precedence constraints may not be maintained affecting system dependability. Additionally, systems designed for single-core do not require any mapping of software and multiple compute resources. However, predictable execution on multi-core is provided by partitioned scheduling approaches [39]. Ad hoc partitioning can affect system performance and scalability. Multi-level caching can cause data inconsistencies when tasks sharing a variable are executing on different cores [42]. In the case of fixed-priority scheduling, priority assignment can impact response times [38].

Evaluation of the solutions. Once the potential solutions have been identified, the next step is to evaluate these solutions. By evaluation, we refer to the application of the potential solutions from the previous step to the abstract model from the architecture recovery stage and measurement of the identified metrics. The evaluation can be done in different ways as already highlighted earlier such as simulation in the case of ARTML framework [28] or the Cheddar tool [43], analytical calculations if using techniques such as those identified in [39], or model-checking if using the timed automata approach specified in [44]. For the system described in Section 2, one strategy could be to allocate the parts of the system that are constrained by the timing constraints to one core and rest of the software components to other cores (e.g., TS_IPL_Path, TS_IPL_JointPath, and TS_Control to one core and the rest of the components to the other core(s)). Another strategy could be to allocate the software components to the cores such that the specified age and reaction delays are minimized. Another strategy could be based on precedence constraints between the software components, which should be on the same core (e.g., TS_Web and TS_Sys_Backup have an implicit precedence constraint as the latter is triggered by the former, hence both should be on the same core). Similarly, another allocation strategy could be based on the criticality levels associated to the software components so that non safety-critical software cannot interfere with the safety-critical software as proposed in [45]. We would like to point out that given the safety-critical nature and complexity of the system, we hypothesize that the potential solution identification and evaluation steps are rather time consuming and are critical in the migration process. The time spent during these phases can potentially result in practical solutions that ensure that the migration process is successful in meeting the extra-functional requirements.

Moving forward, we return to the question of identifying the best solution among the many evaluated solutions. To guide in this direction, we use the ranking approach as follows.

Ranking of the solutions. The ranking step of the transformation phase orders the evaluated solutions in terms of certain criteria. For example, the evaluated so-
olution may be required to adhere to safety and security requirements of the domain. Further it may be possible that the extra-functional properties such as portability between different hardware platforms may be prioritised over performance improvement on a single hardware device. To address such requirements in a systematic manner, we propose to use the following multi-step approach:

- identify parameters to rank potential solutions;
- provide measurable definitions to the identified parameters;
- arrive at a consensus on measurement methods for the parameters;
- prioritize or assign weights to the parameters for trade-off analysis;
- rank the evaluated solutions.

We believe that this approach provides a systematic way to measure effectiveness of the evaluated solutions and guide in selection of the final solution. By identifying measurable parameters, the methods to measure them, and prioritize them if a trade-off is necessary, we can remove any ambiguity associated with the perceived effectiveness. To identify these parameters, we propose focus group discussions involving the different domain experts.

Selection of the solutions. Once the potential solutions have been evaluated and ranked, the selection of final solutions should be rather straight forward. However we would like to point out the fact that there could be solutions that may optimize one requirement while negatively affecting another requiring a trade-off analysis to select a final solution.

5.4.1. Architecture Verification

The last step in the architecture transformation phase is the verification of the transformed architecture. Here we essentially verify if the transformed architecture complies with requirements from the architecture requirements specification phase and the recovery phase. The verification stage is rather simple and straightforward since the different steps in the transformation phase involve verification in the evaluation stage with the systematic ranking and selection approach.

6. Implementation Migration

So far, we discussed the transformation at the architecture level of the system in our migration process. We now discuss the processes necessary to implement the transformed architecture at the source code level. Although not directly related to the migration process itself, we consider that some form of refactoring at the source-code level may be necessary prior to the migration process. Depending on the existing logical architecture and the quality of the software, the refactoring may address different concerns. For example, removal of duplicate and dead code, creating components based on functionality, adoption of a layered architecture among others. For further discussion, we assume that the system has a layered architecture with well-defined components, that the logical architecture is capable of handling new components and modifications in the abstraction layers, and that the source code is separated according to the components.

Further, we classify the architecture solutions as abstract component level or functional component level solutions. For example, if the solution is a new priority order for the tasks, then it is functional component level solution if the tasks are associated with the component and that the priorities can only be changed in the component files. If it is a new synchronisation protocol, then it is an abstract level solution, which is used by all components and may need a new implementation. Therefore, before we make the changes, we identify components that need to be modified, map solutions that need new components and then implement the changes.

6.1. Component Identification and Creation

The solutions selected during the transformation phase may require that changes be made to the existing components in the system. For example, if the components use nested semaphores and if the identified solution does not support nested semaphores, then such nested semaphores need to be removed. To do this in a systematic manner, we index and categorise the transformed solutions, review the solutions with the domain experts and component owners and associate each component with the solution that requires that component to be modified. For example, the trajectory generation component may require that its source code be modified to accommodate the changes necessary to migrate to multi-core platform. We then review the solution with the owners of the trajectory generation component. Further, if there are solutions that are classified as abstract-level solutions or which could not be mapped to existing components, we create new components for such changes. For example, if a new real-time middleware, that will provide a common inter-task communication mechanism is to be implemented, then a new component will be created.
6.2. Implementation

Once all components have been identified for modification and new components created, the necessary changes are implemented in the source code. Although the concurrency related issues are addressed during the architecture transformation phase, it is possible that they could manifest during the implementation stage. Therefore, coding guidelines that address these issues are provided to the developers to minimise the manifestation of these issues during the implementation.

7. Verification Migration

The system verification and validation stage is the final stage of the migration process. Typically, for the system such as the one being considered, a reliable verification process is already in place. This includes the usual verification approaches such as unit testing, functional testing, and system integration tests. Since the architectural transformation is primarily related to the runtime behaviour and performance, we expect that most, if not all existing tests related to functional behaviour to be valid. Therefore, we hypothesise that any failures here could be related to the concurrent execution of the system tasks. To maintain the quality of the system software, we focus on augmenting the existing tests with concurrency related testing approaches along with performance verification. Again, to approach this enhancement in a systematic way, we divide the verification migration process into concurrency testing and the migration validation phase.

7.1. Concurrency Testing

The goal during this phase is to augment the existing verification process to identify concurrency related issues. These include race conditions, atomicity violations and deadlocks. A comprehensive review can be found in the work by Bianchi et al. [46]. We propose the analysis of solutions during the architecture transformation phase to identify scenarios that could lead to potential concurrency issues. This way, it will be possible to create tests for those specific scenarios. Additionally, static code analysis that identifies concurrency bugs is added to enhance the verification process.

7.2. Migration Validation

During this phase, we focus on validation of the migration process itself. We begin by identifying the parameters to qualitatively validate the outcome of the process. We use two metrics for this purpose: (i) results of the functional and system integration tests, and (ii) performance related parameters such as response times. In the first case, no new failures should be introduced after the migration. In the second, the values of the performance parameters should not be less than those measured with the pre-migration version. We point out here that although the validation is the last step, depending on the development process, this validation can be applied to each build prior to release. By using the results of the validation with each build, the pace of the migration process can be measured.

8. Tools for Migration

Software migration from single-core to multi-core architectures is a complex process and requires the use of different tools at different stages of the migration process. Here, we review some of the tools that can be used during the different phases of the migration process.

8.1. Architecture Representation

Software requirements and the architecture can be described in natural language and as models using different modelling languages such as the UML. For embedded systems with timing requirements, there exist many tools that allow modelling and specification of different views of the system. The APP4MC tool [46], allows modelling and specification of the hardware as well as software components and provides support for scheduling algorithms. Another tool is the MARTE [47] profile for UML. The MARTE profile extends the UML models to include description of timing requirements. The MAST tool-suite [7] allows for modelling as well as performing automatic schedulability analysis and supports many of the common scheduling algorithms for single-core as well as multi-core architectures. UPPAAL [25] is another tool for modelling the software as timed-automata and it supports model checking for formal analysis and verification. A few concerns with many of these tools are that some have steep learning curves, while others such as UPPAAL are not scalable to large systems and almost all lack support for automatic conversion of existing source code to abstract models.

8.2. Architecture Recovery

For architecture recovery, static code visualization tools such as CodeSonar and Imagix could be used. For dynamic analysis, tools which provide visualization of
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https://www.eclipse.org/app4mc/
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the run-time behaviour along with statistical information on timing properties can be effective. For example, Tracelyzer allows visualization of the run-time behaviour and provides different views to analyse this information.

9. Evaluation

We chose a survey-based approach to evaluate the proposed methodology. We followed the guidelines provided by Kitchenham et al. [48] for survey-based research and the discussion of the results. We begin by describing the design of the survey and then discuss the results of the survey.

9.1. Survey Design

As a first step in the survey-based evaluation, we identified (i) feasibility, (ii) usability and, (iii) usefulness as the evaluation objectives for the migration methodology. Next, we identified the target population for the evaluation to be those organisations that develop complex real-time software systems such as industrial automation systems and construction vehicles. We identified a sample from the target population in a non-probabilistic manner through convenience and judgement-based sampling. We created the survey instrument in the form of an online questionnaire that included both close and open-ended questions. The close-ended questions were designed to verify the generalisation of the observations and the applicability of the different steps in the methodology. The open-ended questions required the respondents to provide their opinion in a textual format on feasibility and usefulness of the methodology. The complete questionnaire was piloted by requesting colleagues not involved in the study to ensure clarity of language before it was shared with the respondents. The questionnaire was made available digitally and included a brief overview of the purpose of the questionnaire. The respondents were requested to read about the presented methodology before they answered the survey. The received responses were then analysed to evaluate the methodology.

9.1.1. Evaluation Objectives

As previously mentioned, we identified three key objectives for the evaluation, namely feasibility, usability and usefulness of the methodology. For each of these objectives, we adopt the definitions used by Adesola et al. [49] to evaluate their business improvement process methodology. Briefly, we use feasibility to refer to the ease of applicability of the methodology steps and the tools mentioned therein. We use usefulness to refer to the outcome of applying the methodology to relevant systems by an organisation. Furthermore, we also included the objective of validating the possibility of generalising key observations in the methodology.

9.1.2. Target Population and Sampling Strategy

To address the evaluation objectives, the target population was identified as organisations developing complex real-time systems. As for the sample, we identified 2 different departments within the same organisation working on independent and unrelated products and also two other organisations. We then identified 9 expert practitioners from the sample group as the most relevant for the evaluation. The participants were chosen based on their experience in managing and developing software (10+ years) for industrial systems and for background in multi-core technologies and their knowledge of the application domains.

9.1.3. Instrument Design

The survey was designed in the form of a questionnaire, combining nominal, close-ended questions, and the open-ended questions requiring textual input from the respondents. The questionnaire was designed to address two different aspects, (i) problem relevance and (ii) methodology evaluation. For the problem relevance, we developed six questions to verify if the respondents were considering multi-core platforms for their products. The rest of the questionnaire was focused on methodology evaluation. We classified the evaluation-related questions as either implicit or explicit. The implicit questions required the respondents to reflect on the overall feasibility, usability and usefulness of the methodology. The explicit questions were designed to validate the generalisation of some of the observations made in the methodology. Table 2 shows the mapping among the different steps of the methodology, the evaluation type for each of the step and the associated question IDs. Appendix A.3 shows the questionnaire.

9.2. Survey Results and Discussion

As mentioned previously, the questionnaire was shared with nine carefully identified participants from the sample population. Of the nine participants invited, five respondents participated in the survey. We use the labels A,B,C,D and E to refer to each of the respondent individually. We discuss the results for the objectives of problem relevance, generalisation, overall feasibility, overall usability and the overall usefulness.
Table 2: Mapping among the different steps of the methodology, the evaluation type for each of the step and the associated question IDs.

<table>
<thead>
<tr>
<th>Methodology Stage (Step)</th>
<th>Evaluation Type/No. Of Questions</th>
<th>Question ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Architecture Abstraction and Representation (General)</td>
<td>Explicit: 1 11</td>
<td></td>
</tr>
<tr>
<td>Architecture Abstraction and Representation (Expert Interviews)</td>
<td>Implicit: 6 27-32</td>
<td></td>
</tr>
<tr>
<td>Architecture Abstraction and Representation (State-of-art in Real-time Systems)</td>
<td>Implicit: 6 27-32</td>
<td></td>
</tr>
<tr>
<td>Architecture Abstraction and Representation (State-of-art in Model-Driven Engineering)</td>
<td>Implicit: 6 27-32</td>
<td></td>
</tr>
<tr>
<td>Architecture Recovery (Runtime Analysis)</td>
<td>Explicit: 7 12, 16-21</td>
<td></td>
</tr>
<tr>
<td>Architecture Recovery (Expert Validation)</td>
<td>Implicit: 6 27-32</td>
<td></td>
</tr>
<tr>
<td>Architecture Transformation (Evaluation of the Solutions)</td>
<td>Implicit: 6 27-32</td>
<td></td>
</tr>
<tr>
<td>Architecture Transformation (Ranking of the Solutions)</td>
<td>Explicit: 3 22-24</td>
<td></td>
</tr>
<tr>
<td>Architecture Transformation (Selection of the Solutions)</td>
<td>Implicit: 6 27-32</td>
<td></td>
</tr>
<tr>
<td>Architecture Verification</td>
<td>Implicit: 6 27-32</td>
<td></td>
</tr>
<tr>
<td>Implementation Migration (Component Identification and Creation)</td>
<td>Implicit: 6 27-32</td>
<td></td>
</tr>
<tr>
<td>Implementation Migration (Implementation)</td>
<td>Implicit: 6 27-32</td>
<td></td>
</tr>
<tr>
<td>Verification Migration (Concurrency Testing)</td>
<td>Implicit: 6 27-32</td>
<td></td>
</tr>
<tr>
<td>Verification Migration (Migration Validation)</td>
<td>Explicit: 2 25-26</td>
<td></td>
</tr>
<tr>
<td>Tools for Migration (Architecture Representation)</td>
<td>Implicit: 6 27-32</td>
<td></td>
</tr>
</tbody>
</table>

**Problem Relevance.** From the problem relevance perspective, 4 of the 5 the respondents, (A,B,C and E) said that their applications were not designed for multi-core. Respondent D said that their applications were designed for multi-core but they have been developed from the scratch with only limited reuse of existing code. Respondents C and E confirmed that they are planning to migrate to a multi-core platform while the rest of the respondents did not provide any information. Additionally, the same four respondents chose the option of redesigning the application while reusing the existing code over developing the application from scratch. The responses indicate that only parts of the application can be described by timing properties such as worst-case execution times, periods and deadlines.

Similar to the observations about lack of information in the documentation, 4 of the 5 the respondents, (A,B,C and E) said that the application design was not fully documented. Further, only one respondent said that the timing properties were discussed in the design documentation while the rest of the respondents said that the timing properties of only a few critical parts of the application were discussed in the documentation.

The methodology relies on the presence of diagnostic information such as execution times and periodicity for architecture recovery. All the respondents said that their systems provide such diagnostic information. Furthermore, all the respondents mentioned that their applications had multiple configurations and that the runtime behaviour depended on the configuration. None of the respondents said that they tested all possible configurations but only a few. Four out of five respondents (A, B, C and D) said they tested average-case configurations. Furthermore, respondents A and E said that they test the worst-case configurations while respondent D
said that they test the best-case, average-case as well as
the worst-case configurations. This indicates that identi-
ifying a representative configuration for architecture is
not straightforward and can depend on individual ap-
plication requirements.

Evaluation and ranking of solutions is an important
step in the methodology. Here we assumed that it will be
possible to identify and provide measurable metrics for
ranking possible multi-core solutions. To verify if the
assumptions are valid, the respondents were explicitly
asked if they can provide measurable parameters and
also prioritise them. Four out of five respondents (A, B,
D and E) agreed that they can define as well as prioritise,
while respondent C answered negatively.

For the verification stage of the method-
ology, a key assumption is that the complex real-time
systems such as the one discussed in this paper have a
robust testing mechanism in place for verifying func-
tional correctness. All the respondents agreed that
they do have such a mechanism in place. Further, all respond-
ents agreed that they will reuse the existing tests to ver-
ify the behaviour of the systems after migration, which
is consistent with the assumptions made in the proposed
methodology.

The results of the questionnaire so far indicate that
much of the observations can be generalised to other
complex real-time systems. One key observation how-
ever, is that describing all of the application components
with timing properties may not be possible. For the
steps not discussed in generalisation, we address them
from the overall feasibility perspective discussed next.

**Overall Feasibility.** In order to validate the feasibility
of the methodology, i.e., to verify if all the steps of
the methodology can be followed, the respondents were
asked to answer if they found the methodology feasible
and to describe the rationale behind their choice. Four
out of five respondents (A, B, D and E) considered the
methodology to be feasible while respondent C consid-
ered otherwise. When describing the rationale, respondent
C said that they needed more information and the
correct answer would actually be that they are not sure.
Respondents B and E did not explain the rationale. Re-

Respondent A and D agreed that it is possible to repre-
sent the architecture at a feasible abstraction level and
that the methodology covered all the critical steps. One
concern however was that the industrial applications are
rather big, and therefore we need to address the migra-
tion in parts and avoid a “big bang” approach.

**Overall Usability.** The survey also included questions
to evaluate the overall usability of the methodology, i.e.,
to verify if the steps in the methodology are workable
and are easy to apply in practice. Similar to the question
of feasibility, four out of five respondents (A, B, D and E)
answered positively while respondent C said no. When
describing the rationale, respondent C said that their
correct answer would actually be that they are not sure.
Respondent A and B said that the transformation phase
was uncertain but the steps are general enough to be fol-
lowed and that the difficulty in following the steps may
depend on the “architecture, requirements and availabil-
ity of tools”. Similar response was provided by respond-
ent D who said that the level of modelling may vary
depending on the company. Based on the responses it
can be observed that the steps in the proposed methodol-
ogy can be followed in general but the overall usability
is dependent on individual applications.

**Overall Usefulness.** Another objective of the evalua-
tion is to assess overall usefulness of the methodol-
ogy for the target population. To address this, the re-
spondents were asked to evaluate “Usefulness: if the
methodology can produce results that the organisation
will find useful?”. Two out of five respondents (A and
B) consider the methodology to be useful for the indus-
try, whereas the remaining three respondents consider
the methodology to be “partially” useful. Respondent B
justified their choice by highlighting the general appli-
cability of the steps and respondent A said that having
such a methodology will create a “common understand-
ing” between the different stakeholders and the devel-
opers, thus increasing the possibility of success and de-
creasing risks. Respondent C said the it may not be
possible to follow the steps completely, but the ideas

**Discussion.** The proposed methodology was evaluated
for feasibility, usability and usefulness by expert prac-
titioners via a questionnaire. From the feasibility per-
spective, the analysis of the questionnaire responses in-
dicate that the methodology covers the critical steps
necessary for a software migration. From the usability
perspective, the analysis of the responses shows that the
different steps can be applied in practice but depending
1201 on the application, the abstraction level and the modelling requirements will depend on individual applications. From the usefulness perspective, the responses show that following the methodology steps can decrease the risks associated with the migration. From the Generalisation perspective, the response show that the observations made in the methodology can be extended to systems other than the robotic system considered, while highlighting the fact that it may not always be possible to describe the timing properties for all of the application components.

1241 Threats to Validity. Since the evaluation of the methodology has been carried out using a survey, we include a discussion on the validity of the results. Kitchenham et al. [43] advocates that a survey is reliable if it has been administered multiple times and if we get similar results each time. In our case, the survey was administered only once. This implies that the results may vary if the respondents were to answer questionnaire at different times. However, much of the questionnaire had nominal questions and the number of options provided were binary but with an additional option to provide textual information thereby limiting the possibility of variability in the responses. Furthermore, although the sample group was carefully chosen in a non-probabilistic manner, it is possible that a different sample of respondents may have provided different responses, affecting the validity of the conclusions drawn from the survey results.

1281 While the survey included questions relating to generalisation of the observations, not all of the methodology steps were explicitly considered but were included under the general questions of overall feasibility, usability and usefulness. Explicit questions may have lead to a different conclusion from the one discussed in the paper.

1321 10. Conclusion

1361 Migration of complex embedded software from single-core to multi-core computing platforms is non-trivial. To ensure a successful migration of these software systems, a systematic approach is needed that takes multiple software engineering perspectives into account such as software processes, software architectures, requirements engineering, reverse engineering, model-based development, real-time scheduling and schedulability analysis. In this paper, we presented a systematic multi-stage methodology for migrating real-time industrial software systems from single-core to multi-core computing platforms. In this regard, we studied a complex real-time software system from the automation industrial domain that requires such a migration. We used focus group discussions, expert interviews and reviewed the literature to guide the development of the migration strategy. We identified the software architecture transformation as the main phase in the migration process and presented a systematic approach to perform the transformation with emphasis on the architecture recovery and an evaluation mechanism for possible multi-core solutions. We used task-level abstraction of the system to drive the transformation and associated timing properties to task-level models and proposed their use as input for the evaluation of multi-core solutions. To select suitable solutions from the set of evaluated approaches we proposed ranking of these solutions based on measurable parameters for the final implementation and we reviewed some of the tools that can be used during the migration process. We evaluated feasibility, usability and usefulness of the methodology using a survey-based approach. Majority of the respondents agreed that the methodology is feasible, usable and useful in general for the industrial applications. The evaluation also revealed that the methodology will have to be individually adapted to each system under migration.
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<table>
<thead>
<tr>
<th>No.</th>
<th>Methodology Stage/Purpose</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Participant information</td>
<td>Before you proceed, please take the time to read the paper describing the methodology.</td>
</tr>
<tr>
<td>2</td>
<td>Participant information</td>
<td>Name of the organization.</td>
</tr>
<tr>
<td>3</td>
<td>Participant Relevance</td>
<td>Does your application have real-time components?</td>
</tr>
<tr>
<td>4</td>
<td>Participant Relevance</td>
<td>Is your application designed to run on multi-core platforms?</td>
</tr>
<tr>
<td>5</td>
<td>Participant Relevance</td>
<td>Have you in the past, migrated your application to a multi-core platform?</td>
</tr>
<tr>
<td>6</td>
<td>Participant Relevance</td>
<td>Are you considering migrating the application to a multi-core platform?</td>
</tr>
<tr>
<td>7</td>
<td>Exploratory</td>
<td>Did you follow any specific methodology or guidelines to migrate the application to a multi-core platform?</td>
</tr>
<tr>
<td>8</td>
<td>Exploratory</td>
<td>Will you recommend the existing approach to others?</td>
</tr>
<tr>
<td>9</td>
<td>Exploratory</td>
<td>If you’d like to provide more information about the used methodology, please do so here.</td>
</tr>
<tr>
<td>10</td>
<td>Problem relevance</td>
<td>Select the preferred option: a) I prefer to redesign and develop the application from scratch for a multi-core platform. b) I prefer to redesign but also reuse the existing code for a multi-core platform.</td>
</tr>
<tr>
<td>11</td>
<td>Architecture Abstraction and Representation</td>
<td>Can your application be described with timing properties such as “worst case execution times”, “period”, “deadlines”?</td>
</tr>
<tr>
<td>12</td>
<td>Architecture Recovery (runtime analysis)</td>
<td>Is it possible to identify a particular build of the application that can be used to recover the timing requirements of the application and can such timing requirements be used to create a model of the application?</td>
</tr>
<tr>
<td>13</td>
<td>Architecture recovery (documentation)</td>
<td>Is the design of your application documented?</td>
</tr>
<tr>
<td>14</td>
<td>Architecture recovery (documentation)</td>
<td>Does the application design documentation contain timing properties?</td>
</tr>
<tr>
<td>15</td>
<td>Architecture Recovery (documentation)</td>
<td>The behaviour of your application can be: (choose one) a) accurately inferred from the design documentation b) cannot be accurately inferred from the design documentation</td>
</tr>
<tr>
<td>16</td>
<td>Architecture Recovery (runtime analysis)</td>
<td>Does your application provide diagnostic logs of runtime behaviour?</td>
</tr>
<tr>
<td>17</td>
<td>Architecture Recovery (runtime analysis)</td>
<td>The code instrumentation: a) is fully reliable. b) may not be fully reliable.</td>
</tr>
<tr>
<td>18</td>
<td>Architecture Recovery (runtime analysis)</td>
<td>Does your application have multiple configurations?</td>
</tr>
<tr>
<td>19</td>
<td>Architecture Recovery (runtime analysis)</td>
<td>Does the runtime behaviour of the application depend on the configuration?</td>
</tr>
<tr>
<td>20</td>
<td>Architecture Recovery (runtime analysis)</td>
<td>Do you test all possible configurations of the applications?</td>
</tr>
<tr>
<td>21</td>
<td>Architecture Recovery (runtime analysis)</td>
<td>Which configuration do you test</td>
</tr>
<tr>
<td>22</td>
<td>Architecture Transformation (Ranking of solutions)</td>
<td>Do you have any existing process/guidelines in place to evaluate and choose between different solutions that may be specific to multi-core platforms?</td>
</tr>
<tr>
<td>23</td>
<td>Architecture Transformation (Ranking of solutions)</td>
<td>Is it possible to define measurable parameters that will suit your application’s timing requirements to choose one solution over the other?</td>
</tr>
<tr>
<td>24</td>
<td>Architecture Transformation (Ranking of solutions)</td>
<td>Is it possible to prioritize the measurable parameters that will suit your application requirements to choose one solution over the other?</td>
</tr>
<tr>
<td>25</td>
<td>Verification Migration</td>
<td>Does your application have a verification and validation process in place for checking functional correctness?</td>
</tr>
<tr>
<td>26</td>
<td>Verification Migration</td>
<td>Will you reuse the existing tests to verify the behaviour on multi-core platforms?</td>
</tr>
<tr>
<td>27</td>
<td>Feasibility</td>
<td>Feasibility: Can the methodology be followed?</td>
</tr>
<tr>
<td>28</td>
<td>Feasibility</td>
<td>Please briefly describe the reason behind your answer here:</td>
</tr>
<tr>
<td>29</td>
<td>Usability</td>
<td>Usability: Is the methodology workable? Are the steps and tools easy to use and apply?</td>
</tr>
<tr>
<td>30</td>
<td>Usability</td>
<td>Please briefly describe the reason behind your answer here:</td>
</tr>
<tr>
<td>31</td>
<td>Usefulness</td>
<td>Usefulness: Is the methodology worth following? Does the methodology produce results that the business will find helpful?</td>
</tr>
<tr>
<td>32</td>
<td>Usefulness</td>
<td>Please briefly describe the reason behind your answer here:</td>
</tr>
<tr>
<td>33</td>
<td>Overall comments</td>
<td>Which part of the methodology will you like to improve? (you can choose multiple options)</td>
</tr>
<tr>
<td>34</td>
<td>Overall comments</td>
<td>Please provide any suggestions and improvements you want to see in the methodology here:</td>
</tr>
</tbody>
</table>