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 Executive Abstract

This deliverable provides an overview of the state-of-the-art related to methods and tools for

automated generation of security requirements, prevention at development and reactive protection at

operations. The overview builds upon and extends the ambition described in the Full Project Proposal.

In addition, it identifies needs for improvement from the surveyed literature and highlights the

directions on which the innovation activities of the VeriDevOps project will focus on. For brevity, the

deliverable does not explicitly include the work performed in other similar European research projects,

but the results of such projects are discussed via their published research papers and datasets. This

deliverable will provide input for all the other technical work packages in the project and enhance the

innovation of the project’s exploitable key results.

1.  Introduction

The VeriDevOps project assumes a DevOps development process, starting from the initial security

requirements of the system under test, ensuring preventive security at development and last but not

least providing reactive protection at operations. Therefore, the current deliverable D1.3 is divided in

three corresponding parts:

- the automated generation of formal security requirements section, in which we discuss the use

of natural-language processing for security requirements, datasets for security requirements

and formal patterns for security requirements specification.

- the reactive protection at operations section, in which we address overview techniques for

vulnerability scanning, signature-based intrusion detection, runtime monitoring and detection

using search-based testing, anomaly detection based on machine learning and root-cause

analysis. We complement the above with proposed methods for remediation.

- the prevention at development section, where we describe techniques used to enforce security

aspects at development. For instance, we overview techniques for formal analysis and

verification for security, security testing methods (model-based security testing, penetration

testing, mutation and fuzz testing approaches, and search-based security testing), localization

and debugging techniques, and the integration of security and software development life cycle.

Each of the above sections is concluded with an analysis of research gaps towards industrial needs and

suggestions on which of those needs will be addressed in the VeriDevOps project.

The works discussed in this deliverable do not include review of deliverables of other projects

related to VeriDevOps. Instead, we have attempted to identify academic publications in which the

results of such projects have been disseminated.
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2. Automated Generation of Formal Security

Requirements

2.1.  Context and Motivation

We would like to start this section by laying down the terminology and presenting the context of

Requirements Engineering.

Requirements Engineering (RE) is a crucial element in software development to meet customers’

expectations for a software product that should be delivered on time and within a budget. Practically,

RE enables capturing users’ needs for the system to be developed by transferring these needs into

precise and clear statements that will be the basis for design, development and validation [1].

An important part of developing any system is ensuring a required level of security. Security needs

are usually associated with some resources or assets involved in a system that stakeholders naturally

want to protect from any harm. In particular, assets are considered as all the information resources

that are stored or accessed by the system or physical resources such as computers. In some cases,

assets may consist of other assets, e.g. system backups are a good example. Despite that empirical

evidence is not fully convincing, it appears that appropriate security requirements would have a

positive impact on system security as sufficient general requirements would have on system

development success.

In order to integrate security within requirement engineering, we usually have to consider

separately security requirements [2]. Specialised research showed that early analysis of security

requirements can be beneficial in the context of software development as this may enable cost

reductions in the area of 12-21% [3]. Usually, security requirements are processed as functional

requirements that can considerably influence system architecture. In practice, this requires specific

security expertise. Nowadays, security requirements are handled by specially trained people,

independently from other requirements. This does not map well to the reality in which the systemic

concerns are tightly connected (e.g., we cannot discuss security in isolation from safety). With the

invention of DevSecOps, the situation is starting to change. In the same way as DevOps has unified the

two formerly distinct silos, development and operations, DevSecOps is supposed to break the security

silo and merge it into DevOps. The resulting process will guarantee security-by-design, but it calls for

advanced tool support that is only starting to emerge now. The whole process of manual identification

or extraction of security-related requirements from an entire requirements specification is very

complex and error-prone, causing the need for automatic analysis. This is associated with several

practical challenges.

Firstly, there is no exact definition for security requirements, since different people may interpret

security requirements in various ways. In practice, different industry subjects - organizations define

security requirements based on their own conventions and templates. Secondly, the intrinsic ambiguity

of natural language makes it even more complicated to identify security requirements. Primarily,

various people may use different syntax and terms to define or describe security requirements [4] [5].
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The main point is that security cannot be considered as just a quality requirement, as it is difficult

to answer whether a problem is security-related or not. Usually, stakeholders do not tolerate any kind

of risk. The main task of security requirement engineering is to identify, and document requirements

for developing secure software systems. The identification of security requirements heavily depends

upon the context of the system and the analyst’s assumptions. These assumptions can be explicit or

implicit and relate to expectations over the system or environment behavior with a significant impact

on the security of a system. Considering the framework of security, its goals and assumptions, one can

define security requirements as constraints on the functions of the system, where these constraints

define one or more security goals. In other words, security requirements ensure security goals by

constraining the system’s functional requirements. Security requirements, like functional requirements,

are prescriptive, providing a specification to achieve the desired effect [6].

Based on these goals we conclude that we want to minimize chances for any threat or potential

attack aimed at our assets. We consider assets as something that is valuable to an organization (e.g.

resources, data) and typically is the main concern of security requirements. Practically, a security

property determines a security characteristic (e.g. confidentiality, availability) that indicates a security

objective that a requirement intends to achieve. A threat is a risk that a swindler may potentially

exploit a vulnerability to attack the system, harming assets or their respective security properties. In

this context, a countermeasure is considered as a solution that should address security requirements. A

countermeasure fundamentally combines security constraints that must hold in the developed system,

and the particular security mechanisms that are supposed to guarantee these constraints. A constraint

may take the form of either a restriction on the system, assurance of some specific properties,

permission to do certain actions, or regulation to comply with the established norms of the society

where the system will be used. Thus, we can define security requirements as a substantial concept that

is connected through specific relations (Fig. 1). Each concept shows some perspective of the security

requirements and implies a possible way of defining the concept accordingly [4].

In order to follow this structure and achieve initial goals, we must somehow determine whether

those requirements have been satisfied. This is difficult for quality requirements in general while

security requirements present additional challenges [6]. An important element of requirements

engineering is associated with the role of natural language (NL). Despite that there is no proof that

natural language is the best option, multiple evidence shows that it is the most common way of

expressing requirements in industry practice. The dominance in describing and specifying software and

system requirements in natural language was also confirmed by recent research [7]. Therefore, based

on the past and current empirical evidence, we can safely assume that NL will continue to serve as the

common way of expression for requirements in the future as well [8]. Conceptually, that implies that

solutions should deal with problems like lexical, syntactic and pragmatic problems that natural

language poses for requirements engineering. It is stated that the biggest problem is ambiguous

semantics, which remains a common challenge for practitioners arguing that the source of trouble is

the information from which the requirements must be formulated [9]. Consequently, computer-aided

software engineering for processing natural language looks promising in the context of requirements

analysis [8].
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Figure 1: A conceptual model for security requirements, adapted from [4]

Applying Natural Language Processing (NLP) techniques that are very well suited for

comprehensive linguistic analysis seems natural in the context of the engineering approach that

suggests using linguistic tools to narrate descriptions of user requirements. NLP is a field that addresses

various approaches in which computers can deal with natural, that is, human language. Usually, NLP

deals with techniques for analyzing, representing naturally-occurring texts for the purpose of achieving

human-like language processing for a range of tasks or applications [10] [11]. This has led to the

emergence of a separate field of applying NLP to support requirement engineering processes as well as

various tasks at different RE phases [12]. Dealing with the inputs to the RE process is a complicated

task, as it requires analyzing a wide variety of documents. Such documents might include different

artifacts like interview transcripts, codes of practice, standards, legislation, etc. In practice, the

methods for RE automation greatly differ depending on the stage of RE they are applied at. To illustrate

the difference, at later stages, such as requirements validation, the methods deal mainly with
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documents that are products of the RE process, whereas at early stages the methods typically process

raw information [9]. By applying those methods, the engineers intend to solve different kinds of tasks

like detecting language issues, identifying key domain concepts and establishing traceability links

among requirements, etc. However, when we split the developed NLP solutions by problem that they

solve, they are mainly focused on detection, classification, clustering, patterns extraction and modeling

[12]. Those instruments are intended to increase analysts’ productivity when working with

requirements.

Having requirements expressed in natural language is not enough to implement these

requirements and verify the implementation against them. Formalization of security requirements is

necessary to rigorously validate and verify candidate designs and implementations against

requirements.

2.1.1. Key NLP Methods

Let us outline the key method categories. Classification task in machine learning (ML) is usually

associated with predicting a categorical class [13]. As for the context of RE, this task aims at classifying

different categories of requirements. For example, we can classify requirements based on their

functional category or based on their quality category, to identify non-functional requirements that

may be hidden within functional ones. Another example is applying classification to users’ feedback in

order to identify new requirements referring to specific features of interest possibly including

sentiment analysis. Extraction generally tries to retrieve some specific single or multi-word terms from

requirement texts for domain or project glossaries, as requirements usually contain complex terms that

are not commonly used. Those extracted glossaries may be further applied for other problems

including consistency checking, classification, modeling or product comparison. Clustering or cluster

analysis, as its name suggests, is focused on organizing data, in our case, documents into some

cohesive subsets or clusters. Methods are focused on organizing the data into meaningful and useful

information. Detection typically deals with ambiguities in requirements to make them clearer and

unequivocal. The range of problems may include detection of different lexical issues from the

debatable usage of grammatical rules, to the occurrence of vague phrases (e.g., after some time), weak

verbs (e.g., may, might), and the appearance of syntactic ambiguities. In addition, some specific tasks

such as following predefined templates and recognizing equivalent requirements can also be included

in this task, as the main goal is still to maintain correctness to requirements texts. Modeling relates to

the extraction task, but with some additional usage of extracted data like generation of Unified

Modeling Language (UML) models to support analysis, design, feature synthesis in product-line

engineering, generation of models for early requirements and generation of software tests to maintain

a necessary security level [12].

In addition to the above-mentioned generic problems that NLP solves for requirement

engineering, one can outline several approaches that are entirely focused on the security context.

Despite the lack of studies in this area, we can highlight initial progress in developing and

implementing such systems. Security risks can be analyzed through different perspectives that will

define a practical context of the problem. Vulnerability detection is focused on identifying vulnerable
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software components prior to deployment, either by statically analyzing software code, or by

executing security testing tools on a running instance of the software. The approach concentrates on

applying NLP techniques to code to prevent or identify various vulnerabilities in the code. Vulnerability

repair tries to transform a vulnerable code into a non-vulnerable code by learning from a set of source

examples. Millions of lines of legacy code are analyzed to identify the ways to improve security. When a

new class of vulnerability is found, the training dataset for patches and fixes is quickly updated. This is

intended for creating an automated system that can clean code with certain types of vulnerabilities

that would allow it to efficiently treat large software repositories. Finally, specification analysis

assumes that we can deal with security risks in products before the code is even written. Recent

advances in NLP have provided expert methods to automatically process vulnerability descriptions or

product specifications to assess security risks. Instead of code, we can apply such methods to

requirement documents and textual vulnerability descriptions in this paradigm to ensure a required

security level for the developed software [14]. Our main interest is associated with this security

perspective.

2.1.2.  NLP Models Evaluation Process

As it was shown previously, we deal with various methods for applying NLP to analysis of security

requirements. However, practically each method is focused on a specific aspect of processing security

requirements. The process of applying these methods includes several phases such as training phase,

validation phase and testing phase. On the first stage, methods based on ML principles require training

using input datasets to adjust parameters of a model. During this process training errors are measured

to know how well the model is fit to the data. Still, we want to know how well a model learns from the

data to predict unseen data and this is where the testing phase comes for [15]. Practically, we could

hold some part of the data as a testing set to use it for a performance calculation. However, sometimes

it is not possible due to scarcity of data. One way to address this problem is to apply K-fold

cross-validation, which uses part of available data to feed the model, and a different part to test it [13].

Consequently, we can use each part for training and then for testing phases to calculate an average for

a specific measure. The last principle is very common in the area of Natural Language Processing for

Requirements Engineering (NLP4RE). This research mainly consists of studies that are focused on the

classification problem. Classification performance itself is being measured by such metrics as accuracy,

precision, recall and F1-score. Accuracy is defined as a ratio between correctly classified samples to the

total number of data samples, precision shows the proportion of positive samples that were correctly

classified to the total number of positive samples, recall represents positive correctly classified samples

to the total number of positive samples. To summarize overall performance, F-measure (e.g. F1-score)

is applied, which represents the harmonic mean of precision and recall accordingly [15].

2.2.  NLP Methods and Models

Each type of task for applying NLP to security requirements that were mentioned in the previous

section refers to certain models and methods that we will consider below. This outline covers a

discussion of methods for classification, extraction as well as advanced architectures for the methods
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based on transfer learning. This section is divided into three parts that separately cover statistical and

basic ML approaches, deep learning and transfer learning, as well as methods for dealing with security

risks through specification analysis.

2.2.1. Statistical and Classical Machine Learning Methods

NLP addresses several practical problems in the area of Requirements Engineering. To start, let us

consider the problem of distinguishing functional requirements from non-functional ones. Abad et al.

[16] propose text preprocessing as the main tool of dealing with that task. To address the

generalization problem for the input requirements texts, they proposed to preprocess the texts and

replace all context-based names related to products and users with general keywords, such as

’PRODUCT’ and ’USER’, respectively. Then they apply the Part-Of-Speech (POS) tagger of the Stanford

Parser [17] to assign parts of speech to each word in each requirement. In the next step, they extract

some trivial features including number of adjectives, number of adverbs and number of cardinals, as

well as specific metrics, such as number of degree adjectives to adverbs. In addition, for each feature,

they define its rank based on the probability of its occurrence in the requirements. The final feature list

for the processed dataset consists of the following nine features: number of cardinals, adverbs,

adjectives, modal words, determiners, verbs, prepositions, singular nouns, and plural nouns. In [16] the

authors compare results of six different algorithms and use a simple decision classifier to achieve an

extra 4.5% accuracy of classifying functional and non-functional requirements. This effect becomes

even more visible for classifying groups of requirements. Abad et al. insist that Binarized Naive Bayes

works best for classifying non-functional requirements.

Another example of NLP application to Requirements Engineering is identifying critical features in

specifications. Boutkova et al. [18] propose a lexical analysis-based technique that could help automate

the identification of features in specifications. They propose to extract features in a semi-supervised

fashion by applying certain Part-of-Speech (POS) tagging approaches. The whole process is divided into

several steps. At the first step, the user chooses the specification in which the features must be found.

At the second step, requirements from the chosen specification get decomposed into individual words,

and only nouns are left; this step requires lemmatization of each word. At the final step, the user

should evaluate the candidate’s list and choose features for the feature model. The main problem is

that the experiments were conducted for German – a morphologically complex language. This

approach generates a lot of false positives that need further analysis.

It is possible to improve the performance by combining different NLP developments from different

disciplines. Malhotra et al. [19] proposed an approach combining NLP, ML, and graph analysis. This

approach identifies appropriate narrative structures that may underlie the security requirements of

industry standards and publicly available software documents. First, the authors of [19] apply text

processing that includes tokenization, sentence splitting, POS tagging, morphological analysis, noun

phrase chunking. Then they create an ontology to define connections between words, phrases, and

concepts. They construct features from key narrative structures - phrases, such as ’user must register’,

’user must contain a password’, ’password must have complexity’ using a special tool called Protégé

[20]. Subsequently, each of these processing structures is used to determine the relationships among

VeriDevOps Project nr: 957212 Page 13

https://paperpile.com/c/bpkysA/POOk
https://paperpile.com/c/bpkysA/rBYa
https://paperpile.com/c/bpkysA/POOk
https://paperpile.com/c/bpkysA/3h0X
https://paperpile.com/c/bpkysA/Xu8s
https://paperpile.com/c/bpkysA/Xu8s
https://paperpile.com/c/bpkysA/k4ih


D1.3  State of the art report

features such as “encryption” or “authentication”. After, it is checked whether the requirement

sentence is found among gold standard requirements. That way it is determined whether an

organization follows those standards.

The idea of checking whether security requirements conform to specific standards was also

presented in Hayrapetian et al. [21]. This study might be considered as an advancement of the previous

study, focusing on empirically evaluating the conformance of security requirements to specific

standards like ISO and OWASP. The main goal was to assess completeness and ambiguity by creating a

bridge between the requirement documents and their compliance with standards. For this purpose,

they proposed a unique two-stage architecture. Initially, every statement within a standard is evaluated

against every statement within a test document. To maintain the robustness of an entailment

assessment, they proposed nine different configurations and digested each pair through those

components. Each configuration consisted of the Linguistic Analysis Pipeline and Entailment Decision

Algorithms from Excitement Open Platform [22]. The entailment decision and confidence results from

each transaction were collected along with other data about the transaction, such as the statements

involved, entailment configuration used, processing type (e.g. parallel), and the time duration of the

comparison. These annotations were used as features during the neural network model training phase

to design a classifier to further determine whether the entailment results for a statement pair indicate

a “complete”, “ambiguous”, or “none” match, with respect to the corresponding semantic meaning.

This approach allowed us to achieve 0.79 in terms of F1 score (F1 = TP / (TP + 0.5 * (FP + FN)), where TP

stands for “true positives”, FP -- “false positives”, and FN -- for “false negatives”).

One of the main challenges on the way of making all-purpose NLP methods is the problem of

generalization of a model to be applied to several domains. Li et al. [4] present the idea of creating a

model that could generalize security requirements extraction for all domains. They stated that the main

source of good detection lies on a good theoretical basis and tried to construct ontology specifically for

security requirements. They defined a set of linguistic rules and security keywords that are normally

used to describe security requirements and used them to train classifiers applying classical ML

algorithms. They proposed a specific approach that involves a two-level preprocessing with a

conceptual layer and linguistic layer. The process of matching the linguistic features consists of three

steps: generate parse trees, keyword matching and linguistic rule matching. Each step is explained in

detail as a part of text processing to a feature vector. They decided to compare different algorithms like

Decision Tree (DT), Naive Bayes Classifier (NBC) and Logistic Regression (LR) using six different datasets.

Results showed that Precision/Recall differs among datasets. Only DT and LR showed promising

characteristics. In particular, the average F1 score of all classifiers trained with DT was approximately

0.77. For the case of classifying security requirements from different domains, when training data was

used from one document set and the test data from the other, this approach showed 0.75 in precision

and 0.58 in recall. The authors argued that their approach behaves significantly better than the existing

approach and potentially can give promising results. They also argued that the main challenge was that

different people, including security experts, can have various diverse definitions of security

requirements.

Another example of dealing with the generalization problem is the work by Wang et al. [23]. They

address aspects of generalization from a different perspective such as creating all-domain classifiers.
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The authors developed methods for extracting security requirements for open source projects (OSS).

They stated that previously proposed approaches were unsuitable for this kind of project due to their

specifics. Notably, requirement specifications in OSS projects are usually organized by functionality,

with non-functional (NFR) requirements scattered widely across multiple documents. Hereby there is

no exact boundary to distinguish between FRs and NFRs. Moreover, the requirements stored in issue

tracking systems are unstructured and seldom obey grammar and punctuation rules. The authors

proposed to rely not on the text, but on different external resources. To define features, they applied a

stack of several sources that then were used as an input for a linear classifier based on Linear

Discriminant Analysis (LDA). Initially, each requirement is processed by an Information Processing

Component (IPC) to obtain so-called metrics. Metrics are information about a requirement extracted

by IPC, which includes complexity and external resources. Complexity is extracted from comments of

the project assuming that higher intensity of discussion might be associated with vulnerabilities. In its

turn, external resources are the links and other references provided by stakeholders where they discuss

the rationale for refinements and explain their solutions. Subsequently, this information is digested

directly by four regression models: Comment Complexity Regression Model (CRM), Stakeholder

Complexity Regression Model (SRM), Security URLs Regression Model (URM), Security Commits

Regression Model (CiRM) In addition, the authors apply NFR classifier (NFR-C) and CVE ID Detector

(CID). Each regression model generates a weight between 0-1 for each requirement that signifies the

likelihood of whether this requirement is a security requirement. In order to summarize weights from

NFR-C, CID, and all RMs, the authors applied a linear discriminant function in a binary setting that

indicates whether a requirement is a security one or not. They were able to achieve F1 scores of 0.83,

0.88, 0.81 for Axis2, Drools, GeoServer projects respectively, which looks promising given the relative

simplicity of the proposed approach.

In 2017, the RE Data Challenge event was conducted in relation to the problem of requirements

extraction and classification. This event produced a set of NLP4RE studies. Kurtanovic et al. [24] used

the dataset from the challenge [25] to solve the problem of binary classification for functional (FR) and

nonfunctional (NFR) requirements. Simply, they transformed a multiclass dataset into a binary case.

Unlike previous papers, the authors did make a research of an effect from applying only word features

and automatically chosen features on binary and multiclass classification. The whole approach is based

in the Support Vector Machines. As a result, they achieved an F1-score of 0.92 for binary cases

classifying FR and NFR. As for classifying security requirements in a binary case, the effect was a bit

worse. If applying only words features, F1-score was about 0.88 and 0.74 with applying all kinds of

features. They found that POS tags are among the most informative features, with cardinal number

being the best single feature. As an additional aspect, authors argued that only word features provide

higher recall for classifying NFRs than employing additional syntax and meta-data features, but lower

precision accordingly.

2.2.2. Deep Learning and Transfer Learning Methods

Deep learning and transfer learning are the most recent areas in NLP. Deep Learning is assumed as a

sub-area of neural networks in ML and is popular for vision-based classification and NLP tasks. Deep
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Learning is based on the representation-learning methods obtained by applying non-linear modules

that transform a representation at one level into a higher, more abstract level [26]. Zhang and Wallace

[34] proposed a convolutional neural network [27] for the purpose of sentence classification. They

provided a simple method that is based on Word2Vec representations [28] of each word by applying a

set of consecutive convolution filters. Specifically, the process starts with tokenized sentences which

are converted to a sentence matrix, the rows of which are word representations. By this approach

authors achieved significant accuracy improvements compared with a baseline on all datasets. A

similar approach was applied to the context of requirements classification. Winkler et al. [29] applied

the same principle to the DOORS requirements database. Specifically, they applied it for the binary

classification task to differentiate requirements from information sentences. This approach was able to

classify requirements with a precision of 0.73 and a recall of 0.89 and information with a precision of

0.90 and a recall of 0.75 accordingly. The authors argued that performance could be improved by

increasing the amount of training data as well as by improving the quality of requirement

specifications. A similar approach was applied to the previously mentioned NFR dataset. Dekhtyar et al.

[29]presented an idea of combining two methods that are very popular at the moment, Word2Vec and

Convolutional Neural Networks (CNN). They used two datasets, SecReq dataset [5] and The Quality

Attributes (NFR) dataset [25], to compare results of applying Word2Vec with CNN with a baseline

approach. The goal was to observe the performance of CNNs on these datasets compared to the

baselines and measure the impact of pre-trained Word2Vec embeddings on the model. As a baseline

method they considered an already mentioned approach based on Naive Bayes Classifier [5] with

TF-IDF and Word Counts as feature vectors. For the SecReq dataset applying Word2Vec provided an

overall boost in scores. By applying 30 filters with 100 training epochs, they scored an F1-score of

91.34%. This configuration allowed to achieve an overall improvement up to 13.5% compared to the

baseline. For the NFR dataset, Word2Vec again contributed comparable improvement with 50 filters

and 100 epochs accordingly. The authors stated that CNN classifiers can be successfully applied on

relatively small collections of requirement documents to identify various requirements properties.

Recently the transfer learning method was applied as a new promising approach to deal with

generalization problems. Hey et al. [30] stated that the performance of existing automatic classification

methods decreases when applied to unseen projects because requirements usually vary in formulation

and style. This means that such systems are impractical to use, as they are either overfit for a specific

dataset, which is heavily relying on wording and sentence structure, or require a processing step

(usually manual) for new text samples. Moreover, usually, authors do not report whether their

approaches are able to generalize or do not generalize sufficiently to be practically applicable. One

reason is the lack of available training data in the requirements engineering community. The authors

stated that a possible solution can be found in transfer learning. Nowadays transfer learning

approaches are heavily used in NLP. They are trained on huge datasets to capture underlying concepts

and meanings of natural language texts. Afterward they can be adapted and fine-tuned to a specific

task. The authors stated that this helps to overcome the problem of generalization, as these

approaches promise both better performance and generalizability with less training data. That is

achieved by fine-tuning of Bidirectional Encoder Representations from Transformers (BERT) [31], a

language model based on deep learning. BERT, which is pre-trained on a large text corpus, can be
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fine-tuned for specific tasks by providing only a small amount of input data such as requirements

classification in our case. For experiments, NFR dataset [25]was chosen as a gold standard coming from

RE Data Challenge’17. This whole process is common for BERT-based studies. Specifically, the BERT

model is applied with a single layer of NN for classification purposes. The resulting model is called

NoRBERT. The authors provided detailed information about experiments, which would help to replicate

their results in the future. For binary tasks, NoRBERT achieved comparable results with an F1-score of

90% for functional and 93% for non-functional requirements. As it was expected, the BERT-based

method outperformed all existing approaches at the moment. Specifically, NoRBERT outperforms all

approaches that do not preprocess the data and, at the same time, the problem with unweighted data

does not significantly impact performance. Thus, the transfer learning approach clearly increases the

performance for classifying requirements. As for Security Requirements, NoRBERT was able to achieve

about 0.91 in F1-score given multilabel classification, which might look promising for a further

application.

2.2.3. Specification Analysis Approaches

Analyzing the role of security requirements, one can argue that they define new features or additions

to existing features to solve a specific security problem or eliminate a potential vulnerability. This

perspective is usually focused on revealing potential vulnerabilities of the system based on a

specification even before coding starts. This is implemented by vulnerability detection, which enables

specification analysis – the latter is associated with document analysis relying on NLP techniques to be

applied to various textual sources. The section provides interesting examples of such an approach.

Bozorgi et al. [32] present the idea of applying ML to classify exploitable and non-exploitable

vulnerabilities. The authors argued that the main goal was to create a method that could help to

prioritize work on patches for new vulnerabilities. Their technique relies on an NLP technique known as

’bag-of-words’. For example, they record whether particular tokens like ”buffer”, ”heap”, or ”DNS”

appear in specific text fields like ”title”, ”solution”, or ”product name”. In addition, they used meta-data

extracted from each vulnerability description, which gave them about 90 000 different descriptors for

each vulnerability. Labels for each vulnerability were preliminary extracted from the corresponding

section of descriptions. To classify exploitable and non-exploitable vulnerabilities, they applied a linear

Support Vector Machines algorithm and achieved about 90% accuracy, which seems to be decent given

the simplicity of the applied approach.

Applications themselves may represent a security risk. Pandita et al. [33] focused on detecting

potential risks related to the usage of an application by analyzing the application description.

Specifically, the work concentrated on the analysis of permissions required for a given application. The

authors examined whether application descriptions provide any indication for why a given application

would need those permissions. The authors propose the Whyper tool that takes a description of the

application from the market, digests it to a semantic model and determines which sentence could

indicate the use of permission. Thus, the tool tries to catch a semantic model inside an application’s

description. The purpose is to raise awareness for security and privacy problems and lower the

sophistication required for concerned users to take control of their applications. This tool was tested
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with a dataset describing 581 popular applications. Authors argued that Whyper can effectively identify

the sentences that describe needs for permissions with an average precision of 82.8% and an average

recall of 81.5%.

2.3.  Datasets for Security Req

In this section, we will present an explanation for each dataset that we have found during our literature

review process. Given that our interest is focused on designing systems for extraction of security

requirements, an important step is to collect as much data as possible to represent this domain in the

best way.

Name of the dataset Information on a domain and dataset structure

PROMISE NFR dataset1 The PROMISE NFR dataset is commonly used in the community
and addressed in the RE’17 Data Challenge. The 625 requirements
include 255 functional and 370 non-functional requirements.

PURE dataset2 Dataset of Public Requirements Documents comprising 79
available resources. The documents are labeled to the fields,
which provide the required information.

SecReq dataset3 A dataset containing 3 Requirements Documents, where each
requirement is labeled either as Security related or non-related. In
total 187 security and 323 non-security requirements.

OSS projects:  Apache Axis2/Java

(Axis2), Drools, and GeoServe

The dataset originated from an effort to build a classifier to
distinguish security requirements from non-security ones in
open-source projects. Links: Axis2/Java , Drools , GeoServe

Healthcare set of documents

CCHIT (Certified 2011

Ambulatory EHR Criteria,

Emergency Department

Information Systems Functional

Document)4

Criteria for Healthcare products certification published by CCHIT.
283 functional and non-functional requirements, including security
class.

Slankas PROMISE-like5 11,876 requirements and 3568 of them are labeled with 14
classes, including security class, compiled from several

5 https://github.com/RealsearchGroup/NFRLocator

4 https://bit.ly/3lnPxOl

3 https://gist.github.com/iambackend/e8c68469c79204872ce475a64f663973

2 https://zenodo.org/record/1414117#.YEHkOi0Rq_s

1 https://zenodo.org/record/268542#.YEHj9i0Rq_s
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medicine-related documents, including PROMISE, CCHIT, and
others.

Slankas security6 10,963 & 5050 of them are security-relevant and labeled with 6
security objectives, compiled from several medicine-related
documents.

An ontology-based learning
approach for automatically
classifying security
requirements7

Keywords, phrases and tf-idf tables for security mechanisms and
threats from An ontology-based learning approach for
automatically classifying security requirements

SRS Concordia corpus8 9 NFR classes, 3064 manually labeled sentences from 6 sources

Table 2.1: Summary of security requirements datasets.

2.3.1.  PROMISE NFR Dataset

NFR dataset [25] is widely used in different researches of applying NLP techniques for requirement

engineering and was part of the RE’17 Data Challenge. Overall, the dataset consists of 12 different

classes, including security, with 625 requirements. This dataset was applied in different settings as

multiclass and binary perspectives. Potentially, this data set can be considered as a typical benchmark

for classification and extraction tasks in NLP4RE.

2.3.2.  SecReq Dataset

This dataset [5] was assembled by Knauss et al. to research automation of security requirements

detection as a collection of three industrial security requirements documents: Common Electronic

Purse (ePurse), Customer Premises Network (CPN), and Global Platform Specification (GPS). Each

document is divided into individual requirements, labeled either as security-related or not. The

composition of the SecReq dataset allows a straightforward binary classification task.

2.3.3.  PURE Dataset

PURE (PUblic REquirements dataset) [34] is a dataset designed as a collection of 79 publicly available

natural language requirements documents from the Web. Overall, it includes about 34 000 sentences,

which might be applied for NLP tasks that are typical in requirements engineering like model synthesis,

document structure assessment, etc. Additionally, it can be adapted as a benchmark dataset to other

tasks, such as requirements categorization, ambiguity detection, etc.

8 https://www.semanticsoftware.info/system/files/NFRClassifier.tar.gz

7 https://www.dropbox.com/s/ruagh6bcxu8u8dh/jss.zip

6 https://github.com/iambackend/Riaz-Dataset
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2.3.4.  OSS projects: Apache Axis2/Java (Axis2), Drools, and GeoServer

This dataset [23] originated from an effort to build a classifier to distinguish security requirements from

non-security ones in open-source projects. It was manually created by analysing three projects: Apache

Axis2/Java (Axis2), Drools, and GeoServer. It was stated that those projects were chosen because they

had existed and had been maintained for a long time, all resources including requirements and source

code are available and, finally, those projects are web-based meaning that security concerns are very

important.

2.3.5.  15 requirements specifications developed as term projects by MS

students at DePaul University

This collection of requirements [35] was used in a set of studies associated with requirements

classification. This dataset belongs to the PROMISE corpus, which consists of 15 documents, developed

as term projects by MSc students at DePaul University. Overall, these specifications contain 326

non-functional requirements and 358 functional requirements. One important challenge with this

dataset concerns statements that could be classified into more than one type of category.

2.3.6.  Customer requirements for an integrated engineering toolset (IET)

under development at Siemens Logistics and Automation plant

This document consists [35] of free form text pages that were used for the proof-of-concept for

systems for identifying requirements. The IET document contained 137 pages, 2,250 paragraphs, and

30,374 words. In the practical example to classify the NFRs in the document, it was parsed and

preprocessed to obtain 2,064 sentences. Some sentences are not grammatically complete, but they

included bullet points and text extracted from tables. Some sentences correspond to actual

requirements in the text and others to a less structured narrative.

2.3.7. SRS Concordia corpus

During PROMISE dataset [36] examination, Rashwan et al. noticed that this dataset has several

problems. For example, it covers only a part of all requirements artifact types, while sentences may

have multiple or no labels. Thus, they created their own corpus from 6 document sources, resulting in

3064 manually labeled sentences.

2.4. Formal Patterns for Requirements Specification 
The present work analyzes the state of the art in the reusable formalization of security requirements

with the focus on security verification. Verification always assumes the presence of some specification

against which the verification is performed.

We thus just say “security requirement patterns” when we actually mean both specification and

verification. By “verification” we mean both static and dynamic (testing, run time monitoring) methods.

Security requirement patterns are expected to contain reusable specification mechanisms for applying
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them to arbitrary software systems. They are also expected to contain mechanisms for their own

verification against candidate designs and implementations of the specified system.

This section overviews pattern-based approaches to verifying the security of software systems.

Our ultimate goal is to create a data set that will map early software specifications, e.g. security

requirements, which are far from being formal, to the security verification patterns identified in the

literature. Having such a data set will let us develop advanced machine learning (ML) based tools to

automatically propose formal security verification patterns from early requirements in natural

language. The formal patterns will then be instantiated into actual security verification attempts. What

form these attempts will take is an open question that we will answer at a later stage of the

VeriDevOps project.

Our intention was not to perform an exhaustive literature search – it rather was to identify

conceptually different approaches to pattern-based security verification. In the future, it will be

possible to perform a deeper literature search in each of the identified conceptual clusters, but for

now, we just want to see the directions for further exploration. Basically, what we present here is a

breadth-first search with the intent to cast a wide net on the literature.

2.4.1. Security requirements and verification patterns in literature

We have identified the following publications that have to do with security requirement patterns.

Konrad et al. [37] formalize security patterns in the style of the “Gang of Four” [38] and then enrich

them with LTL constraints in the spirit of specification patterns by Dwyer et al. [39]. A candidate system

for verification is specified in class, sequence, and state UML diagrams. The practitioner of the

approach then chooses a pattern and instantiates it based on the candidate system’s model. The

resulting instantiation of the chosen pattern is then submitted to the SPIN model checker for verifying

its conformance to temporal properties. The full list of security patterns specified in this way may be

found in [40].

Several other works build on top of the results by Konrad [37] and Wasserman [40]. The work by

Yoshioka et al. [41] surveys approaches to security patterns. More specifically, it identifies key activities

in security patterns extraction and application processes, then assessing different approaches based on

how they contribute to the respective activities. The survey only mentions two approaches to security

patterns that enable precise checking of security properties: the already reviewed one by Konrad et al.

[37], and another one by Jurjens et al. [42]. The work in [42] proposes encoding security properties in

UMLsec [43], an extension of UML. The resulting UMLsec specification is then submitted to AutoFocus

– a CASE tool that is capable of generating test sequences. These test sequences need to be

instantiated in the context of a candidate system to actually test the said system.

Work [44] by Ouchani and Debbabi surveys approaches to specification, verification, and

quantification of security in model-based systems. Within the present document, we are mostly

interested in pattern-based approaches that support verification and have tool support. Among the

works assessed in [44], the following ones meet our criteria: [37] (discussed earlier), [40] (discussed

earlier), [45] [46] [47] [48] [49] [50] and [51]. All these works share common roots, in the sense that

they do model checking of UML models in one or another way. The work by Ouchani et al. [51],
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however, has brought to our attention CAPEC – Common Attack Pattern Enumeration and

Classification. The official CAPEC website9 gives the following introduction:

“The Common Attack Pattern Enumeration and Classification effort provides a publicly available

catalogue of common attack patterns that helps users understand how adversaries exploit weaknesses

in applications and other cyber-enabled capabilities. “Attack Patterns” are descriptions of the common

attributes and approaches employed by adversaries to exploit known weaknesses in cyber-enabled

capabilities. Attack patterns define the challenges that an adversary may face and how they go about

solving it. They derive from the concept of design patterns applied in a destructive rather than

constructive context and are generated from in-depth analysis of specific real-world exploit examples.

Each attack pattern captures knowledge about how specific parts of an attack are designed and

executed and gives guidance on ways to mitigate the attack’s effectiveness. Attack patterns help those

developing applications or administrating cyber-enabled capabilities to better understand the specific

elements of an attack and how to stop them from succeeding.”

Ouchani et al. model both the target systems and the CAPEC patterns as SysML activity diagrams.

They then compute the probabilities of a given system being vulnerable to each CAPEC pattern by

submitting the resulting activity diagrams to the PRISM [52] probabilistic model checker.

Many other results build on top of the CAPEC repository. Kotenko and Doynikova [53] present a

technique and an accompanying tool for generating random attack sequences and security events

based on CAPEC. The technique relies on network configurations as the main input. Kanakogi et al.

[54]propose a natural language processing-based method to automatically trace the related CAPEC

patterns from CVE entries. This work is especially relevant to our project because it formalizes natural

language too; our project is different in that it will formalize natural language that is even less formal

than CVE descriptions. Kanakogi et al. experimented with TF-IDF [54] and Doc2Vec [55] and concluded

that TF-IDF was more accurate for the task of tracing the related CAPEC patterns from CVE entries.

Yuan et al. [56] reported a then-ongoing effort of developing a tool that would take on input a STRIDE

[57] threat model and automatically [58] propose CAPEC attack patterns sorted by relevance to the

input threat model. Kaiya et al. [59] proposed a method using which a requirements analyst can

automatically acquire the candidates of attacks against a functional requirement. We found the said

method especially interesting because it was the first CAPEC-based method to work with requirements

as inputs. Also, based on our personal experience, real work on security requirements starts when

functional requirements already exist in some form. Sometimes only functional requirements are

specified, with security concerns being postponed till the later stages of the software process.

Williams [60] [61] builds his work on top of the results by Kaiya et al. [59]. He proposes an

ontology-based collaborative recommender system for security requirements elicitation. The proposed

system takes use cases on input and identifies relevant CAPEC patterns. It then connects the identified

CAPEC patterns with the system-specific vocabulary to construct abuse cases [62] for the system in

question.

9 https://capec.mitre.org/about/index.html
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We had a discussion in the process of working on the present document, after which we decided

to give special attention to the security testing of APIs because of their widespread use. Sudhodanan et

al.[63] proposed a methodology in which security experts can create attack patterns from known

attacks. Then they describe a security testing framework that leverages attack patterns to

automatically generate test cases for security testing of multi-party web applications. The approach

relies on proxy-based web security scanners to record client-server interactions and automatically

detect the applicability of attack patterns to the recorded interactions. Sudhodanan et al. implemented

their approach on top of OWASP ZAP10 proxy-based web security scanner and uncovered twenty-one

previously unknown vulnerabilities in well-known multi-party web applications. Bozic et al. [64]

capture attack patterns as UML state diagrams. They use ACTS [65], a combinatorial testing tool for the

generation of test input strings based on the attack patterns and domain-specific parameters and

constraints. Bozic and Wotawa [64] encode security testing patterns as UML state diagrams and submit

them to a tool that automatically generates test cases from these diagrams. They implemented a

prototype tool on top of the WebScarab11 proxy-based web security scanning framework (one of the

most mature tools in the field). The two above works authored by Bozic originated from a project

called DIAMONDS (ITEA2 project on Development and Industrial Application of Multi-Domain Security

Testing Technologies). Several more works found in the literature happened to originate from that

project.

Smith and Williams [66] developed six black-box security test patterns – for (1) input validation

vulnerability tests, (2) force exposure tests, (3) malicious file tests, (4) malicious use of security

functions tests, (5) dangerous URL tests, (6) audit tests. They also developed a tool called Security Test

Pattern Instantiator (STPI; we could not find the tool online) to help software testers instantiate

security test patterns based on functional requirements. Finally, Smith and Williams conducted a user

case study in which 21 graduate and 26 undergraduate students used the STPI tool to develop a

black-box security test plan. The study revealed that the novices’ decisions were very close to the

“golden standard” developed by a committee of experts.

A comprehensive review of security testing techniques by Felderer et al. [67] let us identify

another conceptual cluster of pattern-based approaches – risk-based approaches. The risk-based

approaches use numerical evaluations of risks’ severity to define the required level of test coverage

when generating test cases for the associated risks. That is to say, the higher the risk’s severity is, the

more coverage will be required from the test cases generated from that risk. Großmann et al. [68]

described a tool-based iterative approach that combines the CORAS [69] approach to model-driven risk

analysis with automated security testing based on patterns such as CAPEC. In every iteration of the

approach, the risk analysis results are fed into the process of identifying relevant security test patterns

and then instantiating these patterns into actual test cases. The testing results are then fed back into

the risk analysis process, and so forth. Botella et al. [69] (originating from the DIAMONDS project)

propose an approach that starts with risk analysis that relies on an approach similar to CORAS [69] and

concludes with automated security testing of the target system. The test generation process relies on

11 https://github.com/OWASP/OWASP-WebScarab

10 https://www.zaproxy.org/
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CertifyIt [70], existing model-based testing (MBT) software. CertifyIt takes on input behavioral models

of the system expressed as UML statecharts and risk-based test purposes – formalizations of

vulnerability test patterns. The work in [71] relies on an existing catalog of security test patterns by

Vouffo Feudjio [72]. Each of these patterns consists of a test procedure template surrounded by other

parameters defining when and how to apply the pattern. Other contributions of Feudjio include test

automation design patterns for reactive software systems [73] and his PhD thesis [72].

The work of Feudjio was supported by the DIAMONDS project. Other results achieved within this

project include a work by Wotawa and Bozic [74]where they propose a planning-based approach to

security testing. The authors represent security testing as a planning problem with the goal of breaking

the application under test. Speaking of other pattern-based approaches, the survey only mentions one

approach called VERA [75]. The website12 by the survey, which was said to host a collection of patterns,

is not available. We then decided to find contributions that cite the work of Feudjio [73]. Herzner et al.

[76] present an approach for capturing best practices in integrating risk and safety analysis and testing

by means of analysis and testing (A&T) patterns. Each A&T pattern encompasses a dedicated workflow

starting from analysis down to test steps for achieving certain qualities of the system. The authors

mention a repository of 17 ready-to-use patterns13. The work by Herzner et al. is cited by a work by

Dghaym et al. [77] to originate from the same project. Dghaym et al. present a concept of verification

and validation (V&V) patterns. V&V patterns are a unified format for capturing common verification

and validation approaches, such as behavior-driven development, model checking, the Event-B

method, and others. When applicable, each pattern contains a formalization of the corresponding

verification and validation procedure. The language of the formalization depends on the approach

assumed by the said pattern. The work is accompanied by a repository of ready-to-use V&V patterns14.

Also, a whole PhD thesis focusing on pattern-driven and model-based vulnerability testing of web

applications [78] by Alexandre Vernotte.

2.4.2. Analysis of findings

In the present section, we do a retrospective analysis of the found literature to identify the dimensions

along which it would be possible to locate the different approaches to security requirement patterns.

Since we are expecting to use the identified patterns for automated formalization and verification of

security requirements, our analysis focuses on the verification aspect. Different approaches to

specifying requirement patterns lead to different approaches to verifying the resulting requirements

instantiated from the patterns.

In general, approaches to software security assurance can be mapped into the following

categories. Static approaches, which work at the implementation level, without running the system

under analysis and dynamic approaches (e.g., testing), which focus on generating and running security

tests with properly generated test inputs.

14 https://vvpatterns.ait.ac.at/the-vv-patterns/

13 https://vvpatterns.ait.ac.at/the-at-patterns/

12 http://www.spacios.eu/index.php/spacios-tool/
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Static approaches include two categories. Model-checking based approaches, which take as input

a formal model of the system and model-check the desired properties against that model. These

approaches require an architectural model of the system on input and do not require that the

development phase has already started. Code analysis-based approaches, which work with candidate

program implementations of the system. Such approaches require that the development phase has

already started.

Dynamic approaches include model-based testing and vulnerability testing. Model-based testing

focuses on generating tests and their inputs based on design and architectural models of the system.

These approaches may facilitate test-driven development of the system if the development phase has

not started yet. Vulnerability testing performs attacks on running applications.

Vulnerability testing includes fuzzing-based testing and risk-based testing. Fuzzing-based testing

directly attacks the application trying to break it using known attack patterns and malicious inputs.

Risk-based testing, which attacks the application based on identified security risks that are specific to

the given problem domain and behavioural description.

Another way to divide the different approaches to identification of security patterns is direct and

indirect. Direct identification finds security patterns that are explicitly present in the input document in

some form. Indirect identification finds security patterns that are implied by the input document but

are not explicitly present in it.

2.4.3. Ready-to-use catalogs of patterns

We identified several publicly available collections of security verification patterns:

● Temporal patterns [40] in the style of Dwyer et al. [39] ; patterns are enumerated in the article

itself.

● CAPEC repository of attack patterns15.

● Analysis and testing patterns16 by Herzner et al. [76].

● Validation and verification patterns17 by Dghaym et al. [77].

We want to encode these patterns in the form of seamless object-oriented requirements (SOORs)

[79] that makes it possible to reuse them (in the object-oriented sense of “reuse”) across many

projects and components. SOORs are generic classes18 that contain parameterized unit tests (PUTs) [80]

whose arguments’ types are defined by the generic parameters of the enclosing class. They also

contain methods for automatically generating their natural language representations, with the

possibility to program automated generation of any other mark-up-based representation as necessary.

18 https://github.com/anaumchev/requirements templates

17 https://vvpatterns.ait.ac.at/the-vv-patterns/

16 https://vvpatterns.ait.ac.at/the-at-patterns/

15 https://capec.mitre.org/about/index.html
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2.4.4. Integrating security requirement patterns into the SDLC

The current section gives an example of integrating the approaches from section 2 into the phases of

the software development life cycle. We do not consider testing as an isolated activity because in

practice it goes hand-in-hand with implementation due to the high incrementality of modern software

development.

At the analysis stage, we may practice identification of expressly security-related requirement

statements and inference of potentially relevant security risks based on functional descriptions of the

system [59] [66] [76].

During the design phase, when abstract models of the system become available, numerous

approaches apply to such models. The model checking approach verifies the models against

security-related temporal properties [37] [40]. Some approaches identify security risks potentially

applicable to the models [68] [81]. Other approaches propose attack vectors relevant to the identified

security risks; such attack vectors may come from a CAPEC-like repository [68] [81].

When compilable and runnable prototypes of the software start emerging, the more direct

security verification approaches that rely on testing become applicable. In particular, it becomes

possible to record and analyze actual interactions with the software to identify interaction patterns

that are known to be prone to certain security risks and CAPEC-like attack vectors [63] [82]. A more

straightforward approach consists of scanning the running software to find its entry points and submit

malicious payloads to the identified entry points (lots of scanners are available for this task). Combining

the two approaches is also possible.

Software maintenance is probably the most expensive and troublesome part of the software

development life cycle. When the software is deployed to a production environment, it is necessary to

detect attempts to break it. The only way to do so seems to be in identifying common attack patterns

in the log of the software. Repositories similar to CAPEC may be especially handy for this purpose. Also,

it is necessary to monitor user forums and handle external incident reports. This is where an NLP-based

approach, similar to [54], may help.

2.5. Gap Analysis  
At the moment, a sphere of NLP4RE is presented by many approaches, models, and ideas of extracting

features from requirements in a textual form. Generally, each approach was designed to solve a specific

problem using a corresponding dataset depending on the type of the requirement context. Our main

focus is designing and adapting successful NLP practices for security requirements. As it was stated the

main problem of applying NLP methods for that type of requirement is that they are vulnerable to the

generalization - ability to apply the same NLP model to different datasets. This heterogeneity of

requirements is usually associated with different domains, contexts and an absence of a generally

accepted definition of security requirements as well. Proposed ideas usually involved widespread ML

models with various feature extractions and text representations. Still, for the context of security

requirements, there is a lack of studies and practices of thorough data engineering for constructing a

joint dataset that would generalize a context of security requirements. This might be achieved by a

wide collaboration of experts to design a general dataset for security requirements. Also, the
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perspective of transfer learning methods such as BERT and deep learning applied for security

requirements is still not completely investigated.

Our initial conclusion is that the future directions should be to progress by combining and analysis

of those specific datasets of security requirements while including those of the VeriDevOps partners. In

addition, it appears reasonable to thoroughly analyze transfer learning and deep learning methods

applied to those curated joint datasets.

Our ultimate goal is to seamlessly proceed from natural language requirements to their

verification. Among the pattern catalogues, only the temporal patterns [37] [40] are immediately

reusable for verification. Our most important task is then to take the remaining catalogues and convert

them into a form that is closer to verification. Seamless object-oriented requirements (SOORs) [79] may

become such a form. SOORs are reusable classes that already contain verification procedures in the

form of parameterized unit tests [80] and are applicable to arbitrary software components through

genericity and inheritance. The next task would be to train a model the world map natural language

statements to verifiable patterns from the resulting catalogue. For doing that, we will need a

not-yet-existing data set. Constructing such a data set is a Security Requirement Patterns 9 ambitious

task that will require considerable amounts of manual analysis of requirement documents and security

verification procedures resulting from these documents. Automatically instantiating the SOOR style

patterns into actual verification attempts is another big task. It represents a separate research direction

on its own. In our opinion, it makes much sense to perform this task in parallel with the task of

mapping natural language requirements to the patterns because the two tasks are loosely connected.

The task of instantiating the patterns into verification attempts requires, however, that the SOOR

representation of the patterns is already in place. On the other hand, the task of mapping natural

language requirements to requirement patterns does not depend on the actual form of these patterns

and can be started as soon as possible.
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3. Reactive Protection at Operations

Managing security risk during operation is one of the main objectives of dynamic risk management that

targets evolving ICT systems and evolving risk landscape. In this sense, security at runtime has become

an important part of today’s software development projects where different pieces of code from

several providers can be used and integrated into evolving ICT environments [83]. In particular, in ICS

the cyber-physical infrastructures must guarantee the protection of the traditional (physical) elements,

such as sensors, controllers and actuators; as well as the novel (cyber) capabilities, in terms of

computing and communication protection[84]. The topic has been attracting increasing attention since

the Stuxnet incident when the successful cyber-physical sabotage of a uranium enrichment plant in Iran

took place [85]. More recently, a similar incident struck a steel mill in Germany [85], [86].

But procuring cybersecurity in ICS becomes more critical over time because of the imperfection of

the existing protection tools, and the increasing presence of vulnerabilities. For example, in 2018 the

number of vulnerabilities identified in different ICS components and published on the US ICS-CERT’s19

website were 415, 93 vulnerabilities more than in 2017. Even more, compared with the previous year’s

data, the proportion of vulnerabilities that have a high or critical severity score has grown. More than

half of the vulnerabilities identified in ICS systems (284, compared with 194 in the previous year) were

assigned CVSS v.3.020 base scores of 7 or higher, corresponding to a high or critical level of risk.

Improving software security requires that software administrators acquire relevant knowledge and

skills to secure software deployment and operation such that they can resist attacks and handle

security errors appropriately [87]. They also need to be supported by tools to ensure dynamic risk

management techniques [88], [89], for the automatic detection of vulnerabilities and their mitigation

at runtime. In the matter of standardization, a comprehensive overview of risk management

techniques is given in the ISO/IEC 31010 standard [90]. Furthermore, the ISA/IEC 62443 offers a system

risk-oriented approach to solving the tasks of providing the security of industrial control systems (ICS)

at all stages of the life cycle.

In the litterature, there are many different risk management techniques well adequate for the

development phase. Most of these techniques are applicable within a wide range of domains, including

cybersecurity of modern industrial systems which is addressed in VeriDevOps. Brainstorming is a

common risk management technique and is a means for collecting a broad set of ideas from different

experts and sources. Examples of such techniques are Delphi technique [91] and HAZOP (Hazard and

Operability) [92], SWOT [93] and FMEA/FMECA [94]. Other techniques are based on risk modelling - a

structured way of representing an incident with its causes and consequences by means of graphs, trees

or block diagrams [95]. Examples of well-known languages for modelling risks and their causes are

Markov models, Bayesian networks [96], Fault Tree Analysis (FTA), Event Tree Analysis (ETA),

Cause-consequence diagrams [97], and CORAS [98]. These techniques need to be adapted to the

operational phase and be used by SecOps teams to tackle security risks at runtime.

20 https://www.first.org/cvss/calculator/3.0

19 https://us-cert.cisa.gov/ics
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SecOps (Security + Operations)21 is a movement created to facilitate collaboration between IT

security and operations teams and integrate the technology and processes they use to keep systems

and data secure — all in an effort to reduce risk and improve business agility. As illustrated in Figure

3.1, the WP3 of the VeriDevOps project will incorporate security practices into operational

environments. Our objective is to integrate operation and security activities to perform dynamic risk

management in running environments. Typically, the problem of risk management is addressed in

several steps (NIST22): identification, protection, detection, response and recovery, that have been

approached from different perspectives in industry and academia. In the following sections of this

chapter, we present a summary of the recent innovations in each of the risk management stages.

First, in Section 3.1 we will present an overview of the recent methods that have been taken to

scan the vulnerabilities of the system. The following sections will address the detection phase, which is

commonly divided into Signature-based techniques, depicted in Section 3.2, and Anomaly-based

algorithms. In particular, Genetic algorithms are targeted in Section 3.3, and Machine Learning

network-based algorithms in Section 3.4. In Section 3.5 we introduce the Root-Cause Analysis

technique, which is not traditionally used in the risk management process but is essential in the

context of VeriDevOps. Finally, in Section 3.6, we will expose the reaction and remediation methods

currently used , followed by Section 3.7 where we depict  our contribution to  the subject .

Figure 3.1 Context of the dynamic risk management process done in the VeriDevOps WP3

22 Guide for Conducting Risk Assessments.
https://www.nist.gov/publications/guide-conducting-risk-assessments

21 https://saltproject.io/the-power-of-secops-redefining-core-security-capabilities/
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3.1.  Vulnerability scanning

Several studies highlight that the number of cyberattacks on Operational Technology (OT) is increasing.

OT refers to the set of technologies, software and hardware that organizations use for managing

physical industrial equipment, assets, processes and events. Industrial Control Systems (ICS) are widely

used in these OT environments to monitor and control industrial processes, including manufacturing,

transport and pharmaceutical sectors, and critical infrastructures, such as electricity, water treatment

plants, and oil and gas refineries [99]

Historically, ICS ran on proprietary hardware and/or software that were physically isolated from

external connections; today the situation is totally different. ICSs have adopted Information

Technology (IT) solutions, such as commercial off-the-shelf (COTS) components, standard operating

systems, and remote connectivity as well as cloud solutions. This evolution , together with the use of

unsecure industrial protocols, such as, DNP3, OPC, MODBUS, increases the likelihood of security

vulnerabilities and incidents23 [100] [101]. As a result, ICSs are subjected to the same type of

vulnerabilities as any other system: including, buffer overflows, hardcoded credentials, authentication

bypass, cross-site scripting, missing authentication, and vulnerabilities in hardware chips [102], among

others.

According to Kaspersky [103], more than 150 industrial control systems-related vulnerabilities are

discovered every year since 2012. Moreover, they showed that the most vulnerable ICS components

were Human Machine Interface (HMI), electric devices, and SCADA systems. Vendors produced

patches and new firmware for 85% of the published vulnerabilities. Most of the unpatched

vulnerabilities, that is 74%, were considered being of high-level risk, but they were not addressed

properly by vendors exposing a significant risk to the owners of the systems. Security challenges are

emerging also in cloud environments, including a variety of issues such as misconfiguration issues and

vulnerabilities in hardware chips24.

Fast and effective detection and patching of known vulnerabilities are essential to effectively

preventing cyberattacks. This issue was widely recognized in 2017 when the WannaCry25 ransomware

exploited vulnerabilities for which Microsoft had published a patch two months before. Unfortunately,

some organizations had not installed it, while the patch was also not available for legacy Windows

versions (i.e. Windows XP or Windows Server 2003) when the attack was produced. This highlighted

the importance of monitoring vulnerabilities even though no attack cases are around.

Despite the efforts being made to improve security in products and services, the current

complexity of software makes it highly unlikely to be produced without vulnerabilities. Therefore, even

if there is meticulous attention in the software development process, there will always be a

vulnerability that is not discovered or not remediated along the timeline, which may eventually lead to

catastrophic losses. As stated by Bruce Scheiner, an internationally renowned security technologist,

25 https://es.wikipedia.org/wiki/WannaCry

24 https://docs.broadcom.com/doc/istr-24-2019-en

23 https://docs.broadcom.com/doc/istr-24-2019-en
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“Security is a process, not a product”, and security countermeasures need to be applied until removing

a product or service from use [104].

A vulnerability is a behavior or set of conditions present in a system, product, component, or

service that violates an implicit or explicit security policy. Attackers exploit vulnerabilities to

compromise confidentiality, integrity, availability, operation, or some other security property [105]. A

vulnerability that has a Common Vulnerability and Exposure (CVE) number is a publicly known

vulnerability. The CVE list represents MITRE’s attempt to systematically name security vulnerabilities26.

This is recognized as the standard for naming vulnerabilities and many vulnerability databases support

CVE. The goal of Vulnerability Management (VM) is the iterative practice of identifying, classifying,

remediating, and mitigating vulnerabilities. This research work aims at identifying publicly known

vulnerabilities resulting from hardware, software, and configuration.

Vulnerability scanning or detection can be done manually, automatically, or by combining both

techniques. One can also differentiate active and passive scans. In active scanning, the aim is to search

for all existing vulnerabilities, those that are known and unknown. These scans are usually intrusive

because they try to exploit all services, and are performed, for example, using fuzzing techniques.

Some examples of vulnerability active analyzers are Achilles27 and Nessus28. Unlike active scans, passive

scans look for vulnerabilities without actively interfering with a system. This usually involves having a

piece of equipment on a network switch to listen to the network traffic. These scans are focused on

analyzing active hosts, ports and services used as well as connections. The advantage of active scanning

is that it provides more information about assets than does passive monitoring. This additional

information may include open ports, installed software, security configuration settings and known

malware.

Some active scanning is based on agents, which are pieces of software running in a product. These

services usually consume very little CPU resources and are used to monitor network configuration, and

the state of software, among others. Agents provide deeper visibility and system efficiency than

agentless scanning, while reducing overhead on the network. However very often agents cannot be

used in industrial systems because they may conflict with services running on the target, an agent may

not be available for the underlying operating system running in the industrial component, agents may

not have sufficient privileges in local security policy to audit every configuration item, or because

agents themselves can become a target of an attacker.

To overcome this problem, sometimes the solution may be to have an active scanning in a test

environment, typically simulating a real system. This approach is obviously very costly both

economically and logistically if every control system is replicated since every modification made to the

actual infrastructure must be also replicated in the test laboratory (i.e. applications, software versions,

existing communications).

Besides, web application security scanners are computer programs that assess web applications

with penetration testing techniques. The benefit of automated web application penetration testing is

28 https://www.tenable.com/products/nessus

27 https://invent.ge/39qIPlH

26 https://cve.mitre.org/
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significant. A web application security scanner not only reduces the time, cost, and resources required

for web application penetration testing but also eliminates reliance on test engineers or human

knowledge. Nevertheless, web application security scanners are generally possessing weaknesses of

low test coverage, and the scanners are generating inaccurate test results [106].

As a result, we can agree that existing tools for detecting vulnerabilities seem to be not suitable

for industrial systems for the reasons argued above and for the following reasons: 1) they do not

support industrial protocols to detect the presence of a target, 2) they need to have a vulnerability

scanner connected to the equipment under vulnerability searching, 3) scanning tools are for IT

environments and cannot be applied to OT environments, and 4) most of them are not able to discover

software and hardware composition of a target. In general, they detect available network services, scan

them for vulnerabilities and sometimes they can infer an operating system or programs used, but these

results are not very reliable.

We need to design, implement and validate automated means to overcome the mentioned

problems. The proposed Treat Oracle Engine (THOE) tool in VeriDevOps to be designed, implemented,

and validated in this project will overcome these problems. THOE will be based on defined Common

Platform Enumeration (CPE) identifiers for each hardware and software29. Unlike common vulnerability

scanners that address target identification with limited results related to software and hardware, THOE

will use a CPE-based asset inventory for hardware and software during system development to ensure

that not only the operating system and installed applications are considered, but also open-source

libraries, packages, use of cryptographic chips, and so on. This CPE-based asset inventory will be done

during software development to ensure all assets are considered, and this will be used by THOE for

automatic vulnerability searching. THOE will use the National Vulnerability Database (NVD) by the NIST

that is fed by the CVE list published by MITRE and it is recognized as a standard30. This detection will be

automated and identified vulnerabilities will be sorted based on their severity, so that later risk

management, issue fixing, and reporting can be performed. The SCAP31 standard will be used for the

purpose of automating security compliance, configuration, and vulnerabilities evaluation.

3.2.  Signature-based intrusion detection

Signature-based intrusion detection systems (SIDS) monitor events in a system and compare them with

patterns and signatures of security policies to be respected, or attacks and vulnerabilities to be avoided

that exist in a database. Therefore, if one of these previously recorded behaviors is detected, an alert is

triggered. In general, this approach has the advantage of presenting a very low false-positive alarm rate

compared to others [107]. Nevertheless, as the attacks are previously defined in a specific manner, a

simple modification of the attack could make it undetectable by the engine. Furthermore, other

problems still remain such as a choice of techniques and algorithms to accurately and efficiently detect

malicious behaviors and intrusions [108], and how to identify attacks that span across several packets

[109].

31 https://csrc.nist.gov/projects/security-content-automation-protocol

30 https://nvd.nist.gov/

29 https://cpe.mitre.org/
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Misuse detection is one of the main branches of the signature-based intrusion detection

paradigm. To manage the inherent uncertainty and ambiguity of the intrusion detection data, fuzzy

logic has been widely integrated into the misuse detection process and various fuzzy algorithms and

classifiers are included in the security literature for accurately recognizing the attacks. Masdari et

al.[108] provide a survey and taxonomy of the fuzzy misuse SIDS approaches designed to improve the

security of computer systems. They include the use of techniques such as fuzzy clustering methods,

fuzzy classifiers, fuzzy feature extraction, etc. to detect intrusions and malicious behaviors in presence

of uncertain data.

In the domain of distributed systems, most existing approaches are not suitable for distributed and

collaborative intrusion detection due to the geographical distribution. For this sake, Uddin et al. [107]

proposes an optimized pattern recognition algorithm and IDS architecture for distributed

heterogeneous IoT Environments. The authors propose an Intrusion Detection System (IDS)

methodology and design architecture for Internet of Things that makes the use of this search algorithm

to thwart various security breaches. Numerical results are presented from tests conducted with the aid

of NSL KDD cup dataset showing the efficacy of the IDS.

Wang et al.[110] propose a privacy-preserving framework for signature-based intrusion detection,

using Rabin fingerprint algorithm, in a network based on fog devices. The authors performed

experiments in both simulated and real network environments, and they demonstrated that the

proposed approach can help protect the privacy of data, greatly reduce the workload of the central

server on the cloud side, and achieve less detection delay as compared with similar approaches like

PPIDS.

Regarding industrial control systems, Richey’s thesis [111] aims to leverage the static topology of

ICS networks and those programs that define them to enhance the IDS’s knowledge of the environment

in which it is deployed. The author describes a method for automatically generating rules and

signatures to detect possible intrusions, by parsing PLC ladder logic to extract address register

information, data types and usage. Moreover, a Ladder Logic Parser program was created to test the

proposed method, showing that it is not only applicable to a controlled test environment, but can also

create a significant number of Snort rules that define abnormal behavior using real-world ladder files.

Using a smaller test case ladder file, the functionality of this method was proven accurate and a

sampling of the larger real-world files were found to be thorough and valid.

Currently, there are numerous SIDS the market, some examples include McAfee NSP32, Palo Alto

Networks33, SolarWinds SEM34, etc. In addition, there are several known open source solutions, some

of which we briefly overview in the following subsections.

34 https://www.solarwinds.com/security-event-manager

33 https://www.paloaltonetworks.com/

32 https://www.mcafee.com/
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3.2.1. Snort35

Due to its popularity, Snort rule formats have been adopted in many cases as a standard for many

other Intrusion Detection Systems (IDS), and also these are built to be compatible with it. Among its

advantages, we can mention that it has a large library of pre-built detection rules, it allows deep

visibility into network traffic, and it is usable on all operating systems.

3.2.2. Suricata

Suricata36 was engineered by the Open Information Security Foundation (OISF), financed by the US

Department of Homeland Security. It was designed as a competitor of Snort, and it is compatible with

its file formats, rules, etc. It includes features not available in Snort such as the use of multi-threading

to achieve a higher efficacy, the capability to perform network traffic analysis at the application level

(which enables detection of malicious content spread over multiple packets), or the detection of

common network protocols even though they are not operating over standard ports assigned to them.

3.2.3. Zeek

Zeek37 or Bro38 is a platform-independent framework that comprises multi-level modular architecture

underlying network layer in the ISO-OSI seven-layer model. Zeek conducts activities such as multi-layer

analysis, policy imposition, behavioral controlling, and policy-oriented detection. There are many

significant advantages of using Bro IDS: It is able to manage capturing data from Gbps networks and

can perform with great efficacy in high-speed environments, it allows the implementation of

sophisticated and complex signatures, and it is highly customizable, though difficult to deploy.

3.3.  Runtime monitoring and detection using Search-based testing

Search-Based Security Testing (SBST) is an approach that applies a search-based algorithm such as

Genetic Algorithms to prevent systems from different attacks and provide security for the system. The

search-based approach uses a fitness function that measures the quality of an individual within a

population, guiding the evolution of individuals towards the desired solution. SBST is just not only an

effective technique but also extremely flexible, allowing different test approaches by simply changing

the fitness function. The technique also minimizes manual interactions and therefore reduces the

overall cost to scale the industrial testing problems. Below mentioned are papers covering various

search-based security testing.  
Research at Queen’s University, Kingston, Canada by Gong et al. [112] demonstrated the

implementation of a genetic algorithm-based approach to detect network intrusions. This paper

covered the implementation of an architecture based on genetic algorithms to tackle attacks. The

technique used in this method excels others since it has the capacity to automatically cope with

38 http://www.bro-ids.org/

37 https://zeek.org

36 https://suricata-ids.org/

35 https://www.snort.org/
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real-world problems, such as the change in the type of intrusions. The designed system can update the

rules to the system as soon as new attacks are known. Genetic Algorithm (GA) is preferred rather than

Genetic Programming (GP) in the classification of the network data. A fitness function with high

efficiency and flexibility is used to detect the network intrusions or separate them based on their types.

The system is implemented using Java language and a third-party software called ECJ (i.e A Java-based

Evolutionary Computation Research System [113]). As for the purpose of evaluating the system, DARPA

[114] data from MIT Lincoln Laboratory is used for the training and testing data.

Improving network application security using a stress testing approach was reported by Grosso et

al. [115]. This paper covers the security problems in the network applications caused by Buffer

overflow, which leads to its exploitation and unauthorized access to the program. The technique used

is evolutionary testing which makes use of static analysis and program slicing to mitigate the buffer

overflow threats. It also used GA (Genetic Algorithm) and three fitness functions which cover

Vulnerable coverage fitness, Nesting fitness and Buffer boundary fitness. The fitness function was

assessed using Random search to generate random data to analyze the effectiveness of the function.

Grosso et al. [116] extended the previous approach to detect buffer overflow via automatic test

input data generation. The presented method is an upgrade to the previous approach of improving

security in the network application using stress testing. The main change in this new technique is that it

does not require manual intervention to initialize and tune GA and fitness function. The approach is

composed of genetic algorithms, linear programming, evolutionary testing, and static and dynamic

information to detect buffer overflows. The proposed technique helps to increase the efficiency in

large industrial systems.

Dozier et al. [117] presented a paper on vulnerability analysis of immunity-based Intrusion

Detection Systems(IDSs) using GENERTIA red teams (GRTs) [118] . The presented method compares 12

evolutionary hackers based on particle swarm optimization PSO) as vulnerability analyzers for IDSs. The

research concludes GA followed by PSOs: ccSW4 and SW0+ as the best performers as they are capable

of finding different types of vulnerabilities in entirely different IP addresses’ search space, help to

analyze the vulnerabilities before deploying and to heal themselves when leaks are discovered.

Campos et al. [119] investigated entropy-based test generation for improved fault localization. The

presented prototype is ENTBUG which is an extended search-based test generation of EVOSUITE [120]

to use fitness functions on its genetic algorithm and apply it to seven real faults. The presented method

optimizes the quality of the ranking reports by focusing on producing detailed diagnoses rather than

just finding faults.

Galeotti et al. [121] demonstrated a tool on how to improve search-based test suite generation

with Dynamic Symbolic Execution (DSE). The presented method also extends EVOSUITE’s [120] genetic

algorithm to integrate DSE to increase the coverage. An adaptive approach that combines GA and DSE,

and later classifying the suitability of the problem in hand using SBST (Search-based Software Testing) is

used.

A safety-critical system requires high security. Tracey et al. [122] briefed a paper to demonstrate a

search-based automated test-data generation framework for safety-critical systems. The technique is

based on genetic algorithms or directed search approaches. To be more precise, it uses a fitness

function that provides test-data suitability for specified criteria. Using a directed search approach, the
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fitness function has access to all of the information that is available at runtime which is how SUT

(Software Under Test) takes the input test-data at some test constraints and ultimately outputs the

values. This framework targets industrial testing problems by allowing complete automation of error

exploitation and reducing costs with traditional testing techniques.

In a paper by Afzal et al. [123] a systematic review of search-based testing for non-functional

system properties, a thorough examination of existing work into non-functional search-based software

testing (NFSBST) has been done. The review is based on a set of 35 articles published between

1996-2007, dealing with different fitness functions to guide the search engine for safety, usability,

quality of service and security.

3.4.  ML/AI based anomaly detection

Anomaly-based intrusion detection systems (AIDS) work by comparing the actual comportment of the

system with a previously-established “normal” model of the behavior of the system. Any substantial

deviance between the observed behavior and the model is considered as an anomaly, which can be

translated as an intrusion or attack into the system. AIDS has drawn interest from a lot of scholars due

to its capacity to overcome the limitation of the Signature-based intrusion detection systems (SIDS)

[109].

Normally, in AIDS, the normal model of the behavior of a computer system is created using

machine learning, statistical-based or knowledge-based methods. For the purposes of the VeriDevOps

project, we will consider only the machine learning method.

The applications of machine learning techniques in the design of intrusion detection systems (IDS)

have remained a trend in the last few years [124]. Therefore, there have been numerous

anomaly-based IDS prototypes that implement these techniques.

In this section, we collect surveys that summarize the recent ML anomaly-based IDSs trends in

diverse contexts. In such a manner, we list works on industrial systems, the direct target of the

VeriDevOps project; in IoT environments, whose distributed nature can be expected also in industry

systems; and in SDN-based networks, an increasingly common approach on networks outside and

inside the industry. Moreover, we emphasize deep learning techniques as a prospective method for the

next generation of intrusion detection techniques due to their capability of automatically finding

correlations in data [124], [125]. Finally, we summarize and classify the mentioned surveys in Table 3.4.

Liu et al. [126] proposed an IDS taxonomy that takes data sources, i.e., logs, packets, flow, and

sessions, as the main benchmark to present the numerous machine learning techniques (especially

deep learning algorithms) used in the design of anomaly-based IDSs. Moreover, they listed the

capabilities of the studied data source as follows: (i) Logs include exhaustive semantic information,

which is appropriate for detecting SQL injection, R2L (Remote-to-Local) and U2R (User-to-Root)
attacks; (ii) Packets deliver communication contents, which are suitable to detect U2L and R2L attacks;

(iii) Flow characterizes the entire network setting, which can detect DOS and Probe attack; (iv)

Sessions reveal communication between clients and servers, can be used to detect U2L, R2L, tunnel

and Trojan attacks.
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[127], [128] and Da Costa et al.[127], [128] summarized various intrusion detection mechanisms

using a combination of machine learning (ML) and deep learning (DL) approaches. [127], [128] address

software-defined networks (SDNs) and conclude that SDN-based intrusion detection systems using

ML/DL techniques have many advantages in terms of security enforcement, virtual management, and

Quality of Service (QoS) supervision.

Da Costa et al. [127] reviewed the literature on machine learning techniques applied in

Internet-of-Things and Intrusion Detection for computer network security, based on the purposes of

the reviewed papers, the communication protocols, the application protocols, the data format, the

implemented machine learning technique, and the obtained precision rate (PR). Additionally, the

authors listed the datasets used in the works considered in the paper.

ML/DL techniques Classification criteria Contex

SVM, OCSVM, NB, DT, R, DBN,
ANN, KNN, K-means

Type of their targeted
vulnerability: integrity,
availability, confidentiality,
authentication and
authorization

SCADA IIoT
systems

Liu et al. [[126] SVM, K-means, Fuzzy C-means,
CDNN, LSTM, GAN, decision tree,
Naïve Bayes, KNN, Autoencoder
and XGBoost, DNN, RNN,
DBSCAN, Isolate forest

Data sources: Packet, Flow,
Session, Log

Non-specific
environment

[127], [128] Unsupervised artificial neural
network, deep learning
algorithms, self-organizing map
and learning vector quantization

Detection target: anomaly,
intrusion, DDoS, Flooding

SDN based
networks

Da Costa et al.
[127]

K-means, SVM, MCLPDR, OS-ELM,
Random Forest, LS-SVM,
Optimum-path forest, Bat
algorithm, Firefly Algorithm,
Optimum-Path Forest Clustering,
SA-IDSs, Naive Bayes, J48, ADAM,
- CSF-KNN,OCSVM, NNs

Addressed communication
and application protocols
(e.g. TPC/IP and CoAP), and
precision rate

IoT
environment
s
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Deep learning: AE, RBM, DBN,
RNN, CNN

Training datasets, Accuracy,
Processing component,
efficiency

Non-specific
environment

Neural network, Kalman Filter,
One Class SVM, One-Class
Classification SVDD

Type of data source (the
network flows
(Industrial-NIDS); the
memory of the equipment
(Industrial-HIDS); - or both
(Industrial-NHIDS))

Industrial
Control
Systems (ICS)

Table 3.4: Summarize of surveys of ML anomaly-based IDSs, classified according to their deployment

context

3.5.  Root-cause analysis

Root-cause analysis (RCA) is a method used for identifying the root causes of observed incidents or

problems. It is based on the idea that effective management requires more than merely “putting out

fires” when problems are detected, but also finding ways to prevent them. RCA is applied in a wide

range of domains including IT systems, telecommunications, industry, transport accident analysis,

medical diagnosis, etc. Thanks to RCA results, remediation actions/ reactions could be wisely taken to

prevent or mitigate the damage of the recurrence of the problem.

Although there is a vast literature on RCA, we would restrict it to techniques that can be applied to

IT systems. This condensed state-of-the-art will provide a general understanding of RCA techniques, for

more in-detail explanations of each of the methods, other general surveys are available [129] [130]. For

specific areas, specific surveys exist for computer networks [131, pp. 3–25], software [132, pp.

165–205], industrial systems [133, pp. 859–872], smart buildings [134, pp. 13–23], (regular) buildings

[135, pp. 71–85], machinery [136, pp. 636–653], swarm systems [137], automatic control systems [138,

pp. 41–64] [139, pp. 127–136], automotive systems [140] [141, pp. 213–219] and aerospace systems

[142, pp. 11230–11243]. For the diagnostic, different machine learning approaches have been applied,

namely Artificial Neural Networks, Fuzzy Set Theory, Rule Based Systems and Bayesian Networks.

However, the actual analysis approaches remain a slow and manual (or partly manual) process often

carried out by the operators’ experts who are the main actors analyzing and correlating multiple data

sources, such as network traces, alerts, logs, key performance indicators. The diagnostic delay is

inevitable and the accuracy remains questionable because it depends hardly on the learning data set as

well as the selection of network indicators.

In summary, there are three key ingredients to be able to perform a successful RCA:

● Domain Knowledge, the laws that govern the system (e.g., the laws of mechanics for a
mechanical device). Except mathematical abstractions, anything would have to satisfy the laws
of physics, but it is understood that domain knowledge refers to the rules that govern the
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system at an abstraction level that makes these rules practically applicable (e.g., no one will
use quantum mechanics equations to troubleshoot a printer, even though the printer must
obey those rules, as an easier and more tractable set of rules is enough to model the device for
that particular purpose). Domain Knowledge can be given as an input to the method (this
encompasses model-based methods as they are sometimes called in the literature) or
automatically derived using Machine Learning (ML) techniques. The latter techniques are
sometimes called model-free, although automatically generated model methods would
describe more precisely what they actually do. Note that the application of ML can yield
models that include both the Domain Knowledge plus the System Knowledge. For instance, an
assumption that is sometimes done when diagnosing a black-box system (or a system that
people do not understand, i.e., they do not have a model for it), is that similar symptom
patterns are related to similar root-causes. In this case, a potential way to proceed is to use a
nearest neighbours classifier that maps the symptoms to an N-dimensional space and
compares them to previously seen symptoms for which we know the root causes. In this case,
the model consists of the labelled points, and the N-dimensional space both implicitly contains
the information about the domain knowledge and the system knowledge.

● System Knowledge, the elements that comprise the system and their relationships (e.g., the
different components of the printer and their relations, like relative position, elements in
contact, groups of elements related to the same function, etc.). System Knowledge can be
perfect or flawed. Assuming one or the other distinguishes between methods that can update
(or suggest fixes) to current system knowledge and others that might simply give wrong
answers in the presence of incorrect or missing facts. Methods that can handle inexact system
knowledge are necessarily more complex and not as popular in research as the ones assuming
perfect information, although in many fields this is a frequent source of problems. For instance,
in large IT industrial environments, it is frequently assumed by administrators that the
corresponding Configuration Management Database (CMDB) describing the infrastructure can
contain a large number of errors or omissions.

● Observations, observable data coming from the system (e.g., printed pages from the printer,
information from its internal monitoring sensors, history of previous failures, etc.).
Observations in IT come usually from monitoring tools specialised in gathering them and
providing unified access to the data. Collected data can be of a wide variety of types, from very
structured, like a specific known set of metrics, to almost unstructured such as logs. These
observations can be noisy for many factors, including low accuracy of sensors, bad conditions
for readings, or simply because of the own particularities of the monitoring system setup: for
instance, unsynchronized clocks, different granularities of collection, variable lags, etc., can
alter the temporal order of event observation. This is a relevant issue because the temporal
sequence is often used to restrict feasible casualties (i.e., a consequence cannot precede its
cause), and causality discovery is essential for an informed root cause analysis. As a result,
some techniques include the possibility to look for correlations between events both in the
future and in the past [143, pp. 36–43].

These three elements allow making inferences on what could be happening in the unobserved

parts of the system, predict future observations and potentially solve the RCA problem, among other

things.
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In addressing three aforementioned elements, the current and future trend are related to the

following issues:

● Learning and diagnostic approaches: Machine learning approaches will be continuously
integrated to automate and speed up the process, especially the Deep learning algorithms.

● “Good” datasets for the learning phase: The redundancy in the datasets is desirable to test
different machine learning algorithms to determine a suitable or a combined one for a specific
use case.

● Selection of the most relevant network indicators: The release of new tools, applications and
even hardware devices are providing more relevant indicators which deserve to be taken into
account. In the case there are too many indicators and the decision of the experts might be
hardly difficult, PCA (Principal Component Analysis) or other feature selection approaches can
be taken into consideration.

As an example, Figure 3.5.1 demonstrates an existing high-level architecture of RCA relying on

machine learning algorithms to identify the most probable cause(s) of detected anomalies based on

the knowledge of similar observed ones.

Figure 3.5.1 RCA high-level architecture example.

The data collector allows gathering information from different sources (e.g., network, application,

system, hardware) by relying on dedicated monitoring agents. It has a plugin architecture that

enhances its extension to new formats of data. The parsing of such data allows extracting numerous

attributes values that can be relevant for the identification of the origin of detected incidents. The

selection of the most relevant attributes is performed based on several machine learning algorithms in

order to increase the accuracy of the analysis and reduce the data dimensions as well as the

computations needed.
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Historical data is a set of information used for learning purposes. They are labelled events

collected over time to describe the origin cause of several incidents as well as the relative attributes

values. This data is constructed by two means:

● Active learning: By actively performing different tests including the injection of known failures
and attacks, the collected data can be easily labelled since we deal with a controlled system.

● Passive learning: Once an incident is detected without knowing its origin, thanks to the aid of
the system experts, classical RCA is performed by debugging different logs and correlating
various events to determine the corresponding root causes. The result of this task can be
stored in the database with its relevant attributes values.

Based on these two inputs (collected new data and historical data), the idea is to determine when

the system reaches a known undesirable state with a known cause. This involves using the concept of

Similarity Learning and, more specifically, “Ranking Similarity Learning” [144]. That means the tool

calculates the “similarity” of a new state with the known ones and then presents a list of the most

similar states with the relative order of similarity. The final goal is to recognise the root origin of an

incident and based on the set of known mitigation strategies based on the experience reflected in the

historical data. In this way, the tool can recommend to the operator to perform the relevant

countermeasures.

3.6.  Reaction – remediation

As said before, a new generation of Industrial Control Systems (ICS) is providing advanced connectivity

features, enabling new automation applications, services, and business models in the Industry 4.0 era.

Nevertheless, due to the extended attack surface and an increasing number of cyber-attacks against

industrial equipment, security concerns arise. Hence, these systems should provide enough protection

and resilience against cyber-attacks throughout their entire lifespan, which, in the case of industrial

systems, may last several decades. To face these threats, firstly continuous monitoring is needed, and

secondly, the application of remediation and countermeasures effective at mitigating them.

Continuous monitoring techniques are already envisioned in VeriDevOps by means of vulnerability

scanning, intrusion detection, runtime monitoring, and anomaly detection, described from section 3.1

to section 3.4. Furthermore, a root cause analysis (section 3.5) is proposed to determine any

underlying causes of security weaknesses, vulnerabilities, or anomalies. The next natural step is the

application of remediation techniques effective at mitigating potential detected threats.

Organizations should identify, review, and assess potential security incidents [145]. This process is

of paramount importance so that an organization can determine which potential threat has a bigger

impact on the compromise or attempt to compromise. For example, once a vulnerability or security

flaw is discovered, for example, a buffer overflow in a software component, the developer should

evaluate whether the library is used in the system, and, for instance, which functions use them, are

they safety critical?, that is, the potential impact of the discovered vulnerability should be checked.,

also looking at possible remediation techniques.

Once this management process is performed, organizations should apply remediations. SP800-82

special publication published by NIST provides recommended security countermeasures to mitigate

associated risks in industrial control systems [146], [147]. This publication also provides
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recommendations, best practices, common security threats and vulnerabilities for industrial control

systems, including, for example, SCADA (Supervisory Control And Data Acquisition) systems, DCS

(Distributed Control System), and other control system configurations, such as PLCs (Programmable

Logic Controllers). Unfortunately, this publication represents guidance about security controls to be

implemented in industrial controls, such as account management, separation of duties, unsuccessful

login attempts, and so on, that is, controls to be applied or implemented during the development or

maintenance phases but not to be applied during operation.

Industrial standards IEC 63069 [148] and IEC 62443-4-1 [148], [149] address incidence response

and they set these actions as possible remediation measures:

● Software patching

● Controlled power off

● Deactivation of certain functions or parts of the system

● System concept, architecture or defence in depth strategy change

● Implementation of organisational procedures and/or measures

● Use of compensating mechanisms, such as new security functions/capabilities.

In general, there is a lack of risk mitigation and remediation plans in organizations that develop or

run industrial control systems. Companies are usually unprepared to respond accordingly in the event

of a potential incident in IT environments and even more in OT ones. Accurate and timely information

may help incident handlers reduce the number of infections, or address vulnerabilities before they are

exploited, but this information has not always improved the situation for incident response teams

[150].

Furthermore, current heterogeneous environments lack a body of knowledge for shared and

common mitigations to be applied in ICS. MITRE ATT&CK for Industrial Control Systems (ICS) is a

community-sourced framework for identifying malicious threat behaviors, including tactics and

techniques of adversaries, in ICSs, and for each technique, general mitigations are given, but these are

oriented again to network defense capabilities and configuration, mainly [151]. This MITRE ATT&CK

framework can be a reference for an incident response if it is possible to associate potential anomalies

or vulnerabilities with attack techniques. In VeriDevOps, needed actions for resilience will be analysed

so that they can bring decision-support.

3.7.  Gap Analysis

VeriDevOps will innovate by fully investigating diversity, prevention and tolerance combined with

different risk management techniques that can be applied to industrial systems during their operation.

Most of these techniques are applicable within a wide range of domains within cybersecurity.

The project addresses updating the risk management at run-time based on data that is

continuously collected through monitoring, during the operation phase of systems. This is not

addressed, in particular, by traditional current risk management techniques and notations. Moreover,

in each stage of the risk management process, the project aims to propose new approaches beyond

the state-of-art, and to test them in actual industrial systems, in order to generate reliable new

techniques in this field.
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In addition to the IDS, another fundamental piece of the puzzle will be the publicly-known

vulnerability scanner that will use CPE-based asset inventory for hardware and software during system

development to ensure that not only the operating system and installed applications are considered,

but also open-source libraries, packages, use of cryptographic chips, and so on. This scanning will be

run on a daily basis, every minute or every few minutes depending on the choice, and depending on

the industrial component features with an agent or without.

VeriDevOps will also allow defining intelligent defense strategies by applying Root Cause Analysis

algorithms based on probabilistic decision trees to perform an accurate diagnostic of a detected

security incident and automatically deploy the relevant security mechanism (according to the ratio

impact over cost) according to the application running environment. Several challenges have been

described in this section. We can briefly summarize some of those here as follows:

● Continuous vulnerability scanning of known vulnerabilities in software and hardware industrial

systems

● Signature-based intrusion detection for industrial systems

● Runtime network monitoring and detection using Genetic algorithms and machine learning

based anomaly detection

● Root-cause analysis based on machine learning algorithms and big data sto identify most

probable causes of detected anomalies

● Listing remediation techniques to mitigate threats in industrial systems

The combination of these tools will lead to bridge the gap of security in industrial systems during

their operation. These tools will be validated in the two use cases in VeriDevOps to show effectiveness.

Moreover, the matching between WP3 innovations and each step of the risk management process is

depicted in Figure 3.7.1.

Figure 3.7.1 Summary of VeriDevOps WP3 contributions in each step of risk management process
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4. Prevention at Development

Security is not a unique feature of software; it is an important aspect of the software that should be

implemented at every major phase of the software development life cycle [152]. It is reported that

there are more chances that a security issue would occur due to a bug in a typical part of the system

(e.g., the interface to the database) than a given security feature like Secure Sockets Layer (SSL) for

encrypting the communications [62]. There are several processes used to integrate the security at

various stages of SDLC. Microsoft has published a software security process, called Security

Development Lifecycle (SDL)39 that introduces security and privacy early and throughout all phases of

the development process. Another example is the Software Assurance Maturity Model (SAMM)40

framework from Open Web Application Security Project (OWASP), comprising five phases: governance,

design, implementation, verification, and operations as shown in Figure 4.1. We describe techniques

used to enforce security aspects at development relevant for this project. Section 4.1 overviews

techniques for formal analysis and verification for security requirements. In Section 4.2, we introduce

security testing and discuss security testing methods (model-based security testing, penetration

testing, mutation and fuzz testing approaches, and search-based security testing) in Section 4.3. We

investigate the localization and debugging approaches in Section 4.4. Section 4.5 discusses the

integration of security in the continuous delivery process.

Figure 4.1 OWASP SAMM model overview

4.1.  Formal analysis and verification for security

Chong et al. [153] presented a report on the results of the NSF workshop on formal methods for

security held at the University of Maryland, College Park in November 2015. They discussed some

benefits of using formal methods in software systems. Formal methods allow one to rule out various

40 https://owaspsamm.org/model/

39 https://www.microsoft.com/en-us/securityengineering/sdl
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security attacks. They not only provide precise specifications and models of the system but also include

approaches for reasoning about and mathematically proving certain properties of the system like e.g.,

liveliness. However, there is no single set of right security guarantees for software systems. The desired

security requirements can vary from one application to another and may depend on the specifics of the

application and system. They also highlighted several open research challenges in this area including (1)

how to provide security guarantees at the system level (as opposed to individual component-level

guarantees), (2) what abstractions to use to enable the use of formal methods for security guarantees,

(3) how to standardize existing and new tools to allow compatibility of specifications, tools, and proofs,

(4) how to support the use of formal methods through different stages of software development life

cycle, and (5) how to enable industrial-scale use of formal methods for providing security guarantees.

These challenges must be addressed to realize the benefits of formal methods for security.

Security issues can arise at the boundaries between components, even though individual

components may be “secure” e.g., [154]. Security issues at these boundaries can be exacerbated when

different individuals or organizations have responsibility for the various components. In addition to

ensuring security guarantees when individually-secure components are composed together,

“whole-system guarantees'' (also “cross-layer security” and sometimes “end-to-end guarantees”) refer

to security guarantees that hold across abstraction boundaries. The incompatibility of formal method

tools can hamper the integration of individually-secure components. Currently, there are a few

standards for low-level tools such as Boolean Satisfiability (SAT) or Satisfiability Modulo Theories (SMT)

solvers [155], [156], but there are no common standards for formal specifications and proofs, and

existing tools can vary greatly in their representation of specifications and proofs. Thus, if different

tools are used to formally validate the security of components, it may require significant effort to

combine these formalizations. There have been several promising success stories (and in-progress

stories) for whole-system security, including Ironclad [157], the HACMS DARPA program [157], and

verification of a radiation therapy system [158].

Subburaj and Urban [159] presented a security framework for formally specifying security

requirements of a multi-agent system in the Descartes - Agent formal specification language. The

framework can be used to model authentication and authorization requirements for software agents.

However, it lacks support for automated design, code, and test generation. Giorgini et al. [160]

presented a formal framework called Secure Tropos, which allows modeling and analyzing functional

and security requirements of agent-oriented software. They also presented a formal reasoning tool

based on Datalog (a declarative logic programming language), which allows verifying correctness and

consistency of functional and security requirements.

Rouland et al. [160], [161] presented a formal methods approach for specifying and verifying

security requirements using first-order logic as a technology-independent formalism and Alloy as a

tool-supported language for modeling and analysis of component-based systems. To validate their

approach, they formalized and verified Confidentiality, Integrity and Availability (CIA) security

properties of a component-based system by defining and verifying an appropriate security policy for

each security property. Zhioua et al. [162] [163] presented a framework for integrating formal

specification and verification of security guidelines by combining model checking analysis with

information flow analysis. Their framework is based on an extension of Labeled Transition Systems
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(LTS). It allows to formalize security guidelines for a program written in a natural language and to verify

that the program adheres to the formalized security guidelines.

Yajima et al. [164] presented a support tool for formal verification of security specifications with

ISO/IEC 15408 called FORVEST. The tool helps and guides human verifiers by providing information on Z

notation, linear temporal logic, theorem proving, model checking, and ISO/IEC 15408. It can be used to

check whether the system specifications satisfy the security criteria given in the ISO/IEC 15408

standard. It also provides a web-based environment for using model checking and theorem proving

tools.

Vistbakka et al. [164], [165] presented a safety-security co-engineering approach for industrial

control systems. They demonstrated how formal modeling can help analyze the effects of certain

security solutions on the safety of the system and vice versa. Troubitsyna and Vistbakka [166] and

Vistbakka and Troubitsyna [166], [167] presented an approach for deriving, formalizing, and verifying

safety and security requirements for control systems using the Event-B framework on the Rodin

platform. They integrated safety and security analysis and proposed to derive safety and security

requirements by combining data flow analysis with a safety analysis technique called Hazard and

Operability Analysis (HAZOP). The approach can be used to identify deviations from normal system

behavior caused by accidental failures and security attacks and to reason about the impact of different

security threats on the safety of the system. It also allows us to specify and verify system behaviour in

the presence of accidental faults and security attacks and analyse interdependencies between safety

and security requirements.

Dwyer et al. [39] have identified patterns in formal specifications for finite-state verification, and

these patterns often take complex forms. The seamless object-oriented requirements approach [39],

[168] makes it possible to codify such patterns in the form of template classes encapsulating the

complicated verification logic. This approach makes the patterns reusable across systems and produces

immediately verifiable requirements. Applying the object-oriented approach to requirements not only

simplifies verification but also enables round-trip requirements engineering and traceability: the

template classes are capable of automatically producing structured natural language representations of

the source informal requirements.

Related to real-time systems, Kang et al. [169] and Farrell et al. [170] have specifically focused on

formal verification of safety and security-related constraints using stochastic timed automata,

PROMELA and Boogie. Wardell et al. [171] also proposed an approach for identifying security

vulnerabilities of industrial control systems using PROMELA models.

4.2. Security Testing

Software security testing is the process of validating software requirements related to security

properties such as confidentiality, integrity, availability, authentication, and authorization [172]. The

purpose of security testing is to find weaknesses in software implementation, configuration, or

deployment [173]. There are several literature reviews published on security testing; however, in this

section, we discuss those that are relevant for this project.
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Mahendra and Ahmad [174] presented a literature review on software security testing published

between 2000 and 2015. They classified the existing works on software security testing into four

categories namely frameworks, techniques, methodologies, and reviews. They studied 10 frameworks,

4 techniques, 5 methodologies, and 4 reviews. Their results show that the existing approaches for

software security testing are implemented at various phases of the software development lifecycle.

However, there is a lack of approaches that can be applied at the design phase.

Security testing has also been applied in the context of regression testing to evaluate that

updates to the system do not introduce new security bugs. In this context, Felderer and Fourneret

[172] presented a systematic classification of security regression testing approaches. They found and

classified 17 approaches. Their classification is based on several criteria including abstraction level,

security issue, regression testing techniques, tool support, and evaluation criteria (evaluated system,

the maturity of the system, and evaluation measures). They also identified several potential directions

for future research, such as the need for model-based techniques to increase abstraction and

scalability, and improved tool support for automated generation and execution of security tests.

There are two main types of security testing: security functional testing and security

vulnerability (or penetration) testing [175], [176]. In security functional testing we validate whether the

specified security requirements are implemented correctly. Typically such requirements are expressed

with a negative connotation, such as “something should not be allowed to happen” [177]. In security

vulnerability testing we apply penetration testing to uncover the potential system vulnerabilities as an

attacker. Vulnerability refers to the flaws in system design or implementation, for example, buffer

overflow or SQL injection. It can be used to attack or compromise the security of a system.

Several authors have mentioned the need to complement security testing with other testing

techniques. For instance, Zeng et al. [178] mention the importance of combining static code analysis

and dynamic testing for the security of a power system. For dynamic testing, the procedures for

operating the power system are simulated to generate test instructions and results. Tudela et al. [179]

also analyze the merits of combining static, dynamic, and interactive analysis security testing tools.

Ali [180] proposes a four-stage process to ensure security in distributed control systems. The four

stages are (1) risk management, (2) security management, (3) trust and reputation management, and

(4) testing and evaluation. In the last stage of testing and evaluation, the author proposes two types of

testing strategies: penetration testing and fuzzing.

4.3. Security Testing Techniques

In this section, we discuss different security testing techniques related to the project. Felderer et al.

[152] presented an overview of security testing techniques. They discussed basic concepts and recent

developments in different types of security testing techniques and classified the existing techniques

into four different types: (1) model-based security testing (based on requirements and design models

created during the analysis and design phase), (2) code-based testing and static analysis (based on

source and byte code created during development), (3) penetration testing and dynamic analysis

(based on running systems in a test or production environment), and (4) security regression testing

(performed during maintenance).
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4.3.1.  Model-based Security Testing

Model-Based Testing (MBT) is a black-box testing technique that generates tests from abstract

behavioral models [181]. It allows one to automate or semi-automate the entire testing process.

Moreover, the testing activities can be left-shifted; and the SUT can be tested early in the software

development life cycle. In Model-based Security Testing (MBST), we test the security requirements of

the system under test using models [182]. MBST is a relatively new research field, where many

approaches were published in recent years. In this section, we provide a comprehensive overview of

the state of the art in MBST.

Lunkeit and Schieferdecker [183] described an approach that focuses on the use of the artefacts of

previous phases of security engineering for security testing. This work is proposing a model-based

definition of the security problem that supports finding an optimal test architecture and defining safety

and security-oriented tests that go far beyond functional testing.

Felderer et al. [182] classify MBST based on the two dimensions: automated test generation and

consideration of risk values. The automated test generation dimension describes how much of the

system and formal models capture the security requirements. The risk dimension specifies whether the

risk values are integrated into the model. Fully automated test generation is only possible with formal

and complete models, which are typically not available. The results show that only a few model-based

security testing approaches [184],[185] integrate complete or partial automated test generation and

risk values.

Schieferdecker et al. [176] surveyed the area of MBST from specification and documentation of

security test objectives to security test cases and test suites generation. They studied different types of

model-based security testing techniques including security functional testing, model-based fuzzing,

risk, and threat-oriented testing, and the usage of security test patterns. The authors classify MBST

approaches based on three types of input models for security test generation: (1) architectural and

functional models describe the system requirements regarding the general behaviour and setup of a

software-based system. (2) The threat, fault, and risk models present what can go wrong. These models

enable identifying multiple risk factors, describing their relationships, and relating them to occurrence

probabilities and potential impacts. (3) Weakness and vulnerability models identify the causes and

consequences of system failures, weaknesses, or vulnerabilities. The publicly available databases such

as the National Vulnerability Database (NVD) and the Common Vulnerabilities and Exposures (CVE),

which collect known vulnerabilities, are used to build these models. Felderer et al. [186] presented a

taxonomy and systematic classification of MBST approaches from 1996 to 2013. The taxonomy is based

on a comprehensive analysis of 119 systematically extracted publications on model-based security

testing. It complements existing classification schemes by defining filter and evidence criteria. The filter

criteria comprise the specification of the model of system security, the security model of the

environment, and explicit test selection criteria. The evidence criteria comprise the maturity of the

evaluated system, evidence measures (i.e., the qualitative or quantitative assessment criteria to

evaluate an MBST approach in a specific application), and the evidence level that specifies whether the

approach is evaluated on the level of non-executable abstract or executable concrete test cases. They

also discussed some promising research directions with regard to security properties, coverage criteria,
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and the feasibility and return on investment of model-based security testing. Although the taxonomy

provides a starting point for further research on model-based security testing, the selected papers can

also be classified into more fine-grained criteria, for example with regard to the types of systems or the

types of vulnerabilities.

Yang et al. [187] proposed an adaptive MBT framework, called OAuthTester, to systematically

evaluate the implementations of the OAuth protocol. They combine the protocol specification and the

network trace observations, followed by iterative refinement of the model with implementation

specifics. The framework discovered three previously unknown vulnerabilities, all of which can result in

severe consequences, including large-scale resource theft and application account hijacking.

Peroli et al. [188] introduced MobSTer, a formal and flexible MBST Framework that supports a

security analyst in conducting security testing of web applications. The main idea underlying MobSTer

is a hybrid approach that takes advantage of model-checking techniques combined with the knowledge

provided by penetration testing guidelines and checklists. This combination enables MobSTer to exploit

the automatic search for possible vulnerable “entry points” without missing important checks.

Krichen et al. [189] proposed an MBST approach to check the security of Internet-of-Things (IoT)

applications in the context of smart cities. The approach consists of specifying the desired IoT

application in an abstract manner using an adequate formal specification language and then deriving

test-suites from this specification to find security vulnerabilities in the application under test in a

systematic manner. Additional work in the context IoT has been performed in the European project

ARMOUR41 - Large-scale Experiments of IoT security testing where test generation strategies for large

scale IoT security testing are discussed in [190]. The proposed approaches are model-based and target

security functional testing, vulnerability testing and security robustness testing using the CertifyIt tool

and TTCN3 [191].

Mahmood et al. [192] presented an MBST approach designed for cybersecurity evaluation of the

Over-The-Air update system for automobiles. The approach generates and executes test cases by using

attack trees as input. Integrating threat modeling in the testing provides several benefits, including

clear and systematic identification of different threats.

Regarding the use of formal models for security testing, Santos et al. [193] used Communicating

Sequential Processes (CSP) to create architectural models of the systems, as well as an initial set of

attacks against these systems. In another formal approach, Parizi et al. [194] used smart contracts to

carry out an experimental assessment of current static smart contracts security testing tools for

blockchain technologies. Jürjens [195] and Wimmel and Jürjens [196] address the problem of

generating test sequences from abstract system specifications in order to detect possible vulnerabilities

in security-critical systems. These approaches assume that the system specification, from which tests

are generated, is formally defined in the language. Their results show that the combination of security

modeling and test generation approaches is still a challenge in research and is of high interest for

industrial applications.

41 https://www.armour-project.eu/
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4.3.2.  Penetration Testing

Penetration Testing [197], also referred to as PenTest, is an efficient security testing technique used to

identify security vulnerabilities in software systems. In penetration testing, the system under test is

examined using multiple attacks to find vulnerabilities and security bugs in the implementation.

Penetration testing has been applied to many application domains and several commercial and

open-source tools are available, and several literature reviews have been performed.

For instance, Vats et al. [198] presented a literature review on penetration testing and its

applications. They presented a comparative review of 30 research papers. They also studied 13

penetration testing tools with respect to their purpose or utility, some technical specifications,

platform compatibility, and release date. An overview of vulnerability assessment and penetration

testing techniques is presented in [199]. The authors regard penetration testing as a complementary

phase to vulnerability assessment in which a real or simulated attacker attempts to exploit

vulnerabilities of the target system. In another review, Bacudio et al., [200] presented an overview of

penetration testing strategies, methodology and illustrated the penetration testing process on web

applications. The methodology of the test phase is described as a step-wise process comprising

information gathering, vulnerability analysis, and vulnerability exploits.

Denis et al. [201] investigated the attack methodologies, defense strategies, and the tools used for

penetration testing in their study. They discuss four types of penetration testing: external - attack

against externally-visible resources such as servers, firewalls, DNS; internal - an attack behind the

firewall by an authorized user; blind - external attacker with limited information and double-blind -

only a few persons in the organization are aware of the attack. The study discusses penetration testing

for attacks such as Man-in-the-Middle attack, hacking WPA-protected Wifi, phones Bluetooth, remote

PC via IP and open ports with advanced port scanner using Kali Linux, Metasploit, Ettercap, Aircrack,

and Wireshark42. The cause of systems’ vulnerabilities and mitigation techniques were presented to

improve the security of systems. Shebli et al. [202] presented a study about the process, factors,

components, and tools used for penetration testing. The methods of penetration testing, types of

penetration, the phases of conducting the penetration testing, tools used, and the role of Information

security Management System (ISMS), professional ethical and technical competency for performing the

test were discussed in the study.

Al-Ahmad et al. [203] presented a systematic literature review on penetration testing for mobile

cloud computing applications. They found 30 relevant papers and analyzed them to conclude that

there is a lack of studies on mobile cloud computing and web-based vulnerabilities and the existing

approaches do not consider the mobile cloud computing application penetration testing model. In

addition, the model must consider offloading parameters, multiple input types from mobile devices

and networks, and target APIs and apply random testing techniques.

In recent years, artificial intelligence methods have been also applied to penetration testing.

McKinnel et al. [204] presented a systematic literature review on artificial intelligence in penetration

testing and vulnerability assessment. They found 31 relevant papers and focused mainly on papers

based on empirical studies. They also identified several potential research challenges and opportunities

42 https://www.wireshark.org/
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for future research, such as scalability of the penetration testing approach, the need for real-time

identification of vulnerabilities, and the need for standardized systems that can be used to assess the

effectiveness of penetration testing approaches in different application domains.

Shah et al. [199] presented an overview of vulnerability assessment and penetration testing

methodologies, models, standards, and popular tools used for testing. The study classified vulnerability

assessment techniques as (i) Manual testing, (ii) Automated testing, (iii) Static analysis, and (iv) Fuzzing.

Penetration testing is described as a phase-wise process comprising (i) Planning and preparation, (ii)

Detection and Penetration, (iii) Post-Exploitation and Data Ex Filtration, (iv) Reporting and clean up.

They conducted a case study on a bank system to detect technical and logical vulnerabilities as a black

box testing followed by a gray box approach to simulate both external and internal attacker’s

viewpoints. The experiment used the open-source tools mentioned in the study and successfully

detected 4 vulnerabilities.

Stefinko et al. [205] presented a study on the benefits and drawbacks of manual and automated

penetration testing for security evaluation. The manual penetration using Metasploit Framework and

the testing effort and cost factors were compared with the automated penetration techniques such as

Social engineering toolkit (SET). The factors considered for comparison were the effort for the testing

process, vulnerability/attack database management, reporting, cleanup, and training. In the same line,

the research and study on automated penetration testing claimed automated testing to be more

efficient and low cost compared to a traditional manual approach. Xue Qiu et al. [206] presented an

automated method named AEPT (automatic executing penetration testing). Shah et al. [207]

introduced an automated vulnerability assessment and penetration testing tool Net-Nirikshak 1.0 to

detect vulnerabilities in the banking domain. Shah et al. [208] conducted a study on vulnerability

assessment and penetration testing (VAPT) techniques and the benefits of creating cybersecurity

awareness. Goel et al. [209] presented the use of VAPT as a cyber defence technology and the VAPT life

cycle, techniques, and widely used tools.

Antunes et al. [210] presented a penetration testing approach that uses attack signatures and

interface monitoring and implemented a prototype tool to detect SQL Injection vulnerabilities in SOAP.

The tool proved to provide higher detection coverage than commercial penetration testing tools.

Mainka et al. [211] introduced an automated penetration testing tool called WS-Attacker for

SOAP-based Web Services. The attack types used in the study were WS-Addressing spoofing and

SOAPAction Spoofing and the resistance to these vulnerabilities were evaluated proving the approach

to be beneficial in identifying vulnerabilities.

Stepien et al. [212] demonstrated an approach to use TTCN-3 as a modeling language for web

penetration testing. Using TTCN-3 provides the advantage of specifying and executing test suites at an

abstract level thereby reducing efforts of modeling and test results analysis.

Falkenberg et al. [213] presented an automated plugin-tool for penetration testing of web service

specific Denial of Service attacks. The Denial of service plugin has a DoS Attack class to provide

attack-specific implementation details and an MVC DoS Extension to provide the DoS attack-specific

functionality. The study was conducted on Web service frameworks Axis2 Java, Apache CXF, ASP.NET

and Metro, and the results showed that except ASP.NET latest versions of other frameworks are

vulnerable to DoS attacks.
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Vibhandik et al. [214] presented an approach for vulnerability assessment of web applications by

using a combination of W3AF and Nikto tools. The results from the study proved that combination of

these tools identified vulnerabilities such as Cross-site request forgery, Sensitive information disclosure,

Cross-site tracing, potential risk of attack migration thru nodes, DDoS in shared hosting, Obsolete or

Insecure Software version, Security misconfiguration, Unauthorized access to sensitive information and

Information leakage.

Nagpure et al. [215] presented a comparative study and analysis of penetration testing methods

and tools for vulnerability assessment of web applications. The study showed that manual penetration

testing proved to be more accurate in detecting vulnerabilities such as Cross-site scripting, SQL

injection, Clickjacking, File upload, Browser cache weakness, Directory traversal, Authentication bypass,

and Cross-site request forgery and recommended a combination of manual and automated testing

approach for improved accuracy for vulnerability assessment.

Chu et al. [216] proposed the use of penetration testing to evaluate the security problems of IoT.

They analysed the security issues in IoT, discussed the automation of penetration testing based on the

belief-desire-intention (BDI) model and validated the work by a simulated experiment in Jason.

A systematic mapping study on penetration testing has been performed by Bertoglio and Zorzo

[217] overviewed among other things the challenges of penetration testing. They identified the efficacy

in the process of vulnerability assessment, creating generic models and tools that can be easily

deployed to specific target scenarios and automation of the PenTest activities.

Researchers have also investigated the use of black-box scanners for detecting unknown

vulnerabilities. For instance, Bau et al. [218] conducted a study on automated black-box scanners for

unknown vulnerabilities to find (i) type of vulnerabilities tested by scanners, (ii) effectiveness of the

scanners, (iii) to evaluate the relevance of the target vulnerabilities to vulnerabilities found in the wild.

The study found vulnerabilities such as Cross-site scripting, SQL Injection, Cross-Channel Scripting, and

Information Disclosure to be the most prevalent ones. Even though the vulnerability detection rate was

less than 50% as per the study results, black box scanners are suggested to be beneficial in security

auditing programs. In addition, Seng et al. [106] conducted a systematic review and analysis of

methodologies to assess the quality of web application security scanners, that is, computer programs

that assess web application security with penetration testing techniques. They studied 108 relevant

papers and published conference proceedings and quantified 93 web application security scanners. The

measurement parameters used for the survey were vulnerability detection rate and the number of

vulnerabilities detected under the same category. They concluded that the measurement metrics to

analyze a web application security scanner’s attack coverage, test coverage, vulnerability detection

rate, and scanning efficiency need to be elaborated based on further studies and research.

As a summary, it is generally agreed that penetration testing is a necessary part of the vulnerability

assessment process, but it currently requires custom solutions for different application domains and

individual systems. In change, we would like common methods and tools that can be easily customized

and deployed to specific applications. In addition, there is a lack of research for methods and tools in

rapidly advancing domains such as web, mobile, and cloud domains.
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4.3.3.  Mutation and fuzz testing approaches

One category of testing techniques that can be applied to security testing is to generate invalid inputs

to the SUT in order to detect possible faults. We can split them into largely two types: functional

mutation and fuzz testing.

4.3.3.1. Functional Mutation

Büchler et al. [219] and Dadeau et al. [220] presented mutation testing approaches for testing security

properties in network security protocols modeled in HLPSL (High-Level Security Protocol Language).

They defined and used security-specific mutation operators to generate model-level mutants. In these

approaches, the original model is modified in such a way that a certain security property is violated in

the implementation. The mutated models are analysed by the AVISPA tool, which produces

counter-examples leading to the security flaws and allows to produce attack traces for the detected

security flaws. Siavashi et al. [221] presented a model-based mutation testing approach for

vulnerability assessment of web services. They modeled the web service under test and its security

requirements in UPPAAL timed automata and evaluated the authentication and authorization of the

web service. They used a model-based mutation testing tool called μUTA and introduced several new

mutation operators to generate additional mutants. Papadakis et al. [222] presented a survey of

mutation testing techniques including mutation-based security testing techniques. They analyzed

several approaches for testing security protocols, regression testing of security policies, and

transforming functional tests into security tests. Dadeau et al. [220] and Buchler et al. [219] have

investigated the creation of security-relevant mutants at the model level and how to use these

mutations for security testing.

Buchler et al. [223] presented an approach for testing web applications from a secure model. They

used mutation operators generated from the set of known vulnerabilities and injected these to the

secure model. To generate the models they used ASLAN++ language used for security protocols and

used model checker CL-AtSe model-checker to generate attack traces. The evaluation was done on an

insecure web application WebGoat maintained by OWASP and diagnosis of attack traces revealed the

vulnerability attacks Role-Based Access Control (RBAC) and Cross-Site Scripting (XSS).

Henard et al. [224] presented the approach to test software product lines using mutation based on

feature models. The study investigated the application of mutation operators and mutation analysis on

feature models to demonstrate higher mutant detection ability of dissimilar test suites than similar

ones.

4.3.3.2. Fuzz testing

Fuzz testing or Fuzzing is a dynamic testing technique used for testing the robustness and security of

software systems. In this approach, the system under test is tested with invalid input data to find any

security vulnerabilities that can crash or give access to the system. Felderer et al. [152] presented a

survey on security testing where fuzz testing approaches are classified as random fuzzing and advanced

fuzzing techniques such as mutation-based fuzzing, generation-based fuzzing.

Liang et al. [225] presented a survey on fuzzing in the area of software testing and security by

reviewing 171 papers published between 1990 to 2017. They presented the fuzzing process,
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classifications, tools used, and the evolution of fuzzing techniques and the growing trend of fuzzing as a

popular research area.

In mutation-based fuzzing, the testing starts with a valid input which is then mutated in

subsequent valid and invalid inputs. Its advantages are that it is easy to start with, but the inputs may

diverge easily from the expected format and not be efficient in terms of input coverage. In

generation-based fuzzing, inputs are generated in a more systematic way from the specifications of the

input format such as grammars and XML schemas. Thus input coverage is easier to control and

improve, but it requires that the input format is known and its specification created.

Also, the fuzzing approaches can be classified based on the “visibility” they have into the source

code of the SUT. As such, black-box fuzzing generates input against the SUT without knowledge of the

internal structure of the code, whereas in white-box fuzzing the test generation can be guided for

instance to increase the level of coverage of the code.

Schieferdecker et al. [226] presented the model-based fuzz testing as a smarter approach for

determining the tests to reveal the security risks. Unlike the random fuzzing method where the input

data is totally invalid, model-based fuzzers have protocol knowledge based on the model of the system

under test. Based on the protocol knowledge, model-based fuzzers generate input data containing

invalid data among valid data. Model-based fuzzing outperforms the randomized approach in terms of

its ability to reveal complex bugs in the system. Behavioral fuzzing focus on finding design level flaws

and system vulnerabilities by submitting invalid message sequences to a system under test. Behavioral

fuzzing approach can be used for the generation of test cases from models specified as finite state

machines and UML sequence diagrams.

Schneider et al. [227] presented an approach to apply fuzzing operators to modify the existing

UML sequence diagrams to generate invalid message sequences to test the system. UML sequence

diagram provides an advantage of allowing the reuse of functional test cases for security testing using

behavioral fuzzing. The case study of a banknote processing system from the DIAMONDS research

project was investigated to identify the fuzzing operators and classify them for test case selection and

prioritization.

Schneider et al. [228] proposed an approach to reduce test execution time and make behavioral

fuzz testing more efficient by generating test cases at runtime, taking into account results from

previous test executions, and focusing on message subsequences from a risk analysis carried out

earlier. Online model-based behavioral fuzzing is applied to the case study of a banknote processing

system from the ITEA-2 research project DIAMONDS by generating a model of the functional test cases

using UML sequence diagrams. During the online test generation, fuzzing operators are applied to UML

sequence diagrams to determine the message sequences to be sent to the system under test.

Duchene et al. [229] presented a black box Cross-Site Scripting fuzzer for web applications named

KameleonFuzz. The fuzzer generates fuzzed inputs using an attack grammar and the control and taint

flow model. The study conducted proved KameleonFuzz detected most XSS vulnerabilities,

outperformed several other black box security scanners and had no false positives.

Zhang et al. [230] presented a survey on machine learning for software testing covering 138

papers on testing properties such as correctness, robustness, and security, etc. The study covered the
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research related to the application of machine learning techniques for fuzzing, eg. TensorFuzz [230],

[231], DLFuzz [232].

Godefroid et al. [233] demonstrated the automated generation of input grammar for fuzzing using

machine learning techniques. They used a learn&fuzz algorithm where learning captures the structure

of well-formed inputs and fuzzing tries to break the structure to find vulnerabilities.

Mutation-based fuzzing tools use random data mutations in the input. However, according to

Wang et al. [234] such random changes are not effective if the running program uses a checksum

mechanism to check the integrity of inputs. Thus the authors proposed TaintScope, a checksum-aware

directed fuzzing system. TaintScope uses the taint propagation information during program execution

to detect and overcome checksum-based integrity checks to generate test cases that have higher

chances of detecting vulnerabilities. TaintScope works on both Linux and Windows binary executables.

BuzzFuzz [235] is another taint-analysis based, white-box directed fuzzing tool that uses an

instrumented application to identify input data that influences the system calls. The instrumentation of

the application’s source code remains a limitation of this approach. According to Munea et al. [236]

most common fuzzing types are application, file format, and protocol fuzzing. In protocol fuzzing,

counterfeit packets are sent to the target system or sometimes a protocol fuzzer acts as a proxy server.

The authors classify network protocol fuzzing based on different factors such as intelligence level,

invalid input creation, and the manner of detecting vulnerabilities, among others. Tao et al. [237]

studies existing hybrid fuzzing techniques that combine symbolic execution to typical fuzz testing.

Symbolic execution represents a program’s inputs with symbols instead of values. The program input is

then generated based on program analysis, making sure that the input executes the program in the

desired location. However, symbolic execution is known to have path explosion problems, thus the

hybrid fuzzing techniques aim to use low-overhead fuzzing with symbolic execution to address

incomplete traversal. PANGOLIN is one example tool based on hybrid fuzzing proposed by Huang et al.

[238]. They identify the uncovered branches in fuzzing, construct a summary of these uncovered

branches to describe a search space of the feasible inputs with respect to the path constraints. This is

then used to guide the mutation of the seeds.

Another approach to deal with the path explosion problem of symbolic execution is to use concolic

execution (aka dynamic symbolic execution), i.e., some variables are kept as symbolic, but concrete

values of other variables are used at runtime. The tool by Godefroid et al. [239] [240], SAGE (Scalable

Automated Guided Execution) is the first tool to perform dynamic symbolic execution at the x86 binary

level. Ghimis et al. [241] present a different classification of fuzz testing: white-box random fuzzing,

black-box random fuzzing, and grammar-based fuzzing. In white-box random fuzzing, fuzz testing is

directed to interesting areas of the program, with the goal to improve code coverage. BuzzFuzz and

SAGE (discussed above) are example tools for white-box random fuzzing. In black-box random fuzzing

or fuzz testing in general, sample inputs are mutated by the fuzzer with the goal to exercise overlooked

corner cases.

One example black-box random fuzzing approach is proposed by Paduraru et al. [242] where a

parallel implementation of a genetic algorithm in Apache Spark guides the test generation towards the

uncovered area of the program. In grammar-based fuzzing, a grammar describing the input is given to

the program. An example tool based on such grammar is QuickFuzz [243] that uses a grammar-based
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and mutation-based fuzzing for more than a dozen common file formats. Further details on fuzz testing

are available in recent review studies on the subject [225] [244]. Recently, Microsoft released publicly a

REST API fuzzing tool called RESTler43 [245] for automatically testing and finding security and reliability

bugs in cloud/web services through their REST APIs. The tool generates HTTP requests based on the

interface specification and in addition, it infers dependencies between different requests.

4.3.4.  Search-based Security Testing at Design and Development

The paper by McMinn [246] on metaheuristic search-based software test data generation surveyed

different areas of the test data generation like (1) the coverage of program structure, or white-box

approaches; (2) reject the grey-box properties in the software; (3) verify non-functional properties; and

(4) check the program features as per the specification.

McMinn et al. [247] research on search-based test input generation for string data types using the

results of web queries uses examples of string inputs from the Internet and formulated into web

queries, and the resulting URLs are splitted into tokens, which are used as seeds for search-based test

data generation. The paper also presents an empirical studying using 20 Java classes from 10 open

source projects.

Antoniol [248] showcased a paper on search-based software testing for software security. The

paper presents the promising aspects and challenges of search-based testing methods to detect

software vulnerabilities. The paper discusses recent achievements in SBSE like Buffer overflow, SQL

injection, Privilege Escalation Testing, Robustness, and Penetration Testing, and Intrusion Detection

Systems to mitigate the vulnerabilities. It also discusses challenges like: (1) What to break? (2) System

Wide Test (3) Data Types (4) Aborting at fixed time (5) Exception raising and Singularities search (6)

Good search Strategy (7) Best environment.

There are different approaches to provide security to web applications. Avancini et al. [249]

investigated on security testing of web applications: a search-based approach for Cross-Site Scripting

Vulnerabilities. The purpose of the paper is to implement a search-based approach to prevent

exploitation from hackers which may leak crucial information like credentials and credit card numbers.

The implemented technique uses Genetic Algorithm to search vulnerabilities in the input values, then

collect symbolic constraints at run time and pass it to a solver to fix the security issues. The method

does not automatically detect and eliminate the issues from the system but rather provides detailed

information by generating test cases for developers.

Similar to the approach mentioned above, Thome et al. [250] presented a paper on search-based

security testing of web applications. The paper presents BIOFUZZ, a security testing web application

that uses evolutionary black-box testing to detect vulnerabilities in SQL injections. The prototype uses

search-based testing to populate the inputs towards an expected target. The approach works in two

phases, firstly the application tracks web applications and creates inputs that affect the interaction

between the web server and database on the SQL interaction. Compared to white-box testing, BIOFUZZ

requires no code access, which makes it applicable for a wider range of situations. Secondly, BIOFUZZ

generates SQLI attacks to the identified inputs in the first phase.

43 https://github.com/microsoft/restler-fuzzer
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Alshahwan et al. [251] implemented an automated web application testing approach using Search

Based Software Engineering. The algorithm is based on Hill Climbing using Korel’s [252] Alternating

Variable Method (AVM) but with constant seeding and Dynamically Mined Values (DMV). In this

approach, a SWAT (Search-based Web Application Tester) tool is created in which the inputs that

reached the branch but failed are kept track of and used as seeds. The tool passes constantly gathered

seeds to the search space and measures the fitness for strings.

Liu et al. [253] used a different approach to that of BIOFUZZZ for detecting SQL Injection

Vulnerabilities using a search-based approach. They present a novel fitness function called Similarity

Matching Distance (SMD), which evaluates the similarities between the SQL statements produced by

providing inputs to the system under test and a known threat SQL statement. The experiment is

conducted in 19 diverse configurations of different SQL statements and attacks. It also capitalizes

Differential Evolution (DE), which serves as a search engine to detect SQL injection vulnerabilities.

XML Injection is similar to SQL injection but in a different environment. Out of a few, Jan et al.

[254] showcased a search-based testing approach for XML Injection Vulnerabilities in web applications.

The paper proposes a novel search based approach that uses Genetic Algorithm to generate the test

data to provide malicious XML messages to the web service and to detect the XML attacks. It uses

black-box approach to match the output from Software Under Test and Test Objectives. The method is

applied to an industrial web application with millions of users.

Apart from testing the core applications, it is also wise to implement a test case on the testing

itself. For that purpose, Souza et al. [255] proposed using automated search-based technique with Hill

Climbing for mutation testing. The paper proposes an efficient and cost-effective approach by removing

the manual effort to strongly kill mutants, focusing on the mutations’ propagation. The proposed tool is

an extended version of AUSTIN [256] tool integrated with Proteum [257]. The proposed approach uses

a novel fitness function that helps the process to generate test cases to reach, infect and kill the

discovered mutants.

Several papers investigated security related problems, but what about Service Level Agreement?

Penta et al. [258] focused on search-based testing on Service Level Agreements. The paper presents

methods to analyze if Service Level Agreement (SLA) negotiation between provider and consumer is

fulfilled and also to predict the Quality of Service (QoS) that can be guaranteed for the consumers. The

technique used is Genetic Algorithm to generate inputs for service-oriented systems which causes SLA

violations. The generated tool is applied to an audio processing workflow and a chart generation

service. More precisely, the tool uses black-box approach where violated constraints are captured by

the fitness and a white box approach which combines the obtained fitness with code coverage

provided by Wegener et al. [259], which considers a starting point for searching for QoS violations.

The increasing use of computerized systems and software applications in our society creates a high

demand for security and dependability. The traditional methods of testing involved greater human

interactions and instructions and slowly being replaced by AI and different automated techniques. A

huge number of software is made or modified on a daily basis, which requires a huge amount of testing

to maintain their efficiency and security. AI through SBST helps to expose and prevent such software

vulnerabilities and provides high security to the system. There are different algorithms inside SBST

itself that can be chosen depending upon the case in hand.
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4.4. Localization and debugging

Software fault localization, the act of identifying the locations of faults in a program, is widely

recognized as one of the most tedious, time-consuming, and expensive activities in program

debugging. Over the years, researchers have proposed a plethora of automated fault localization

techniques and tools to reduce time and effort [260]–[263].

Zou et al. [264] have classified fault localization techniques into the following types:

1. Spectrum-based fault localization (SBFL): utilizing test coverage information

2. Mutation-based fault localization (MBFL): utilizing test results collected from mutating the

program

3. (Dynamic) program slicing: utilizing the dynamic program dependency

4. Stack trace analysis: utilizing error messages

5. Predicate switching: utilizing test results from mutating the results of conditional expressions

6. Information retrieval-based fault localization (IR-based FL): utilizing bug report information

7. History-based fault localization: utilizing the development history

Spectrum-based fault localization techniques rank each program element (e.g., code statement)

with respect to a suspiciousness score, whereas other techniques, such as dynamic program slicing,

highlight a collection of elements as suspicious that cause or correlate with the failure in order to help

the developer in fixing the fault.

Despite the existence of many software fault localization techniques, we found only a few studies

directed to fault localization in security testing to the best of our knowledge. Concurrency-related bugs

have caused many web security issues in the past. Zhenyuan Jiang [265] presented a new automated

edge-labeled communication graph-based locating technique, called LUCON to identify concurrency

bugs. It can find buggy memory access pairs, present buggy patterns, and build bug triggering

scenarios. The buggy patterns give the essence of the bugs, and the bug triggering scenarios show how

the bugs happen, which can help programmers understand the bugs.

Simos et al. [266] proposed a security testing approach for Cross-Site Scripting (XSS). The authors

derive combinatorial XSS attack vectors with the help of grammar. Subsequently, the test cases are

executed against a web application. Afterward, a fault-localization approach, called BEN [267], checks

the structure of attack vectors that detected a vulnerability and tries to track its critical combination.

BEN is a spectrum-based fault localization technique. It utilizes the results of the combinatorial test set

and generates the ranking of statements in terms of their likelihood of being faulty. BEN consists of two

main steps: (1) It identifies a combination that is very likely to be a failure-inducing combination. (2) It

takes the failure-inducing combination identified in step 1 and then produces a ranking of statements

in the source code by analyzing the spectra of the small group of tests. In this work, the authors only

applied the first phase of BEN because they are not interested in the ranking of statements in the

source code since they are following a black-box security testing approach.

Ji et al. [268] formulated a program error propagation-based model (PEP) to find security bugs.

They proposed a spectrum-based fault-localization technique to locate faults at the code level. DeMott

et al. [269] developed a distributed fuzzing technique that identifies bugs and subsequently localizes

the bug's root cause. This work focuses on memory corruption errors, which usually have software
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security implications. The authors localize faults using a code-based coverage algorithm, called

Tarantula [270] combined with input data tainting and tracking techniques.

Lu et al. [271] proposed a fault localization framework, CRAXfault, based on single-path concolic

execution, which exploits the execution path of one failed test case to automatically generate

numerous test cases. These test cases are used in a fault localization technique (e.g., Tarantula [270],

Ochiai [272], Crosstab [273], and DStar [274]) to rank program components, such as statements or

predicates, with top-ranked components more likely to be faulty.

Firewalls are the mainstay of enterprise security and the most widely adopted technology for

protecting private networks. A firewall highly depends on the quality of its firewall policy in terms of

packet filtering. Firewall errors are mostly caused by faults (i.e., misconfigurations) in rules of firewall

policies. Hwang et al. [275] proposed a fault localization approach to reduce the number of rules for

inspection based on information collected during evaluating failed tests. The approach ranks the

reduced rules to decide which rules should be inspected first.

4.5. Continuous integration and security

As we have discussed previously, there are many methods for secure software development such as

SAMM and SDL [152]. Some of them involve testing or analysis of various kinds using automated tools.

However, none of these approaches explicitly promote doing security testing continuously.

Nevertheless, researchers have proposed some methods for adopting security testing into CI systems

and DevOps workflows. Hilton et al. [276] outline the concept of a security tradeoff between increased

security measures, and the ability to access and modify the CI system as needed. They report that

developers encounter increased complexity, increased time costs, and new security concerns when

working with Continuous Integration (CI).

Mårtensson et al. [277] identified several factors that must be taken into account when applying

continuous integration to software-intensive embedded systems related to security. Security aspects

can be an impediment, such as when developers are hindered from communicating freely regarding

the exact content of the functions they have built. This further increases the difficulty of a common

understanding of the product, which also becomes an impediment related to testing the product

end-to-end.

Another problem identified in the literature is that in delivery features continuous releases,

traditional security methods are not suited. In recent years the new terms DevOpsSec or SecDevOps

[278] were formed which address exactly this problem. Regarding DevOpsSec, there is a lack of

methodologies for handling direct security requirements and how to extract these requirements. In

addition, the adoption of DevOps in industrial fields with high requirements for security, traceability

and safety, such as industrial embedded systems, is scarcely reported [279].

Automated security testing is an essential component of Continuous Integration and Continuous

Delivery (CICD), such as scheduling automated test sessions on overnight builds. That allows

stakeholders to execute entire test suites and achieve exhaustive test coverage. On the other hand,

developers also need test feedback from CI servers when pushing changes, even if not all test cases are

executed. As an example, Neto et al. [280] proposed similarity-based test case selection on
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integration-level tests executed on continuous integration pipelines. Related to test generation and

selection, STAMP44 is a European research project on software testing amplification for DevOps teams

by reusing existing assets in order to generate more test cases and test configurations each time the

application is updated.

4.6. Gap Analysis

Mahendra and Ahmad [174] reported a lack of security testing approaches that can be applied at the

design phase. Felderer et al. [186] reviewed 119 publications on model-based security testing. They

identified several challenges related to the kind of security properties that are tested, the use of

coverage criteria, and the feasibility and return on investment (ROI) of security testing. Specifically,

there is room for research that explicitly addresses vulnerabilities and directly targets system-wide

security properties. In addition, there is a need to understand which variants of coverage criteria can

yield effective and efficient security tests in the specific context of security testing. Felderer and

Fourneret [172] highlighted the need for model-based techniques to increase abstraction and

scalability and improved tool support for automated generation and execution of security tests. Jürjens

[195] and Wimmel and Jürjens [196] reported that the combination of security modeling and test

generation approaches is still a challenge in research and is of high interest for industrial applications.

In VeriDevOps, we aim to develop model-based test generation and selection methods for security

testing using security models based on formal specifications. These models can be built that can be

reused in different contexts and stages of the software development life cycle, and to empirically

understand the return on investment. We will develop new approaches for model-based mutation

testing and fuzz testing by defining new model-level mutation operators suitable for testing security

aspects. We plan to validate the novel techniques on the systems provided by ABB. Building on

standards and practices such as IEC 62443 [281], VeriDevOps will develop a consolidated cybersecurity

methodology incorporating the roles played in cybersecurity by people, processes, and software

technologies.

McKinnel et al. [204] identified several potential research challenges and opportunities for future

research, such as scalability of the penetration testing approach using artificial intelligence, the need

for real-time identification of vulnerabilities, and the need for standardized systems that can be used to

assess the effectiveness of penetration testing approaches in different application domains.

Furthermore, Al-Ahmad et al. [203] found a lack of studies on mobile cloud computing domains such as

IoT and web-based vulnerabilities and the existing penetration testing approaches do not consider the

mobile cloud computing application. In VeriDevOps, we will collaborate with Fagor (one of the project's

industrial partners in the project) that offers a cloud-based IoT solution to develop new penetration

testing approaches to test their IoT solution for vulnerabilities using machine learning and heuristic

algorithms.

To avoid ripple effects from failures and to ensure that vulnerabilities are identified as fast as

possible, it is paramount for the industry to ensure that the systems satisfy their functional safety

44 https://www.stamp-project.eu/view/main/
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requirements throughout the development and operation process. We plan to improve upon the

current state of the art by developing an organizational and process model blueprint that is used to

create a domain-driven formal model of security to tackle the non-existing ability in many approaches

to define, model, execute and test security requirements from a system point-of-view. In addition,

VeriDevOps is focusing on overcoming the obstacles to the adoption of DevOps by examining its role in

specific standards, such as IEC/ISO standards and how to provide fast feedback on checking security

requirements. The main goal of the VeriDevops techniques is to reduce the number of exploitable

vulnerabilities and cost of security protection.
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5.  Summary

The objective of this document is to extend the literature review conducted in the project proposal by

collecting and classifying the new approaches and technologies related to automated generation of

security requirements, prevention at development and reactive protection at operations that appeared

since the project proposal was submitted.

Chapter 2 discussed security requirement engineering approaches using NLP. We identified that, in

most cases, an approach was designed to solve a specific problem using a corresponding dataset

depending on the type of requirement context. Furthermore, there is a need for a dataset to train an

NLP model in the context of security requirements. In VeriDevOps, we aim to proceed from natural

language requirements to their verification seamlessly. Also, we plan to construct a dataset for security

requirement patterns by manually analyzing the requirement documents and security verification

procedures resulting from these documents.

Chapter 3 investigated several studies related to risk analysis and vulnerability scanning of

industrial control systems employed in many domains such as energy, automotive, healthcare, avionics,

and telecommunications. In ICS, the cyber-physical infrastructures must protect the physical

components, such as sensors, controllers, actuators, and the cyber components such as computing

nodes and communication channels against security threats. We noticed that traditional current risk

assessment techniques do not update the risk assessment at run-time based on continuously collected

data through monitoring. In VeriDevOps, we aim to develop different risk-analysis and assessment

techniques that can be applied to industrial systems during their operation. In the chapter, we

reviewed several anomaly-based intrusion detection approaches. We found out that these approaches

are not mature enough to give a confident level of alerts or explain the source of the anomalies on the

system. In VeriDevOps, we plan to extend the Montimage Monitoring Tool (MMT) to identify, predict

and forecast attacks and anomalies in distributed environments using heuristic and machine learning

algorithms. Further, VeriDevOps will define intelligent defense strategies to accurately diagnose a

detected security incident and automatically deploy the relevant security mechanism.

Chapter 4 surveyed different techniques for formal analysis and verification for security and

different security testing methods such as model-based security testing and penetration testing. We

have highlighted several challenges and limitations concerning security properties for testing, coverage

criteria, test selection and generation, scalability of penetration and model-based testing techniques

for industrial applications. In VeriDevOps, we plan to develop specific test generation and selection

methods based on formal specifications that can be used for model-based security testing given

generic security models. These models can be built to be reused in different contexts and stages of the

software development life cycle. We will develop new approaches for model-based mutation testing

and fuzz testing by defining new model-level mutation operators suitable for testing security aspects.

In addition, we will develop new penetration testing approaches to test a cloud-based IoT solution of

Fagor (one of the project's industrial partners in the project) for vulnerabilities using machine learning

and heuristic algorithms. Lastly, we discuss methods for adopting security testing into Continuous

Integration (CI) systems and DevOps workflows. It indicated that traditional security methods are not
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compatible with DevOps workflows. Further, generally, developers cannot get valuable test feedback

from CI systems (executing the security test cases) to debug the security issue. In VeriDevOps, we aim

to improve the current state of the art by developing an organizational and process model blueprint to

overcome the non-existing ability in many approaches to define, model, execute and test security

requirements from a system-point-of-view. Moreover, we plan to provide fast feedback to the

developers on testing the security requirements by adopting DevOps and its role in specific standards,

such as IEC/ISO standards.
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