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Abstract—In the recent works that analyzed execution-time variation of real-time tasks, it was shown that such variation may conform to regular behavior. This regularity may arise from multiple sources, e.g., due to periodic changes in hardware or program state, program structure, inter-task dependence or inter-task interference. Such complexity can be better captured by a Markov Model, compared to the common approach of assuming independent and identically distributed random variables. However, despite the regularity that may be described with a Markov model, over time, the execution times may change, due to irregular changes in input, hardware state, or program state. In this paper, we propose a Bayesian approach to adapt the emission distributions of the Markov Model at runtime, in order to account for such irregular variation. A preprocessing step determines the number of states and the transition matrix of the Markov Model from a portion of the execution time sequence. In the preprocessing step, segments of the execution time trace with similar properties are identified and combined into clusters. At runtime, the proposed method switches between these clusters based on a Generalized Likelihood Ratio (GLR). Using a Bayesian approach, clusters are updated and emission distributions estimated. New clusters can be identified and clusters can be merged at runtime. The time complexity of the online step is $O(N^2 + NC)$ where $N$ is the number of states in the Hidden Markov Model (HMM) that is fixed after the preprocessing step, and $C$ is the number of clusters.

Index Terms—Real-time systems, Hidden Markov Model, Bayesian Analysis, Probabilistic Timing Analysis

I. INTRODUCTION

The characterization of the execution time of a real-time task is an important step towards analyzing the schedulability of a real-time system. The execution-time characterization usually focuses on the Worst-Case Execution Time (WCET), allowing for the analysis of hard real-time guarantees (for more details see [1], [2]). On the other hand, hardware acceleration features, multi-core systems [3] and complex, interacting tasks, e.g., in mixed criticality systems [4], [5], pose several challenges in achieving tight bounds on the WCET and Worst-Case Response-Time (WCRT) [2].

In the recent decades, probabilistic approaches have been proposed in relation to execution time estimates. The main purpose of the probabilistic approaches is to derive a more realistic distribution of the execution-time values, lowering the over-provisioning when one considers the worst-case values, while still considering Quality of Service (QoS) or Quality of Control (QoC) [7]. The majority of this work considers estimating the probabilistic WCET (pWCET) distribution, that upper-bounds the execution time distributions of all valid scenarios and feasible sequences of repeated program execution [8]–[10]. Measurement-based techniques based on Extreme Value Theory (EVT) [11]–[13] require that extreme values of the execution time distribution are independent and that the measurements contain samples from the worst case distribution [14], [15]. As an upper bound, the pWCET may still be very pessimistic compared to the average execution time, and compared to the upper bound of the execution time distributions of scenarios that are valid in a more limited context of task execution that involves hardware and software state as well as input.

In some cases the entire distribution may be relevant, and not only the upper bound based on the distribution’s tail. One such case is where QoS/ QoC adaptation can be utilized. Tasks can allow for different QoS/ QoC levels as proposed by Lu et al. [16]. In a robotic application, the robot’s speed can be adjusted to allow for a lower frequency control loop. In these cases, the deadline miss probability can be kept sufficiently low with task adaptation. This can also relax the requirement to capture samples from the most extreme conditions in the analysis stage, provided the adaptation options are satisfactory.

In this paper, we address the problem of runtime estimation of execution-time distribution, analyzing the execution trace of a task at runtime. More specifically, in a preprocessing step, the number of states and the transition matrix of the Hidden Markov Model (HMM) are derived from a portion of the execution time sequence. Segments within this sequence that are similar are identified. Here we use the Generalized Likelihood Ratio (GLR), a measure for the likelihood that segments are generated from the same HMM. Similar segments are combined into clusters, to form HMMs with differing emission distributions. At runtime, the algorithm switches between these HMMs depending on similarity with the current segment of the execution time trace. New HMMs can be created and the emission distributions updated. The complexity of the proposed runtime adaptive algorithm for the estimation of task distributions is $O(N^2 + NC)$ where $N$ is the number of states in the HMM that is fixed after...
the preprocessing step, and $C$ is the number of clusters. The proposed approach has the potential for being used for the assessment of several real-time system properties, but such an investigation is beyond the scope of this work.

The remainder of this paper is organized as follows. Related work is outlined in Section II. In Section III, we describe the system-model assumptions, along with definitions and mathematical background used in the paper. Then, in Section IV, we describe the derivation of the initial HMM in the preprocessing step, which is followed by Section V, the description of the method for online model-parameter adaptation. The evaluation is described in Section VI, and the paper is concluded in Section VII.

II. RELATED WORK

Two major surveys on the Probabilistic Timing Analysis [8] and the Probabilistic Schedulability Analysis [17] of real-time systems have been conducted by Davis and Cucu-Grosjean, while a taxonomy and survey on pWCET analysis and associated methods was provided by Cazorla et al. [10]. We further describe the state-of the art in measurement-based methods, where the contributions of this paper fall into.

Measurement-Based Probabilistic Timing Analysis was introduced by Cucu-Grosjean [18], based on previous work related to the use of Extreme Value Theory (EVT) [11]–[13]. EVT is applied to find the pWCET, an upper bound on the probability of exceeding each possible execution time value. Methods based on EVT require that extreme values of the execution time distribution are independent [14], [15]. EVT-based techniques have also been applied in order to estimate upper bounds on response time distributions [19]–[22].

Moving from extreme values, and focusing on estimates of the full execution time distribution, the distribution of a visual task in a robotic application has been modeled as a HMM with discrete emission distributions by Frías et al. [23], [24]. HMMs can capture the regularity and dependability in the task execution, that may arise from different sources, e.g., sensed input, periodic nature of task interactions, or the algorithms being used in the tasks.

Friebe et al. [25] proposed an approach to estimate the execution time distribution using HMMs with Gaussian emission distributions, and proposed an automatic way of estimating the number of states in HMM from the execution trace. The methods from [25] are utilized for HMM fitting in the preprocessing step.

In all these approaches, the structure of the HMM and the emission distributions are learned in an offline phase, based on existing logged data. However, although in the base case the execution times may be characterized with a Markov Model, throughout the task’s life cycle the model accuracy may deteriorate due to different irregularities such as changes in input, hardware, or program state. If the observations used for fitting the HMM are not fully representative of the runtime observations, the model may also be inaccurate. In Frías et al. [24], two separate experiments are performed, for a clean and a noisy track respectively, and these give rise to two different Markov Models, with notably different bandwidth requirements. In order to apply these methods for tasks where the context affecting the execution time distribution may change, an adaptive approach is necessary. In this work, we assume that a preprocessing phase is conducted where the HMM fitting is performed as in previous work [25], but we propose a runtime Bayesian adaptation method to continuously refine the execution time model based on the new observations.

Lu et al. [16] propose a Feedback Control Real-Time Scheduling (FCS) architecture, including a Monitor, a Controller and a QoS Actuator. An adaptive estimate of the execution time distribution could allow for the Monitor to predict the deadline miss probability rather than measuring the past deadline miss ratio. To the best of our knowledge, no adaptive runtime estimates of execution time distributions have previously been proposed.

In the proposed method, segments of the execution time trace are considered, and the similarity measure is defined considering the HMM as a whole. An alternative could have been to consider each execution time sample separately, and adapt and add states to a single HMM while updating the transition matrix. This could be achieved by considering novelty detection such as in Gruhl et al. [26] in combination with a HMM update mechanism. We hypothesize that the context affecting a task’s execution time distribution can change suddenly, and that the task can be affected in a similar way in several segments during the execution. Therefore we have chosen to consider execution time segments, and to enable switching between clusters. In the proposed Bayesian model, the emission distributions are Gaussian with unknown mean and precision. An alternative could have been to model the emission distributions as Gaussian with unknown mean but fix the precision estimates in the preprocessing step. Due to the risk of underestimating the variance and thus the tail width, this option was not chosen.

III. SYSTEM MODEL AND DEFINITIONS

In this section, a task model with irregular execution-time variability is outlined. A Bayesian model for estimating the execution-time distribution from observations is described. A measure of similarity, Generalized Likelihood Ratio (GLR), for the Bayesian models is presented. This measure is used in the preprocessing and adaptive steps to determine points where the execution-time distribution changes, and to find similar segments of the execution-time trace.

Notation. We denote sequences with parentheses, (), and sets with braces, {}. The estimate of a quantity $x$ is indicated in the following as $\hat{x}$. Table I lists the main symbols used in the paper.

A. Task model

We consider a periodic task, that generates a sequence of jobs. The sequence of execution times of the jobs is $cs = (c_1, c_2, \ldots, c_t)$. We assume that the execution-time sequence $cs$ can be characterized by a Markov model, described by the set $\{M, P, C\}$, where
TABLE I: Important notation used in this work.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>cs</td>
<td>Execution-time sequence</td>
</tr>
<tr>
<td>N</td>
<td>Number of states in the Markov Model</td>
</tr>
<tr>
<td>M</td>
<td>Set of Markov states</td>
</tr>
<tr>
<td>s_j</td>
<td>Contiguous segment of cs</td>
</tr>
<tr>
<td>{\mu_{s_j}, \sigma^2_{s_j}}</td>
<td>Mean and variance of state m_{s_j} in segment s_j</td>
</tr>
<tr>
<td>S_k</td>
<td>Cluster of segments</td>
</tr>
<tr>
<td>\gamma_{ni}</td>
<td>Occupancy probability of state m_{ni} in segment s_n</td>
</tr>
<tr>
<td>\hat{a}(0)_{jn}</td>
<td>Estimated number of observations in state m_{ni} and segment s_j</td>
</tr>
<tr>
<td>\hat{a}(1)_{jn}</td>
<td>Estimated sum of observations in state m_{ni} and segment s_j</td>
</tr>
<tr>
<td>\hat{a}(2)_{jn}</td>
<td>Estimated sum of squared observations in state m_{ni} and segment s_j</td>
</tr>
<tr>
<td>\hat{\mu}_n</td>
<td>Estimated mean of state n and cluster S_k</td>
</tr>
<tr>
<td>\hat{\sigma}_n</td>
<td>Estimated variance of state n and cluster S_k</td>
</tr>
<tr>
<td>NG(\mu, \lambda)</td>
<td>Normal-Gamma distribution</td>
</tr>
<tr>
<td>\mu_0, \alpha_0, \beta_0, \kappa_L</td>
<td>Prior hyperparameters of NG</td>
</tr>
<tr>
<td>D = (x_1, ..., x_L)</td>
<td>Observation sequence of length L</td>
</tr>
<tr>
<td>GLR(S_k, \hat{S}_l)</td>
<td>Generalized Likelihood Ratio between clusters S_k and \hat{S}_l</td>
</tr>
<tr>
<td>nPsuedoObs</td>
<td>Number of pseudo observations in prior construction</td>
</tr>
<tr>
<td>\gamma_P(m(x), k(x, x'))</td>
<td>Gaussian process with mean m and kernel k</td>
</tr>
</tbody>
</table>

- \mathcal{M} = \{m_1, m_2, ..., m_N\} is the set of N states, with m_n, n \in \mathbb{N}.
- \mathcal{P} is the N × N state transition matrix, where the element \( p_{ab} \) represents the conditional probability \( P(X_{i+1} = m_b | X_i = m_a) \) of being in state m_b at round i + 1, given that at round i the state is m_a.
- \mathcal{C} = \{C_1, C_2, ..., C_N\} is the set of execution-time distributions, or emission distributions related to respective state. In this paper, these models are modeled as Gaussian distributions with mean \( \mu_n \), and variance \( \sigma^2_n \), i.e., \( C_n \sim \mathcal{N}(\mu_n, \sigma^2_n) \).

In the sequence cs, we assume that N and \mathcal{P} remain unchanged, but at a finite number of points in the sequence, referred to as points of cluster change, the parameters \( \{\mu_n, \sigma^2_n\} \) may take new (different) values. For this purpose we introduce another index, j, to explicitly indicate the dependency on time. The parts of the sequence where \( \{\mu_n, \sigma^2_n\} \) remain constant are referred to as segments s_j. In each segment s_j, the mean and variance are denoted \( \{\mu_{n_j}, \sigma^2_{n_j}\} \). A set \( S_k = \{s_j, \ldots\} \) of non-adjacent segments with the same values of \( \{\mu_{n_j}, \sigma^2_{n_j}\} \) are referred to as a cluster. An illustration is shown in Fig. 1.

B. Estimating sufficient statistics

The Markov Model \{M, P, C\} can be estimated by the use of the Forward-Backward algorithm [27] in combination with the Expectation Maximization algorithm [28]. The number of states \( N \) can be determined as described in Section 1V. Given this information and an execution time sequence or segment, the state occupancy probabilities \( \gamma_{ni} \) can be obtained for each state m_{ni} and execution time observation cs_j using the Forward-Backward algorithm. The occupancy probabilities are used to calculate sufficient statistics (presented in [25], [29]) for each segment s_j and state n. Sufficient statistics are a compact way of storing the information needed to estimate the Gaussian emission distribution of each state within the segment, and are also used when updating the Bayesian model. The sufficient statistics for a Gaussian distribution are: (i) \( \hat{a}[0] \), an estimate of the number of observations in the state, (ii) \( \hat{a}[1] \), an estimate of the sum of the observations in the state, and (iii) \( \hat{a}[2] \), an estimate of the sum of the squared observations in the state.

\[
\hat{a}[0]_{jn} = \sum_{i, c_i \in s_j} \gamma_{ni},
\]
\[
\hat{a}[1]_{jn} = \sum_{i, c_i \in s_j} c_i \gamma_{ni},
\]
\[
\hat{a}[2]_{jn} = \sum_{i, c_i \in s_j} c_i^2 \gamma_{ni}.
\]

C. Bayesian model

In a Bayesian approach, a conjugate distribution is a distribution where the posterior probability \( p(\Theta|D) \) of the parameter \( \Theta \) given observations D, takes the same functional form as the prior distribution \( p(\Theta) \) [30]. For a Gaussian probability distribution with unknown mean \( \mu \) and precision \( \lambda = 1/\sigma^2 \), the conjugate distribution is a Normal-Gamma distribution [31], denoted as \( NG(\mu, \lambda) \). When we have a prior distribution of \( \mu \) and \( \lambda \) as given by

\[
p(\mu, \lambda) = NG(\mu, \lambda|\mu_0, \alpha_0, \beta_0, \kappa_L) \triangleq \mathcal{N}(\mu|\mu_0, (\kappa_0 \lambda)^{-1})Ga(\lambda|\alpha_0, \beta_0 = \beta_0),
\]

and observations \( D = (x_1, ..., x_L) \), the posterior probability distribution can be computed as:

\[
p(\mu, \lambda|D) = NG(\mu, \lambda|\mu_L, \kappa_L, \alpha_L, \beta_L),
\]
\[
\mu_L = \frac{\kappa_0 \mu_0 + \sum_{i=1}^{L} x_i}{\kappa_0 + L},
\]
\[
\kappa_L = \kappa_0 + L,
\]
\[
\alpha_L = \alpha_0 + L/2,
\]
\[
\beta_L = \beta_0 + \frac{1}{2} \left( \sum_{i=1}^{L} (x_i - \bar{x})^2 + \frac{\kappa_0 L(\bar{x} - \mu_0)^2}{(\kappa_0 + L)} \right).
\]

Given that we are not certain of which state each observation \( c_i \) belongs to, we rewrite Eqs. \[6\] to \[9\], using the sufficient statistics in Eqs. \[1\] to \[3\], yielding:

\[
\mu_L = \frac{\kappa_0 \mu_0 + \hat{a}[1]}{\kappa_0 + \hat{a}[0]},
\]
\[
\kappa_L = \kappa_0 + \hat{a}[0],
\]
\[
\alpha_L = \alpha_0 + \hat{a}[0]/2,
\]
\[
\beta_L = \beta_0 + \frac{1}{2} \left( \hat{a}[2] - \hat{a}[1]^2 + \frac{\kappa_0 \hat{a}[1]}{\kappa_0 + \hat{a}[0]} \right),
\]

where we excluded the indices \( j, n \) for readability, and we used \( \hat{a}[0]_{jn} \) to estimate \( L, \hat{a}[1]_{jn} \) to estimate \( L \bar{\hat{a}} \) and \( \hat{a}[2]_{jn} \) to estimate \( L\bar{a}^2 \). Eqs. \[10\] to \[13\] describe the Normal Gamma parameters for a state and segment.
The initial hyperparameters can be conceptualized as derived from a number of pseudo-observations, with the mean \( \mu_0 \) derived from \( k_0 \) observations and the precision \( \lambda_0 \) derived from \( 2k_0 \) observations with mean \( \mu_0 \) and sum of squared deviations \( 2\beta_0 \).

Since the Normal-Gamma distribution is the conjugate distribution, segments can be added and the posterior hyperparameters updated incrementally by substituting the existing posterior hyperparameters with the prior hyperparameters. In this way the posterior Normal-Gamma distribution for a cluster is constructed by incrementally updating the hyperparameters for each segment in the cluster. Similarly, segments can be removed from the estimate by updating the hyperparameters according to:

\[
\begin{align*}
\mu_L &= \frac{k_0\mu_0 - \bar{a}[1]}{k_0 - \bar{a}[0]}, \\
\kappa_L &= \kappa_0 - \bar{a}[0], \\
\alpha_L &= \alpha_0 - \bar{a}[0]/2, \\
\beta_L &= \beta_0 - \frac{1}{2} \left( \bar{a}[2] - \frac{\bar{a}[1]^2}{\bar{a}[0]} + \frac{\kappa_0 \bar{a}[0] (\bar{a}[1] - \mu_0)^2}{(k_0 - \bar{a}[0])} \right). 
\end{align*}
\]

Note that the posterior predictive distribution for a single point prediction is the Student’s t-distribution as described by Murphy [31]:

\[
p(x|D) = t_{2\alpha_L} \left( \frac{\beta_L (\kappa_l + 1)}{\alpha_L \kappa_L} \right). 
\]

**D. GLR between sets of segments**

The GLR of two sets of observations can be used to determine whether the sets are likely to belong to a joint distribution or if it is more likely that they belong to distinct distributions. This is done by calculating the ratio of the probability of the observations under the joint model and the product of the probabilities of the observations under distinct models. The GLR measure is central to the proposed approach and used in the preprocessing as well as the adaptive step.

The GLR between two execution time segment sets \( S_k \) and \( S_l \), and the union of the sets given as \( S_{k\cup l} \), using log-likelihoods (indicated with \( \ell \)), is [32]:

\[
\text{GLR}(S_k, S_l) = \ell_{k\cup l} - \left( \ell_k + \ell_l \right). 
\]

The posterior predictive distribution for \( m \) new observations given the Normal-Gamma prior is given in Murphy [31] as

\[
p(D_{new}|D) = \frac{\Gamma(\alpha_{n+m})}{\Gamma(\alpha_n)} \frac{\beta_n^{\alpha_n}}{\beta_{n+m}^{\alpha_n}} \left( \frac{\kappa_n}{\kappa_{n+m}} \right)^{m/2}.
\]

The GLR of two segment sets is estimated as the sum of the \( \ell \) values:

\[
\ell_k = \log \Gamma(\alpha_{2k}) - \log \Gamma(\alpha_k) + \alpha_k \log \beta_k - \alpha_{2k} \log \beta_{2k} + \frac{1}{2} (\kappa_k - \kappa_{2k}) + \frac{\bar{a}[0]_k}{2} 2\pi.
\]

The last terms cancel out in the GLR, and the resulting equation for two segment sets and a state is:

\[
\text{GLR}(S_k, S_l) = \log \Gamma(\alpha_{2(k\cup l)}) - \log \Gamma(\alpha_{(k\cup l)}) + \alpha_{(k\cup l)} \log \beta_{(k\cup l)} - \alpha_{2(k\cup l)} \log \beta_{2(k\cup l)} + \frac{1}{2} (\kappa_{k\cup l} - \kappa_{2(k\cup l)}) - \log \Gamma(\alpha_{2k}) + \log \Gamma(\alpha_k) - \alpha_k \log \beta_k + \alpha_{2k} \log \beta_{2k} - \frac{1}{2} (\kappa_k - \kappa_{2k}) - \log \Gamma(\alpha_{2l}) + \log \Gamma(\alpha_l) - \alpha_l \log \beta_l + \alpha_{2l} \log \beta_{2l} - \frac{1}{2} (\kappa_l - \kappa_{2l}).
\]

The GLR of two segment sets is estimated as the sum of the GLRs over the states. We use GLRs based on log-likelihoods, so this is equivalent to multiplication of the GLR measure as described by Liu and Kubala [32].

**IV. PREPROCESSING STEP**

The preprocessing step is performed on an execution time sequence where we expect to capture the regular variation of execution times. The preprocessing step identifies:

1. The number of states \( N \) and transition matrix \( P \) of the cluster HMMs.
2. The segments and clusters within this execution time sequence.
3) The sufficient statistics for the HMM states of each cluster.

A HMM is fitted to the execution time sequence, using the tree-based cross validation approach described in [23]. This fitting process provides the number of states and transition matrix.

The normal distribution parameters $\mu$, $\sigma$ in the HMM from the preprocessing step are used in combination with a number of pseudo observations, $nPseudoObs$, to create initial prior Normal-Gamma distributions as:

$$
\begin{align*}
\mu_0 &= \mu, \quad (23) \\
\kappa_0 &= nPseudoObs, \quad (24) \\
\alpha_0 &= \frac{nPseudoObs}{2}, \quad (25) \\
\beta_0 &= \alpha_0 \cdot \sigma^2. \quad (26)
\end{align*}
$$

The number $nPseudoObs$ is chosen for each state in relation to the stationary probability of the state.

A. Finding points of cluster change

For a sequence of execution time observations, we want to find the set of points where the model parameters change.

1) Finding one point of model change: Initially, we consider the simpler problem of finding one point of model change in a sequence. Given a starting index $x_{start}$ and a stopping index $x_{stop}$ within the sequence, we aim to find the index $x_{split}$ that minimizes the $GLR(x)$, defined as

$$
GLR(x) = GLR(\{s_{x-}\}, \{s_{x+}\}) \quad (27)
$$

$$
s_{x-} = (c_{x_{start}}, c_{x_{start}+1}, \ldots, c_x) \quad (28)
$$

$$
s_{x+} = (c_{x+1}, c_{x_{split}+1}, \ldots, c_{x_{stop}}) \quad (29)
$$

$$
x_{split} = \arg \min_x GLR(x) \quad (30)
$$

where the segments $s_{x-}$ and $s_{x+}$ indicate the segments before and after $x$. The optimization is performed by Bayesian Optimization as implemented in the Python library GPyOpt\cite{https://sheffieldml.github.io/GPyOpt/} where Bayesian Optimization is configured with a Radial Basis Function kernel and Expected Improvement as acquisition function. Posterior predictive Student’s t-distributions are derived for $s_{x-}$, $s_{x-}$ and for their union. The log-likelihoods for these segments are calculated by applying the Forward-Backward algorithm. The transition matrix $P$ is taken from the fitted HMM, but the posterior predictive distributions are used as emission distributions.

If the resulting $GLR(x_{split})$ is lower than a given $GLR_{limit}$, $x_{split}$ is considered to be a point of model change.

2) Finding several points of model change: In order to find several points of model change within an execution time sequence $cs$, we apply the method described in Section IV-A1 for the entire sequence, $x_{start} = 1, x_{stop} = t$. Recursively, the method is applied for the sequences with $x_{start} = 1, x_{stop} = x_{split}$ and $x_{start} = x_{split} + 1, x_{stop} = t$, and further, similarly to a binary search approach, until one of the following stopping criteria are met:

$$
1) \text{The resulting } GLR(x_{split}) \text{ is above the given } GLR_{limit};
$$

$$
2) \text{The length of the subsequence is below a minimum length between splitting points.}
$$

B. Segment clustering

The segments are clustered into sets using an approach similar to the Leader-Follower Clustering described by Duda et al. [33]. The longest segment is added as the first cluster. For each segment, in order of decreasing segment length, the cluster that gives the maximum GLR is found as outlined in Section III-D. If the GLR between the segment and the closest cluster is large enough, the segment is merged into the cluster, otherwise a new cluster is created. The threshold has been set to 10 times the threshold used in finding the points of model change.

V. ONLINE MODEL ADAPTATION

In the runtime process, a sliding window is considered. A simplified flowchart of the algorithm is available in Fig. 2.

The sliding window has a length of $T = a \cdot step$. Here, $a$ and $step$ are integers, and $step$ is the size of the sliding window movement at each step. We assume that a starting cluster at the beginning of the window is known. The sliding window hyperparameters are estimated by calculating the posterior distribution using Eqs. (10) to (13) with the initial prior distribution. Sufficient statistics $\hat{a}[0]$, $\hat{a}[1]$ and $\hat{a}[2]$. 

Fig. 2: Simplified flowchart of the adaptive process. The process continues until the task is terminated and there are no more observations to process.
Create new cluster
Merge current with
Check if cluster change
Factor
1.5
Change to a preprocessing cluster from the endpoint of the current, using posterior student in the right column of Fig. 2. A new sliding window is created around the end-point of the window as given in Eq. (18). The prior distribution is chosen as outlined in Section IV, Eqs. (23) to (26).

A number of GLR thresholds are used in the process, to determine whether a cluster change shall be made, if a new cluster shall be created, or if the current cluster shall be merged with another. In addition we use different thresholds for preprocessing clusters compared to newly created clusters, where we require a closer match with newly created clusters. One reason for this is that new clusters can be dominated by the prior distribution, and for this reason are more likely to have a high GLR when compared to each other. We base all thresholds on the threshold used for finding points of model change in the preprocessing step. Different multiplicative factors are applied, according to Table II.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Purpose</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>slidingLimit</td>
<td>Check if cluster change in slidingwindow</td>
<td>1</td>
</tr>
<tr>
<td>newClusterLimit</td>
<td>Create new cluster</td>
<td>2</td>
</tr>
<tr>
<td>changePreLimit</td>
<td>Change to a preprocessing cluster</td>
<td>1</td>
</tr>
<tr>
<td>mergeClusterPreLimit</td>
<td>Merge current with preprocessing cluster</td>
<td>1.5</td>
</tr>
<tr>
<td>mergeClusterLimit</td>
<td>Merge current with closest cluster</td>
<td>1</td>
</tr>
</tbody>
</table>

TABLE II: Thresholds used in the adaptive process and the multiplicative factor to the threshold used in finding points of model change in the preprocessing step.

are derived using the Forward-Backward algorithm \[27\]. The emission distributions for the states are generalized Student’s t-distributions, the posterior predictive distributions of the cluster at the start of the window as given in Eq. (13). The GLR calculations are summed over the states, and we can make comparisons to the ground truth distributions. As the reference. By using synthetic data in the evaluations we can make comparisons to the ground truth distributions. Comparisons are made by calculating the Kullback-Leibler (KL) divergence, as will be further outlined below.

The total time complexity of the adaptive step is \(O(N^2 C)\), where \(N\) is the number of states and \(C\) is the number of clusters.


c. Complexity analysis

The computation of sufficient statistics with the Forward-Backward method has a time complexity of \(O(N^2 L)\), where \(N\) is the number of states and \(L\) is the length of the considered section. For each window, \(L\) is bounded by \(2T\), as we may need to calculate sufficient statistics for the clusterFindSegment when a cluster change is considered and for a new sliding window in the event of cluster change.

The GLR calculations are summed over the states, and we find the maximum GLR among all clusters, resulting in a total time complexity of \(O(NC)\), where \(N\) is the number of states and \(C\) is the number of clusters.

The total time complexity of the adaptive step is \(O(N^2 + NC)\), where \(N\) is the number of states in the HMM, fixed after the preprocessing step, and \(C\) is the number of clusters.

VI. Evaluation

A. Goal of the evaluation

In the following experiment\[2\] we first generated the execution samples according to the predefined ground truth model, and then we performed the proposed method on the execution samples in order to estimate the posterior distribution. The goal of the experiments was to investigate the accuracy of the estimated posterior distribution having the ground truth model as the reference. By using synthetic data in the evaluations we can make comparisons to the ground truth distributions. Comparisons are made by calculating the Kullback-Leibler (KL) divergence, as will be further outlined below.

In the experiments, we distinguish the two main steps, the preprocessing step of the method – where the initial execution sample is analyzed in an offline manner – and the adaptive process—where the estimated parameters, from the preprocessing step, are adaptively modified online in order to account for the changes in the ground truth model over time. For the preprocessing step, we compared the estimated posterior distributions after the clustering process to the ground truth distributions. For the adaptive process, we compared the estimated posterior distributions during the adaptive process to the known generative distributions. Three versions of the adaptive process are evaluated.

\[\text{Code and data are available online } \text{https://github.com/annafriebe/AdaptiveETBayes}\]
Algorithm 1: Pseudocode describing the process of finding the potential point of change and the new cluster.

**Input** Current cluster at the beginning of the sliding window, preprocessing and adaptive clusters, sliding window and cluster finding segment with Normal-Gamma distributions.

**Output** Point of cluster change and current cluster at end of sliding window.

1. **function** CLUSTERCHANGE(clusters, preClusters, clusterFindSegment, slidingWindow, currentCluster)
2.  closestClusterAll ← arg max_{c∈clusters} GLR(c, clusterFindSegment)
3.  potentialChangePoint ← FINDCHANGEPOINT(slidingWindow, currentCluster, closestClusterAll)
4.  testEndSegment ← slidingWindow[potentialChangePoint:end]
5.  testNGAll ← POSTERIORNG(closestClusterAll, testEndSegmentNG)
6.  testGLAll ← GLR(closestClusterAll, testNGAll)
7.  if testGLAll < newClusterLimit then
8.      newCluster ← CREATECLUSTER(testEndSegment)
9.  return potentialChangePoint, newCluster
10. end if
11. closestClusterPre ← arg max_{c∈preClusters} GLR(c, clusterFindSegment)
12. testNGPre ← POSTERIORNG(closestClusterPre, testEndSegmentNG)
13. testGLPre ← GLR(closestClusterPre, testNGPre)
14. if testGLPre > changePreLimit then
15.      return potentialChangePoint, closestClusterPre
16. end if
17. return potentialChangePoint, closestClusterAll
18. end function

1) The full algorithm with clusters created, adapted and merged. We refer to this version as EST_FP.
2) The online algorithm with cluster adaptation, but without creation and merging of clusters. We refer to this version as EST_NCM.
3) The online algorithm without creating, adapting or merging clusters, only switching between the clusters resulting from the preprocessing stage. We refer to this version as EST_SP.

To evaluate the similarity between the posterior estimates and the ground truth distributions, the KL divergence is calculated. The KL divergence is an asymmetric measure of the difference from a distribution \( Q \) to another reference distribution \( P \), with continuous probability density functions \( q(x) \) and \( p(x) \) respectively, defined as

\[
D_{KL}(P||Q) = \int_{-\infty}^{\infty} p(x) \log \left( \frac{p(x)}{q(x)} \right) dx. \tag{31}
\]

The KL divergence was chosen as it quantifies the information lost when moving from the ground truth distribution to the estimated distribution. The GLR is not suitable for this evaluation because it is based on likelihoods of observations.

The KL divergence is numerically approximated from the estimated posterior distribution to the ground truth distribution in the range \([0, 150]\). The posterior distribution is constructed by weighting the generalized student’s \( t \) distributions of each state with the stationary probabilities of the states in the fitted HMM. The ground truth normal distributions are similarly weighted with the known stationary probabilities of states.

B. Generation of sequences from the ground truth model

Execution sequences are generated from the ground truth model defined as a three state Markov model, where transition probabilities between states are in the range 0.1-0.8. Each sequence is constructed from five clusters, and each cluster is constructed from the segments of length within interval \([50, 300]\). One of the clusters does not appear until after the first 1000 job indices, which means it is not in the preprocessing section. The execution time samples for each cluster and its respective segments, are generated according to a three state Markov Model, such that each state is characterized by a Gaussian emission distribution with a mean randomly generated from one of the three following uniform ranges \([25, 50]\), \([65, 80]\) and \([95, 120]\) respectively and standard deviations within the range \([2, 6]\). The cluster means are ordered, so that if the mean of a state in cluster A is lower than the mean of the same state in cluster B, \( \mu_{n,A} < \mu_{n,B} \), then the same relation applies to the other states’ means in these clusters. The reason for this is that points of model change are not as accurately found when the state means of two clusters move in opposite directions. This is likely due to the construction of the GLR of segments as the sum over the states.

C. Results

1) Preprocessing step: In Fig. 3 we show means and standard deviation of the estimate, i.e. the posterior generalized student’s \( t \) distributions of the resulting clusters as black lines. We also show the means and standard deviations of the ground truth clusters as red lines. For sequence 2, four states are identified, and the state with the lowest stationary probability is displayed in cyan. In Fig. 3 points of model change are also visible. KL divergence measures along the sequences are displayed, in black for the preprocessing section. Mean KL divergence measures for each cluster and for the preprocessing section are displayed in Table III.
2) Online adaptive process: The means and standard deviations of the posterior generalized student’s t distributions during the adaptive process are displayed in blue in Fig. 5 for four sequences. These are shown in relation to the known means and standard deviations of the normal distributions in the true clusters in red. For sequence 2, the HMM identification finds four states, and the state with the lowest stationary probability is displayed in cyan. In Fig. 3 the points of model change are also visible.

The left column displays the result when applying EST_FP, the full process, to four test sequences. Creation of new clusters is indicated with black vertical lines, and merging of clusters is marked with red vertical lines. The middle column shows the result when applying EST_NCM, without creation and merging of clusters, but with adaptive cluster updates for the same sequences. The right column displays the result when applying EST_SP, with only switching between the preprocessing clusters.

The KL divergence from the distribution constructed from the posterior generalized student’s t distributions to the distribution constructed from ground truth Gaussian distributions is calculated. When constructing the distributions, the emission distributions are weighted with the estimated and known stationary probabilities respectively. The KL divergence is calculated for each job index in each sequence for the three versions of the adaptive process. Results are displayed in Fig. 5. Means are calculated for each ground truth cluster and for the entire adaptive part of the sequence, and presented in Table IV. In sequences 1, 3 and 4, EST_SP has a better average fit (lower average KL divergence measure), as can be seen in the “All clusters” row of the tables. We also look at the average KL divergence of clusters not appearing in the preprocessing portion, that is Cluster 5 for all sequences, and for sequence 2 additionally Cluster 2. Here we see that EST_FP has lower KL divergence measures than EST_SP in four out of the five new clusters. For the EST_NCM, the KL divergence is lower for all five new clusters. EST_FP and EST_NCM appear to be roughly equivalent for new clusters, with the EST_NCM having lower KL divergence scores in three out of five new clusters.

D. Discussion

The KL divergence in the adaptive section is in the range of 2-10 times larger than in the preprocessing section in our experiments, for all three versions of the adaptive process. A larger KL divergence is expected from a less computationally expensive approach.

The fact that EST_SP performs better than the versions with cluster updates for clusters available at the preprocessing step indicates that there is some deterioration of the estimates, possibly due to erroneous estimates of the points of cluster change.

It can be noted that in some segments, the estimated means of the states with the highest and lowest means tend to move towards the middle state in the three state HMM, coinciding with a higher standard deviation. This is likely due to samples generated by the middle state distribution resulting in occupancy probabilities significantly higher than zero for an additional state. When these samples are weighted into the sufficient statistics of the lower or higher state, the posterior distribution is affected in this manner.

The choice of prior distribution has a similar influence on the posterior estimates. In the proposed method, the prior distribution is based on the HMM fitted to the preprocessing section. For portions of the execution time trace that deviate significantly from the preprocessing section, the posterior estimates will have a mean that is drawn towards the prior mean, and a variance that is overestimated due to the prior pseudo observations acting as outliers.

E. Limitations and future evaluation goals

The main limitation of the evaluation is that it has been performed with synthetic data, where the execution time samples are generated from ground-truth distributions with instantaneous cluster changes at specified points in time. The main reason for this choice was the controllable experiment setup where the ground truth model is known. One of the sensitive design choices of the experiment is evident in the generation of the ordered means within the clusters, which should be generalised in the future evaluations. Also, at the moment we cannot be certain that the results are valid for more realistic use cases and this will be addressed in the future work.

VII. Conclusion and future work

In this paper, we proposed a method to adjust at runtime an HMM aimed at characterizing the execution time of a task, with a limited time complexity. The posterior execution-time distributions obtained through the proposed approach could
Fig. 3: True and predicted distributions for four sequences, with the three different versions of the process. KL divergence measures along the sequences are displayed.
be used to assess several real-time properties of a system, e.g., estimating the deadline miss probabilities, but further investigations are needed, and devoted to future work.

The results from the evaluated synthetic test cases indicate that the proposed method is capable of adapting the estimates at runtime, such that the estimated distribution tracks the ground truth distribution used to generate the execution time samples. The similarity between the estimated and ground truth distributions are evaluated by calculating the Kullback-Leibler divergence. In some cases we can see biased means and increasing standard deviations in the posterior distribution. Future work will investigate the possibility of introducing regularization to limit the increase in the standard deviation. Furthermore, a more extensive evaluation will be performed on real applications, e.g., computer vision, robotics, or control use cases, to better assess the ability of the proposed approach to provide meaningful information on the execution time distributions of complex real-time applications.
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