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The IEEE Time-Sensitive Networking (TSN) standards offer a promising solution to deal with the 
challenge of supporting high-bandwidth, low-latency, and predictable communication in 
distributed embedded systems. Although TSN provides a gate mechanism to support the low-
jitter transmission of high-priority time-triggered traffic, it also brings complexity to the network 
design as the configuration of such mechanism together with support for low-priority transmis-
sion is non-trivial. Moreover, the combination of the gate mechanism and the Credit-Based 
Shaper (CBS) mechanism in TSN deals with many configuration parameters, hence finding 
the most suitable configuration is complex. To avoid this complexity, the Best-Effort (BE) class 
is sometimes used as an alternative channel to the classes that undergo the CBS mechanism, 
through which the real-time traffic without strict deadlines is transmitted with a minimum level 
of Quality of Service (QoS). On the other hand, end stations that operate based on legacy 
communication standards might not support TSN’s traffic shaping mechanisms, hence network 
designers may need to assign legacy traffic to use the BE class in a TSN network. 

To the extent of our knowledge, there is no mechanism to support QoS of the BE traffic class 
in a TSN network. In order to utilize the BE class as an alternative to other classes, for instance 
for timing-sensitive traffic, meeting the timing requirements of the traffic must be guaranteed. 
Therefore, the work in this thesis aims at developing techniques and solutions to support QoS 
of the lower-priority classes in TSN. In this regard, this work improves the scheduling of high-
priority time-triggered traffic to reduce the latency of BE traffic and develops techniques to 
verify the timing properties of BE traffic considering the impact of all other traffic classes in 
TSN. Furthermore, the work in this thesis extends the existing end-to-end data-propagation 
delay analysis for distributed real-time systems based on TSN networks.

Finally, the proposed techniques are verified and their applicability is demonstrated using 
automotive application use cases. 
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"Do the difficult things while they are easy and
do the great things while they are small.
A journey of a thousand miles must begin with a single step."
Lao Tzu
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Abstract

The IEEE Time-Sensitive Networking (TSN) standards offer a promising so-
lution to deal with the challenge of supporting high-bandwidth, low-latency,
and predictable communication in distributed embedded systems. Although
TSN provides a gate mechanism to support the low-jitter transmission of high-
priority time-triggered traffic, it also brings complexity to the network design
as the configuration of such mechanism together with support for low-priority
transmission is non-trivial. Moreover, the combination of the gate mechanism
and the Credit-Based Shaper (CBS) mechanism in TSN deals with many con-
figuration parameters, hence finding the most suitable configuration is com-
plex. To avoid this complexity, the Best-Effort (BE) class is sometimes used as
an alternative channel to the classes that undergo the CBS mechanism, through
which the real-time traffic without strict deadlines is transmitted with a mini-
mum level of Quality of Service (QoS). On the other hand, end stations that op-
erate based on legacy communication standards might not support TSN’s traf-
fic shaping mechanisms, hence network designers may need to assign legacy
traffic to use the BE class in a TSN network.

To the extent of our knowledge, there is no mechanism to support QoS of
the BE traffic class in a TSN network. In order to utilize the BE class as an al-
ternative to other classes, for instance for timing-sensitive traffic, meeting the
timing requirements of the traffic must be guaranteed. Therefore, the work in
this thesis aims at developing techniques and solutions to support QoS of the
lower-priority classes in TSN. In this regard, this work improves the schedul-
ing of high-priority time-triggered traffic to reduce the latency of BE traffic
and develops techniques to verify the timing properties of BE traffic consid-
ering the impact of all other traffic classes in TSN. Furthermore, the work in
this thesis extends the existing end-to-end data-propagation delay analysis for
distributed real-time systems based on TSN networks. Finally, the proposed
techniques are verified and their applicability is demonstrated using automo-
tive application use cases.
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Sammanfattning

Standarderna för IEEE Time-Sensitive Networking (TSN) utgör en lovande
lösning för att hantera utmaningarna med att stödja hög bandbredd, låg latens
och förutsägbar kommunikation i distribuerade inbyggda system. Även om
TSN tillhandahåller en grindmekanism för att stödja låg-jitter-överföring
av högprioriterad tidsutlöst trafik, medför det samtidigt ökad komplexitet i
nätdesignen, speciellt konfigurationen av mekanismerna tillsammans med
stöd för lågprioriterad överföring. Kombinationen av grindmekanismen
och mekanismen för Credit-Based Shaper (CBS) i TSN innefattar många
konfigurationsparametrar, vilket gör det svårt att hitta den lämpligaste
konfigurationen. För att undvika denna komplexitet används klassen
Best-Effort (BE) ibland som en alternativ kanal för realtidstrafik utan
strikta deadlines. BE överförs med den lägsta servicekvaliteten (QoS).
Slutstationer baserade på äldre kommunikationsstandarder kanske inte
stöder TSN trafikformningsmekanismer, vilket leder till att konstruktörerna
måste tilldela denna trafik till BE -klassen i ett TSN -nätverk. Dock måste
användningen av BE för realtidstrafik garanteras när det gäller att uppfylla
tidskraven, till exempel svarstider och end-to-end latens. Därför syftar
arbetet i denna avhandling till att utveckla tekniker och lösningar för att
stödja QoS för de lägre prioriterade klasserna i TSN. Detta arbete förbättrar
schemaläggningslösningarna för högprioriterad tidsstyrd trafik för att
minska latens för BE-trafik. Förutom dettta, utvecklas i denna avhandling
tekniker för att verifiera tidsegenskaperna för BE-trafik med hänsyn till
effekterna av alla andra trafikklasser i TSN. Vidare utökar arbetet i denna
avhandling den befintliga latensanalysen för end-to-end-dataöverföring i
distribuerade realtidssystem baserade på TSN-nätverk. Slutligen verifieras
och demonstreras tillämpningen av de föreslagna teknikerna genom
användningsfall för fordonstillämningar.
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Chapter 1

Introduction

Advanced functionality and features in many applications of embedded
systems require high-bandwidth real-time communication among the
embedded processors. For example, considering the automotive domain,
where autonomous vehicles use several high data-intensive sensors, e.g.,
video cameras, radars, lidars, ultrasonic sensors, to mention a few [1]. The
large amount of data acquired from these sensors needs to be processed and
communicated among the Electronic Control Units (ECUs). For many years,
legacy communication protocols, such as Controller Area Network (CAN) [2],
have been widely used to provide real-time on-board communication in the
automotive domain.

These communication protocols have been reliable for the existing vehic-
ular systems, but they cannot satisfy the requirements of the future’s complex
vehicular systems. For instance, realization of a higher level of autonomy in
the vehicles is conditioned to handling high data-rate sensor readings to gather
information of the vehicle environment while driving, and acting in real-time
accordingly [3]. Moreover, the communications system need to be flexible to
allow accommodation of new functions over time.

Time-Sensitive Networking (TSN) [4, 5, 6] standards have emerged as an
attractive solution to meet the high-bandwidth and real-time communication
requirements in these advanced applications of embedded systems. These stan-
dards enhance Switched Ethernet with deterministic properties. More specifi-
cally, TSN supports hard real-time, high bandwidth with low latency and low
jitter traffic via a set of features. These features include offline scheduled
time-triggered traffic, resource reservation for different classes of traffic, and
clock synchronization, among others. Besides, it enables integrating diverse
connected services with a wide range of criticality in an automotive network,
ranging from the utmost critical functions, such as airbag, steering, and brak-
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22 1.1. Motivation and Research Challenges

ing control, to non-critical value-added functions, such as video streaming.

1.1 Motivation and Research Challenges

Guaranteeing the predictability of the critical functions, while supporting a
high level of Quality of Service (QoS) for non-critical functions is a chal-
lenge in the design of automotive systems [1, 7]. The most prominent TSN
mechanisms, such as the Time-Aware Shaper (TAS) for Scheduled Traffic (ST)
class and Credit-Based Shaper (CBS) for Audio-Video Bridging (AVB) traffic
classes, are deemed effective in meeting this challenge.

Moreover, using the Best-Effort (BE) traffic class to communicate traffic
with no strict deadlines is beneficial for integration of the legacy traffic that
have no strict timing guarantees with TSN networks. This is a cost-effective
solution for plug & play enhancement of the existing vehicular networks. Since
only TSN replaces the existing networks, and the important legacy end stations
can continue to be in use. Then, the designers can configure the TSN network
to communicate traffic from legacy end stations through the BE class.

However in practice, adopting the TSN mechanisms using the legacy
guidelines raises new challenges. Realizing easy to use design frameworks for
TSN is essential for wide adaption of TSN in the industry. The contributions
in this thesis aim at improving the design flexibility, and simplify the design
process of TSN networks. In this thesis, we address three of these challenges:

1. The configuration complexity of various traffic shaping mechanisms in
large scale network scenarios;

2. Integrating TSN networks in the legacy automotive systems; and

3. Timing verification of TSN-based distributed embedded systems.

The first challenge refers to the fact that TSN promises flexibility in co-
ordinating various traffic classes with different criticality levels at the cost of
increasing network configuration complexity. In return, it leads to increased
complexity in the workload of the network designers, as they need to configure
traffic shaping mechanisms. The complexity lies in finding the most suitable
settings for each traffic shaping mechanism, which can become untraceable in
case of larger topology or utilizing a combination of different shaping mecha-
nisms.

An alternative solution to handle the configuration complexity is to avoid
unnecessary assignment of some traffic to pass through shaping mechanisms.
Consequently, these traffic are allocated to the rest of the TSN classes, i.e.,
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Chapter 1. Introduction 23

BE, which has no QoS preservation by the shaper mechanisms. Hence, for
the sake of simplifying the development process, in practice only some TSN
mechanisms are selected. For example, only ST and BE classes are utilized to
avoid complexities of CBS. Therefore, ensuring QoS of BE is highly important
in the early applications of TSN in industry.

QoS of the BE class cannot be directly controlled, but a careful configu-
ration of the shaped traffic can indirectly contribute to the overall QoS of the
network even for the lowest priority traffic. Besides, this solution provides
flexibility to design, configure and develop efficient TSN applications. A less
complex configuration process will lead to faster network design and develop-
ment which in turn affects the time-to-market of the solution, positively. This
is convenient to industries that tend to provide new solutions to the users in the
earliest time.

The second challenge is the integration of the legacy automotive systems
to the TSN-based network. Although integrity of the legacy systems with the
modern networks needs to be anticipated by the TSN standards, but the net-
work designers can utilize the existing TSN features in a way to include such
systems efficiently. For example, BE class can be utilized for communication
of the traffic from such systems.

The third challenge lies in timing analysis over multiple end stations that
communicate over TSN, which is an essential challenge in development of
reliable TSN-based distributed automotive systems. The ambiguities in the
standards make the end-to-end analysis of the data propagation through dif-
ferent TSN classes difficult. Because, calculating the end-to-end delays for
the propagation of data through the chain of tasks which utilize different TSN
classes requires different approaches. However, this problem can be handled
by proper implementation of the end-to-end data-propagation delay analysis.

In summary this thesis takes the BE class as an alternative channel for the
traffic that do not have strict timing requirements but require to satisfy a certain
level of QoS. We assume that QoS of BE must be guaranteed to meet the timing
requirements of the system. The first challenge to realize this is that there is
no mechanism to preserve the QoS of BE. Secondly, there are no timing and
schedulability analysis techniques for TSN which support BE traffic.

1.2 Research Goal

In this thesis, we present solutions and techniques contributing to the following
Research Goal (RG):

Research Goal: Developing techniques to support scheduling and
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24 1.3. Research Process

timing verification of TSN networks while considering the Quality
of Service in low-priority traffic.

The main RG can be refined into three Sub-Goals (SGi) as follows.

• SG1: To develop scheduling solutions for ST traffic that reduce the re-
sponse times of BE traffic.

• SG2: To develop techniques to calculate bounds on the response times
of BE traffic considering the impact of higher priority traffic in TSN
networks.

• SG3: To develop techniques to verify the end-to-end delays of various
traffic classes in TSN networks.

1.3 Research Process

We use the hypothetico-deductive [8] research method for computer science.
Figure 1.1 shows the research process.

Figure 1.1: Research Methodology.

• The state-of-the-Art Review: In this stage, we performed an extensive
state-of-the-art review on the schedulability analysis, schedule synthesis,
and the existing simulation and modelling approaches.
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Chapter 1. Introduction 25

• Problem Formulation: In this stage, we defined the overall research
goal and subsequently the research sub-goals according to the research
motivation. Besides, the challenges to fulfill the research sub-goals were
identified.

• Solution Proposal: Novel solutions which address each research sub-
goal were discussed and proposed. The implementation challenges for
the solutions were identified. Consequently, the most feasible solution
was selected to go through for the next step.

• Solution Implementation The selected solutions from the previous
stage were implemented. Meanwhile, the reusability of the
implemented solution was taken into account.

• Solution Evaluation: The solution was evaluated by an appropriate use
case and approach, such as experimental, simulation, or theoretical anal-
ysis methods. We selected the most commonly used use cases and data
sets in the vehicular embedded systems domain.

• Discussion and Validation This research was instantiated in a close col-
laboration with industrial partners: Volvo CE1 and Arcticus Systems2.
Therefore, in the process of this research, we received the industrial part-
ners’ feedback through discussions. The evaluation of solutions were
conducted based on automotive use-cases. The evaluation results were
discussed and their validity was examined. If the evaluation results were
judged to require revision, we traced back to identify the source by con-
tinuing the state-of-the-art review. Furthermore, in such case, the re-
search process was reiterated by refining the current solution, or defin-
ing a new solution. Finally, if the evaluation results were accepted, the
process was finished by publishing the proposed solution.

The chapters of the thesis are organized as follows. Chapter 1 describes
motivation for the thesis research and the challenges of developing vehicular
embedded systems based on TSN. Then, the research goal and the research
process are presented. Chapter 2 is a background review. Chapter 3 presents
the thesis contributions and the extent of their applicability to the industrial
needs. Chapter 4 gives an overview of the state of the art on schedulability
analysis, schedule and gap synthesis, data-propagation delay analysis, simula-
tion and modelling, all in the context of TSN. Finally, Chapter 5 concludes the

1https://www.volvoce.com/
2https://www.arcticus-systems.com/
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thesis and points towards the possible future research. Afterwards, in Part II
the papers included in this thesis are presented.
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Chapter 2

Background

This chapter describes the background for the work presented in this thesis.

2.1 Embedded Systems

An embedded system is a combination of embedded hardware and embed-
ded software [9]. The embedded hardware has usually limited available elec-
trical and/or mechanical resources, such as memory, processing units, com-
munication interface, sensors and actuators. An embedded hardware can be
implemented as a micro-controller, Single-Board Computer (SBC) or Field-
Programmable Gate Arrays (FPGA). Besides, an embedded software can be
developed in a way to run a simple closed-loop function that utilizes the em-
bedded hardware’s available resources, such as in home appliance; or can be
developed based on the communication between multiple embedded systems
as a part of a bigger system and coordinate between different functionalities,
i.e., in a vehicular control system.

2.1.1 Distributed embedded systems

A distributed embedded system is an embedded system in which the system’s
functionality is distributed over multiple nodes (end stations) that are con-
nected via a bus or a network. An example is shown in Figure 2.1, where the
distributed embedded system consists of four nodes: two sensor nodes, one
processing node and one actuation node. The nodes are assumed to be con-
nected via an onboard network. In order to provide the desired functionality,
the sensor data is sent to the processing node by the sensor nodes. The pro-
cessing node then performs the desired computations and sends the computed
data to the actuation node.

27

Chapter 2

Background

This chapter describes the background for the work presented in this thesis.

2.1 Embedded Systems

An embedded system is a combination of embedded hardware and embed-
ded software [9]. The embedded hardware has usually limited available elec-
trical and/or mechanical resources, such as memory, processing units, com-
munication interface, sensors and actuators. An embedded hardware can be
implemented as a micro-controller, Single-Board Computer (SBC) or Field-
Programmable Gate Arrays (FPGA). Besides, an embedded software can be
developed in a way to run a simple closed-loop function that utilizes the em-
bedded hardware’s available resources, such as in home appliance; or can be
developed based on the communication between multiple embedded systems
as a part of a bigger system and coordinate between different functionalities,
i.e., in a vehicular control system.

2.1.1 Distributed embedded systems

A distributed embedded system is an embedded system in which the system’s
functionality is distributed over multiple nodes (end stations) that are con-
nected via a bus or a network. An example is shown in Figure 2.1, where the
distributed embedded system consists of four nodes: two sensor nodes, one
processing node and one actuation node. The nodes are assumed to be con-
nected via an onboard network. In order to provide the desired functionality,
the sensor data is sent to the processing node by the sensor nodes. The pro-
cessing node then performs the desired computations and sends the computed
data to the actuation node.

27

25



28 2.2. Real-time Systems

Figure 2.1: An example of distributed embedded system in a vehicle.

2.2 Real-time Systems

A real-time system is a system that is required to provide logically correct
response (output) at correct times. In other words, these systems are required
to meet all timing requirements that are specified on them. These systems can
be categorized into hard and soft real-time systems. In a hard real-time system,
missing a timing requirement can result in the system’s failure. In contrast, a
soft real-time system can tolerate infrequent violation of a timing requirement
at the cost of degraded performance or quality of service.

2.3 Real-time Communication

2.3.1 Switched Ethernet

Switched Ethernet is an Ethernet-based network communication protocol
where each switch in the network features a limited number of First-In-First-
Out (FIFO) queues at the egress ports. Each queue can be associated to a
priority, hence a message is transmitted by the queue corresponding to its
priority level and transmitted based on its arrival time in the FIFO queue.

2.3.2 Time-sensitive Networking (TSN)

The IEEE TSN standards are based on the Switched Ethernet protocol. These
standards provide real-time guarantees for ST by the TAS mechanism and
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band-width reservation for AVB traffic by the CBS mechanism. In the fol-
lowing sections, these mechanisms are introduced.

2.3.2.1 Time-aware Shaper (TAS)

A significant feature of the TSN standards is the TAS mechanism, an architec-
ture to arbitrate traffic based on the priorities assigned to them. The class
types assigned to TSN messages is recognized through a three-bit Priority
Code Point (PCP) value in IEEE TSN 802.1Q [10] compatible frame head-
ers. There are eight priority classes as defined by the TSN standards. The
three-bit PCP values associated with each of the priorities in TSN are shown
in Table 2.1. The value of PCP indicates the priority of traffic class.

Table 2.1: Priority Code Point (PCP).

PCP Value
000 Background (BK)
001 Best-effort (BE)
010 Excellent-effort (EE)
011 Critical Application (CA)
100 AVB, B
101 AVB, A
110 Internetwork Control (IC)
111 Scheduled Traffic (ST/NC)

The IEEE 802.1Qbv standard [5] provides real-time guarantees for ST
class by the TAS mechanism. The standard’s architecture dedicates a queue to
each TSN traffic class, which are controlled by a transmission selection known
as gate mechanism. The example in Figure 2.2, illustrates the block diagram of
the TAS mechanism, in which Q0, Q1, Q2 and Q3 correspond to classes ST or
Control Data Traffic (CDT), AVB classes A or B, and BE class, subsequently.
The Gate Control List (GCL) block contains fields associated with gates con-
trolling the output of each queue up to the ST hyperperiod. The hyperperiod
of the ST class is the least common multiple of the periods of all ST messages.
In the GCL, 1 represents the "open" state to allow transmission through the
queue, and 0 closes the gate to stop the transmission of a corresponding queue.

Moreover, the TSN standards enhance the Ethernet frame headers with the
gate mechanism. By including extra four bytes of data to an Ethernet frame’s
header, as shown in Figure 2.3. The header contains the PCP field that holds
the frame’s PCP value. This would allow passing TSN frames through their
dedicated queues. According to the PCP value specified in the TSN frame
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30 2.3. Real-time Communication

Figure 2.2: Time-Aware Shaper (TAS) block diagram.

header to each queue, the queue gate is enabled, which allows the data stored
in the queue to pass through the link.

Figure 2.3: Time-Sensitive Networking (TSN) frame.

Traffic types can be assigned to TSN queues according to the system re-
quirements. The most common traffic assignment policy is as follows. The
high-priority scheduled time-triggered traffic is assigned to the ST class. This
class is reserved for traffic with ultra-low latency demands, e.g., brake or en-
gine control systems. The middle priority traffic is assigned to the AVB class.
These classes are reserved for real-time applications with a high-bandwidth
utilization or without strict deadlines, i.e., video/audio streaming. The CBS
algorithm is applied to this traffic class to prevent bursts of transmission. The
low-priority traffic is assigned to the BE class. This traffic class has no real-
time guarantees and usually it can be used for periodic software updates, diag-
nostics, and data logging. Traffic with no TSN standards support, which might
have non-strict real-time requirements, is normally allocated to the BE queue.

2.3.2.2 Credit-based Shaper (CBS)

CBS applies to two of the TSN traffic classes: class A and B. Class A has
higher priority than class B. The transmission of these classes is arbitrated via
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credits. Each AVB class has a credit parameter which is defined according
to the utilization or manually by the user. The credit can have four different
states: idle, sending, stopped, or replenishing. A message from Classes A
and B can be forwarded when the credit is zero or positive. In this case, the
credit changes to the sending state, where the credit value is decreased with
predefined rate, called the "send slope". When the credit is at the idle state,
the credit value is increased with a rate specified by the "idle slope". When
the message is preempted by other messages belonging to an express class,
the credit is at the stopped state and the credit value freezes [11]. After the
transmission of the message is completed the credit replenishes back to zero
only if it was negative.

2.4 Schedulability Analysis

Schedulability analysis techniques show if all tasks within the real-time system
will meet their timing requirements, e.g., deadlines. There are various schedu-
lability analysis techniques, such as Response Time Analysis (RTA) [12], net-
work calculus [13], eligible intervals [14, 15] and machine-learning-based ap-
proach [16, 17, 18]. We further elaborate on RTA which is the schedulability
analysis technique focused in this thesis. RTA allows to compute worst-case
response times of tasks in a node or messages in a network. These response
times are then compared with the corresponding timing requirements (dead-
lines). If the computed worst-case response time of each task or message is
smaller than or equal to the corresponding deadline then the system or the
network is said to be schedulable respectively.

2.5 Data-propagation Delays

Real-time systems are often modelled with chains of tasks. In order to verify
the timing behavior of these chains, not only their end-to-end response times
need to be calculated and compared against the corresponding deadlines, but
also the end-to-end data-propagation delays (age and reaction) should be cal-
culated and compared with the corresponding age and reaction constraints.
Consider a task chain consisting of three tasks τ1, τ2 and τ3, as shown in Fig-
ure 2.4. The tasks in this chain are activated independently. The periods of
activation for tasks τ1, τ2 and τ3 are 8 ms, 8 ms and 4 ms, respectively. The
Worst Case-Execution Time (WCET) of each task is assumed to be 1 ms. For
simplicity, we assume that the priority of τ1 is higher than the priority of τ2 and
the priority of τ2 is higher than the priority of τ3. The tasks use register-based
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communication, i.e., they communicate to each other and to their environment
by means of writing data to and reading from the registers. The registers are of
non-consuming type. This means that data stays in the register after the reader
has read the data. Furthermore, the registers are over-writable, i.e., if the writer
is faster than the reader then new data can be overwritten on the previous data
in the register before the reader has read the previous data. The data read by
τ1 from Reg-1 corresponds to input of the chain. Similarly, the data written to
Reg-3 by τ3 corresponds to output of the chain.

Figure 2.4: An example of a task chain that uses register-based communication.

As the tasks are activated independently and some tasks have different pe-
riods, the data can traverse through the chain via multiple paths from the input
to the output of the chain as shown in Figure 2.5. These paths are called timed
paths. Due to multiple timed paths, there can be various delays that the data
can experience from the input to the output of the chain. Two such delays
that are common in the automotive systems are age and reaction delays [19].
The age delay is the time elapsed between the arrival of data at the input and
the latest availability of the corresponding data at the output. In the age delay
analysis, we are interested to identify the longest time difference between the
input data and the last sample of corresponding output data. In addition, the
reaction delay corresponds to the earliest availability of the data at the first in-
stance of the output corresponding to the data that just missed the read access
at the input. Possible age and reaction delays for the chain in Figure 2.4 are
shown in Figure 2.5. The age delay is important, in particular, for control ap-
plications where freshness of the data is of value. Whereas, the reaction delay
is important in the applications where the first reaction to the input is of value.

Although the data-propagation delays are discussed in the context of
single-core processors, these delays are equally valid in distributed embedded
systems. Let us consider a distributed task chain in a distributed embedded
system depicted in Figure 2.6, where two nodes are connected via a network.
In this example, the tasks are activated periodically with periods of 6ms and
3ms, respectively. Task τ1 in Node 1 sends a message to task τ2 in Node 2
through the network.

Depending on the type of network, we may have different possible data
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Figure 2.5: Age and Reaction delays in the task chain depicted in Figure 2.4.

1 1m 2

ms

Figure 2.6: A multi-rate chain in a distributed embedded system.

path from the sender task to the receiver task. For example, when the network
in not capable of initiating communication independent of the nodes, a mes-
sage can only be queued for transmission at the network interface when the
sending task sends it. This is the case of many network protocols, including
CAN [20]. In this case, the message inherits period from its sender task. Fur-
thermore, the data paths in a distributed task chain also depends upon if the
network supports synchronization of nodes (e.g., Switched Ethernet) or not
(e.g., CAN network). Figure 2.7 shows an execution trace when the nodes are
synchronized in the system shown in Figure 2.6. The age and reaction delays
in this distributed chain are also identified in Figure 2.7.

A possible execution trace of the distributed task chain in Figure 2.6 when
the nodes are not synchronized is shown in Figure 2.8. To create worst case
conditions when the nodes are not synchronized, we assume that the message
receiving task τ2 is activated “just before" the message is received at the re-
ceiver node. Hence, the current instance of τ2 will miss the read access of the
message. The message will be read by the next instance of τ2 as shown in
Figure 2.8. The corresponding age delay is also identified in this figure. To
increase readability, we draw the same execution trace separately for the case
of reaction delay in the distributed task chain (shown in Figure 2.6) when the
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Figure 2.7: A possible execution trace for the distributed embedded system example
shown in Figure 2.6 when source and destination nodes are synchronized.

nodes are not synchronized as depicted in Figure 2.9.

Figure 2.8: A possible execution trace for the distributed embedded system example
shown in Figure 2.6 when source and destination nodes are not synchronized (age
delay).
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Figure 2.7: A possible execution trace for the distributed embedded system example
shown in Figure 2.6 when source and destination nodes are synchronized.

nodes are not synchronized as depicted in Figure 2.9.

Figure 2.8: A possible execution trace for the distributed embedded system example
shown in Figure 2.6 when source and destination nodes are not synchronized (age
delay).
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Figure 2.9: A possible execution trace for the distributed embedded system exam-
ple shown in Figure 2.6 when source and destination are not synchronized (reaction
delay).
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Figure 2.9: A possible execution trace for the distributed embedded system exam-
ple shown in Figure 2.6 when source and destination are not synchronized (reaction
delay).
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Chapter 3

Thesis contributions

The research contributions (RCi) in the thesis that address the research goal
are explained in the following sections.

3.1 Technical Contributions

In the following sections, we explain the research contributions of this thesis.

3.1.1 Contribution 1: Providing a solution to schedule TSN net-

work while supporting QoS for BE traffic

The first research contribution (RC1) in this thesis comprises a technique to
generate optimized schedules for TSN. The proposed technique is realized in
the form of a schedule generator that synthesizes feasible schedules for hard-
real-time ST traffic while considering the QoS for the BE traffic. RC1 ad-
dresses the sub-goal SG1 by providing a technique that gives the network de-
signers the flexibility to schedule the ST traffic, while assuring lower response
times for BE class.

3.1.2 Contribution 2: An automated configuration framework to

improve usability and scalability of the TSN networks

In the second research contribution (RC2), we propose a modular framework
to automate offline scheduling in TSN networks to facilitate the design-time
and pre-simulation automated network configurations as well as interpreta-
tion of the simulations results. The framework consists of four main modules,
namely 1) traffic generator; 2) schedule synthesizer; 3) automated configurator
and Graphical User Interface (GUI); and 4) results interpretation. Simulation
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38 3.2. Included Papers

tools can be very beneficial for the development of TSN-based systems at the
early stages. Hence, configuration of the TSN simulation tools is as com-
plex as configuration of a TSN network in practice. This framework integrates
the optimized TSN schedule generator developed in (RC1) with a widely used
TSN simulation tool (NeSTiNg plug-in). This allows to automatically generate
and visualize schedules for TSN switches from different perspectives, i.e, TSN
flows, GCL, and the gate states at an egress port. Therefore, the configuration
details are easily accessible, and consequently extraction of the response times
is facilitated. This research contribution addresses SG1.

3.1.3 Contribution 3: Extending the existing worst-case response-

time analysis for TSN to support BE traffic

We identify that the existing worst-case response-time analysis for TSN does
not support the BE traffic class. To address this gap in the state of the art,
the third research contribution (RC3) in this thesis extends the existing analy-
sis [21] to support BE traffic class. The extended analysis addresses the sub-
goal SG2.

3.1.4 Contribution 4: Extending the existing end-to-end

data-propagation delay analysis

We identify that the existing end-to-end data-propagation delay analysis [19,
22, 23] does not support the analysis of distributed real-time systems that uti-
lize TSN for network communication. Hence, the fourth research contribu-
tion (RC4) extends the existing analysis to support distributed task chains in
real-time systems that encompass all types of TSN traffic classes, including
the ST, AVB, and BE traffic classes. The extended analysis incorporates the
response-time analysis for the BE traffic class developed in RC3. This research
contribution addresses the sub-goal SG3.

3.2 Included Papers

The research contributions are encapsulated in four scientific publications
which are explained in the following subsections.
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Chapter 3. Thesis contributions 39

3.2.1 Paper A

Title: Synthesising Schedules to Improve QoS of Best-effort Traffic in TSN
Networks

Authors: Bahar Houtan, Mohammad Ashjaei, Masoud Daneshtalab, Mikael
Sjödin, Saad Mubeen.

Status: Published in the 29th International Conference on Real-Time
Networks and Systems (RTNS), 2021.

Abstract: The IEEE Time-Sensitive Networking (TSN) standards’
amendment 802.1Qbv provides real-time guarantees for Scheduled Traffic
(ST) streams by the Time-Aware Shaper (TAS) mechanism. In this paper,
we develop offline schedule optimization objective functions to configure
the TAS for ST streams, which can be effective to achieve a high Quality
of Service (QoS) of lower priority Best-Effort (BE) traffic. This becomes
useful if real-time streams from legacy protocols are configured to be
carried by the BE class or if the BE class is used for value-added (but
non-critical) services. We present three alternative objective functions,
namely Maximization, Sparse and Evenly Sparse, followed by a set
of constraints on ST streams. Based on simulated stream traces in
OMNeT++/INET TSN NeSTiNg simulator, we compare our proposed
schemes with a most commonly applied objective function in terms of
overall maximum end-to-end delay and deadline misses of BE streams.
The results confirm that changing the schedule synthesis objective to
our proposed schemes ensures timely delivery and lower delays in BE streams.

3.2.2 Paper B

Title: An Automated Configuration Framework for IEEE 802.1 Time
Sensitive Networking

Authors: Bahar Houtan, Albert Bergström, Mohammad Ashjaei, Masoud
Daneshtalab, Mikael Sjödin, Saad Mubeen.

Status: Published in the 22nd IEEE International Conference on Indsutrial
Technology (ICIT), 2021.
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Abstract: Designing and simulating large networks, based on the Time
Sensitive Networking (TSN) standards, require complex and demanding
configuration at the design and pre-simulation phases. Existing configuration
and simulation frameworks support only the manual configuration of
TSN networks. This hampers the applicability of these frameworks to
large-sized TSN networks, especially in complex industrial embedded system
applications. This paper proposes a modular framework to automate offline
scheduling in TSN networks to facilitate the design-time and pre-simulation
automated network configurations as well as interpretation of the simulations.
To demonstrate and evaluate the applicability of the proposed framework,
a large TSN network is automatically configured, and its performance
is evaluated by measuring end-to-end delays of time-critical flows in a
state-of-the-art simulation framework, namely NeSTiNg.

3.2.3 Paper C

Title: Schedulability Analysis of Best-effort Traffic in TSN Networks

Authors: Bahar Houtan, Mohammad Ashjaei, Masoud Daneshtalab, Mikael
Sjödin, Sara Afshar, Saad Mubeen.

Status: Published in the 26th IEEE International Conference on Emerging
Technologies and Factory Automation (ETFA), 2021.

Abstract: This paper presents a schedulability analysis for the Best-Effort
(BE) traffic class within Time Sensitive Networking (TSN) networks. The
presented analysis considers several features in the TSN standards, including
the Credit-Based Shaper (CBS), the Time-Aware Shaper (TAS) and the frame
preemption. Although the BE class in TSN is primarily used for the traffic
with no strict timing requirements, some industrial applications prefer to
utilize this class for the non-hard real-time traffic instead of classes that
use the CBS. The reason mainly lies in the fact that the complexity of TSN
configuration becomes significantly high when the time-triggered traffic via
the TAS and other classes via the CBS are used altogether. We demonstrate
the applicability of the presented analysis on a vehicular application use case.
We show that a network designer can get information on the schedulability
of the BE traffic, based on which the network configuration can be further
refined with respect to the application requirements.
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3.2.4 Paper D

Title: Supporting End-to-end Data-propagation Delay Analysis for TSN Net-
works
Authors: Bahar Houtan, Mohammad Ashjaei, Masoud Daneshtalab, Mikael
Sjödin, Saad Mubeen

Status: Mälardalen Real Time Centre (MRTC) Technical Report, Report Nr.
MDH-MRTC-339/2021-1-SE, Mälardalen University Press, Sweden, pending
submission to a Journal.

Abstract: End-to-end data-propagation delay analysis allows verification
of important timing constraints, such as age and reaction, that are often
specified on chains of tasks and messages in real-time systems. We identify
that the existing analysis does not support distributed task chains that include
the Time-Sensitive Networking (TSN) messages. To this end, this paper
extends the existing analysis to allow the end-to-end timing analysis of
distributed task chains that include TSN messages. The extended analysis
supports all types of traffic in TSN, including the Scheduled Traffic (ST),
Audio Video Bridging (AVB), and Best-Effort (BE) traffic. Furthermore, the
extended analysis accounts for the synchronization among the end stations
that are connected via TSN. The applicability of the analysis is demonstrated
using an automotive-application case study.

3.3 Mapping of Research Goal to Contributions and

Publications

This section provides the mapping among the research goal, the sub-goals, the
research contributions and the publications. As it can be seen in Figure 3.1,
there is a one-to-one mapping between the research contributions and pub-
lications. Both research contributions RC1 and RC2 address sub-goal SG1.
Whereas, the research contributions RC3 and RC4 address sub-goals SG2 and
SG3 respectively.
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Figure 3.1: Mapping among the research sub-goals, research contributions and pub-
lications.
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Chapter 4

State-of-the-Art Review

This chapter presents state of the art in: (i) schedulability analysis; (ii) schedule
and gap synthesis; (iii) data propagation delay analysis; and (iv) TSN simula-
tion and modeling approaches.

4.1 Schedulability Analysis

This section presents the existing techniques for the schedulability analysis
of TSN networks. In general, there are four main techniques, including: (1)
response-time analysis; (2) network calculus; (3) the concept of eligible inter-
vals; and (4) TSN verification based on a machine learning technique.

Figure 4.1 shows a timeline of the existing schedulability analysis ap-
proaches. According to [7], the focus of the first works in the existing schedu-
lability analysis has evolved from only supporting CBS to more sophisticated
models, which include the combination of CBS with time-triggered traffic and
frame preemption support. Moreover, the most recent works, e.g., [21], [24]
and [25], include the support for preemption in the schedulability analysis for
networks based on TSN standards.

4.1.1 Response-time Analysis

The work in [26] is one of the first works aiming at the utilization of Ethernet
AVB for in-vehicle communication applications. The proposed response-time
analysis only supports CBS. In such a system model, traffic passing through
class A is assumed to be the highest priority traffic. Hence, the interference by
any traffic by higher priority than class A is not considered.

The response time analysis has been further developed by some later works
such as the work in [27] to support the hard real-time time-triggered traffic
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Figure 4.1: Timeline of schedulability analysis techniques for TSN since 2014.
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in TSN, which needs to be shaped by deterministic traffic shaper mechanisms
such as TAS or the peristaltic shaper. A comparison between these two shapers
in [27] showed that shaping the hard real-time traffic based on the peristaltic
shaper can cause larger blocking times on the message under analysis. Hence,
the work in [28] was extended for TAS to provide a worst-case response-time
analysis with the support for preemption.

The work in [29] considered the CBS, and TAS mechanisms in combina-
tion, where the TAS mechanism was a variation of the TSN standard. Fur-
thermore, the work in [21] proposed a worst-case response-time analysis that
takes into account TAS, CBS, and different variations of frame preemption
support (i.e., with and without Hold and Release mechanisms according to the
standard). Finally, the work in [30] introduced a worst-case traversal analysis,
that is based on a prior technique which introduced a system model allowing
multiple preemption levels [24].

4.1.2 Network Calculus

Network calculus is a well-known technique to calculate the worst-case delays
in networks. A network calculus analysis for AVB was introduced in [31].
Later, the work in [32] provided an approach to integrate the timing analysis
for the periodic time-triggered traffic and the rate-constrained sporadic traffic
in TTEthernet. Though TTEthernet has several similarities to TSN, it does not
feature the CBS mechanism.

Within the context of TSN, the works in [33, 34] considered the influence
of the scheduled traffic on the AVB traffic in preempted mode. The focus of
this work is to employ network calculus to find tighter worst-case delay bounds
for classes A and B. The work was further developed in [25] with an analysis
based on network calculus for the case of having multiple AVB classes in the
system model. It included the effects of traffic classes such as ST, A, and B.
Finally, the work in [35] presented a solution that utilizes the network calculus
to include the credit behaviour while generating ST schedules.

4.1.3 Machine-learning

An interesting approach for verification of TSN networks and their schedula-
bility analysis using machine learning techniques was followed in the works
presented in [16, 17]. This approach mainly focuses on verifying the feasibil-
ity of TSN configurations by combining a schedulability analysis and a ma-
chine learning technique. The work in [18] further improved the approach by
applying deep learning-based techniques. However, these techniques are not
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primarily proposed to provide predictability guarantees for TSN networks, yet
are interesting for verifying the TSN network configurations.

4.1.4 Eligible intervals

Besides the aforementioned works, a technique based on the concept of eligible
intervals was proposed in the context of AVB network, considering solely CBS
mechanism in [14]. Further, the work in [15] used the same concept to analyze
the delays of classes A and B in the presence of the ST class. However, using
this technique was not used in more complex models in TSN timing analysis.

To sum up, the previous schedulability analysis techniques for TSN ad-
dressed several features, but still limited to analysis for classes A and B. This
seems intuitive as the BE class was not supposed to be used for traffic with
deadline guarantees. However, to avoid the complexity of CBS traffic, the de-
signers of TSN applications might need to assign the BE class instead of CBS
as the class for the legacy traffic. In this thesis, we focus on the worst-case
response-time analysis, which is a predominant schedulability analysis tech-
nique in the industry, in particular, automotive domain [36, 37].

4.2 Schedule and Gap Synthesis

The scheduling problem for ST class of TSN has been perceived from two dif-
ferent aspects. Firstly, schedule synthesis focuses only on the constraints that
lead to the deterministic scheduling of the hard-real time ST frames. Similarly,
the gap synthesis ensures that ST frames satisfy the real-time requirements,
while it also regards other QoS factors of the TSN network. The following
sub-sections present the existing works regarding the schedule and gap syn-
thesis perspectives.

4.2.1 Schedule Synthesis

The TSN network designers can synthesize ST schedules and configure the
gates by the GCL to ensure the deterministic flow of ST frames. The schedule
synthesis approaches can be grouped into two branches as shown in Figure 4.2:
(i) Satisfiability Modulo Theorems (SMT) and Optimization Modulo Theorem
(OMT), and (ii) heuristics and meta-heuristic approaches. Most of the works
in the schedule synthesis use SMT solvers to search all the possibilities for the
best suitable ST schedules. SMT solvers are automated theorem provers to
prove satisfiability and validity of first-order logical statements by examining
each possible combination of variables in the search space. The output of the
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SMT solvers is a random value for the SMT variable that satisfies the specified
constraints. To improve scalability, some works have either used a new type
of optimized SMT solver called OMT or Mixed-Integer Programming (MIP).
The OMT Solvers have become popular as they enable optimizing SMT Solver
variables based on user-defined objective functions and allow to solve linear
optimization problems over satisfiable SMT formulas [38]. In the following,
the existing works in the literature are introduced.

Craciunas et al. [39] present an overview of the logical constraints that
play a role in generating schedules for the ST frames, such as constraints on
the allowed range of the frame offsets: (1) link; (2) stream; (3) end-to-end; and
(4) interleaving. These constraints are used by a constraint-based solver, such
as SMT/OMT, to generate offsets of the ST frames per link.

Hashemi et al. [40] take a more specific focus on facilitating network con-
figuration and the ease of modelling the TSN network. For example, the work
in [41] proposes a step-by-step modelling approach based on logic program-
ming for configuration, verification, and reconfiguration of TSN networks. The
proposed model is defined by Prolog language, which is a fact and rule-based
language and is proven to be applicable for modelling TSN network traffic. Be-
sides, the work in [42] introduces a graphical modelling tool, TSN Declarative
Network Manager (DNM). Furthermore, a method to model TSN networks is
proposed in [43, 44], which is compatible with eclipse 4diac framework, an
open source infrastructure for distributed industrial process measurement and
control systems [45].

The work in [46] proposes a heuristic Genetic Algorithm (GA) scheduling
scheme. The motivation to use GA is to decrease the schedule computation
time. The results comparison is made between the proposed GA and their
Heuristic List Scheduler (HLS). The GA dramatically outperforms HLS. In
another work by Pahlevan et al. [47] following the same constraints as their
previous work, they prove that computation speed and scalability of HLS out-
performs the widely used Integer Linear Programming approaches.

4.2.2 Gap Synthesis

Gap synthesis is a solution for creating porous ST schedules, and can effec-
tively address some QoS challenges in TSN networks. Five different aspects
of gap synthesis are introduced and discussed by Steiner et al. [48]: (i) a
priori schedule variation: defining a set of constraints on the ST offsets, to
force slack slots in the schedules.; (ii) a posteriori schedule variation: a less
computationally expensive method to gain slack slots by post-processing the
schedules synthesized for ST.; (iii) combined schedule variation: combination
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Figure 4.2: Overview of the schedule synthesis approaches
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of the first two methods.; (iv) interpretation: discretizing the time-line into
equally sized slots regarding the maximum frame size or system synchroniza-
tion precision. Specifying the transmission ratio of different traffic types based
on the time slots.; and (v) Combined Schedule Variation/Integration: the com-
bination of A, B, C, and D in three steps by firstly adding extra constraints,
then post-processing, and finally adjusting time slot ratios for time-triggered
and rate-constrained traffic.

Existing works apply gap synthesis for different applications. Pozo et
al. [49] investigate the generation of porous schedules to achieve a time span
for the execution of a link reparation post-processing procedure. In addition,
the work by Gavrilut et al. [50] proposed a two-stage approach for scheduling
ST traffic considering the best possible routing for the ST traffic, while taking
into account the schedulability of the AVB traffic (i.e., A and B). Furthermore,
Reusch et al. [51] propose a window-based schedule synthesis approach that
maximizes the remaining bandwidth. Since, the proposed solution requires
exclusion of the ST deadline miss constraint, it requires a post-processing iter-
ative optimization heuristic to transform schedules to not only generate gaps,
but to guarantee satisfaction of ST deadline. A similar work by Yang et al. [52]
aims at improving ST schedule with regards to the QoS of the rate-constrained
traffic.

4.3 Data Propagation Delay Analysis

Distributed real-time systems are often modelled with chains of tasks and net-
work messages. In order to verify the timing behavior of these chains, not only
their end-to-end response times need to be calculated and compared against
the corresponding deadlines, but also the end-to-end data-propagation delays
(age and reaction) should be calculated and compared with the corresponding
age and reaction constraints. These constraints were first discussed in [53] and
corresponding analysis was presented in [19, 23]. There are several later works
that have also presented the data-propagation delay analysis for different sys-
tems models [23, 54]. The work in [55] has considered the end-to-end delay
analysis for the distributed embedded systems using CAN as the communi-
cation protocol. Moreover, the work in [56] considers the systems that use
Ethernet networks. The work in [57] and [23] presented the end-to-end delay
analysis for automotive applications, where some of the techniques have been
also implemented in tools to support component-based software development,
e.g., [55] and [58].

The work in [59, 60] presents some open research problems to address
challenges that vehicular embedded software designers face when utilizing the
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existing industrial tools. For example, in case of modelling, timing verifi-
cation, simulation and testing and automotive code synthesis utilizing Rubus
ICE. Accordingly, different worst-case assumptions in the timing verification
of the distributed embedded systems will lead to over/under approximation of
the delays. However, in [59] the assumptions are discussed for the CAN pro-
tocol. Although in case of TSN standards, different assumptions need to be
considered, such as synchronization of the end stations, and the presence of
different shaping mechanisms for different TSN classes.

The work in [61], proposes timing models from component-based multi-
criticality vehicular embedded systems, which are applicable to be utilized to
model and analyze different communication protocols. Although, the proposed
scheme in [61] is applicable to be adapted for TSN networks but it has not pro-
vided any details on how the model can be utilized based on TSN mechanisms.

Finally, the work in [62] is based on the aforementioned works with the
focus on end-to-end analysis at a higher abstraction level according to Rubus
Component Model (RCM). RCM was chosen over AUTOSAR due to being
lighter in terms of execution time and memory consumption, besides providing
more low-level details.

To the best of our knowledge, there is no work in the literature to con-
sider a TSN network and the traffic classes according to the TSN standards in
a distributed embedded system with timing analysis of various end-to-end de-
lays. This thesis presents an end-to-end delay analysis considering data chains
in TSN networks with all types of traffic classes, including ST, AVB and BE
classes.

4.4 TSN Simulation and Modeling

Besides the analytical schedulability analysis techniques, simulation and mod-
elling of TSN networks can also contribute to more efficient configuration
design and scheduling of TSN networks [7]. OMNeT++ is an open-source
discrete event simulation platform, primarily used for constructing simula-
tions of networks1. INET2 is another widely used open-source simulation
framework that models wired, wireless and mobile networks. There are two
most commonly used simulation frameworks for TSN built on OMNeT++:
(i) Core4INET [63] (ii) NeSTiNg [64]. Firstly, Core4INET allows simula-
tion of TSN networks based on various standards, e.g., IEEE 802.1Q, IEEE
P802.1p VLANs and Priorities, IEEE 802.1 AVB, and TTEthernet (AS6802).

1https://omnetpp.org/
2https://inet.omnetpp.org/
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Secondly, NeSTiNg supports several TSN features, including the scheduled
traffic (IEEE 802.1Qbv), frame preemption (IEEE Std 802.1Qbu and IEEE Std
802.3br), credit-based shaper (IEEE Std 802.1Qav), and time synchronization
(IEEE Std 802.1AS). Though, the aforementioned simulation frameworks are
ongoing projects, and the TSN features are partially implemented in them.
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Chapter 5

Summary and Future Works

In this thesis we developed techniques and solutions that would lead to sup-
porting the QoS of BE. More specifically, the thesis proposed scheduling so-
lutions that reduce the latency of BE traffic, and presented techniques to verify
the timing properties of BE traffic considering the impact of all other traffic
classes in TSN. Additionally, this thesis proposed techniques and extensions
to the existing end-to-end data-propagation delay analysis for distributed real-
time embedded systems to support TSN. The proposed techniques are imple-
mented in a framework, and their applicability is verified and demonstrated by
automotive application use cases.

The largest test network that we considered for the evaluation in this thesis
took a lot of time for the generation of optimized schedules, i.e., approximately
10 hours. This is due to using constraint programming and limitations of the
constraint solver that we applied, Z3 [65]. For future works, we aim at looking
into possibility of using faster solutions such as genetic algorithms or simu-
lated annealing to prepare ST schedules for larger networks. The proposed so-
lutions are planned to be compared with the other similar scheduling solutions.
Moreover, we have not considered other important parameters which influence
the QoS of BE traffic. For instance, AVB classes can also interfere with the
BE traffic, while AVB traffic can also be interfered or preempted by the ST
class. As a result, the CBS mechanism can be included in the ST scheduling
constraints as well as in the objective functions.
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