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Abstract

In-car electronics plays an important role in many au-
tomotive applications, such as, for example, steer-by-wire
and brake-by-wire, and is expected to gradually replace
mechanical or hydraulic means to control these systems.
The number of electronic components in a car has therefore
significantly grown up, thus leading important implications
on the vehicle engineering process. In particular, in-car
networks used to interconnect electronics equipments are
a key point. While in the past extensive use of wiring was
a common design practice, nowadays, for the sake of re-
ducing the vehicle weight and fuel consumption, in-car bus
networks are largely adopted.

This paper points out current automotive communi-
cation standards, i.e., CAN, LIN, Byteflight and MOST,
together with upcoming automotive communication stan-
dards, namely, TT-CAN, TTP and FlexRay. The work fo-
cuses on discussing open issues with the current FlexRay
implementation.

1. Introduction

The automotive system is nowadays a complex dis-
tributed system with various demands of networking ca-
pabilities. Most automakers share common subcontractors,
and in a modern automotive application more and more ap-
plications developed by different subcontractors needs the
possibility of interaction. One automotive application con-
sists of one or several Electronic Control Units (ECUs).
In an automotive system consisting of several automotive
applications more than 70 ECUs might need to distribute
more than 2500 signals. This makes the automotive sys-
tem complicated in terms of networking. To manage this
complexity the automotive industry has these last years set
up several big consortiums in order to agree on a common
scalable electric architecture (e.g., AUTOSAR [1]) and a
common scalable communication system (e.g., FlexRay

[2]) to support the automotive systems of tomorrow.
In the near future hydraulic automotive systems, such as

steering and braking, will be replaced by communication
networks (wires). The former is offered by subcontractors
today, and the latter has been shown to work in several pro-
totype cars. These new steer-by-wire and brake-by-wire
solutions are commonly called X-by-Wire (XBW) systems.

In this paper, in Section 2, we discuss automotive com-
munication requirements, together with the main automo-
tive communication technologies currently in use as well
as the most promising for tomorrow. Then, in Section 3,
we discuss candidates for X-by-wire applications. Based
on this, we present some open issues when implementing
FlexRay-based automotive systems in Section 4 and we
summarise the paper in Section 5.

2. Automotive Communication Requirements

The requirements of an automotive communication net-
work come from the applications it has to support. Ma-
jor automotive applications that involve networking and the
usage of fieldbuses are XBW, chassis systems, powertrain
systems and infotainment or multimedia. Looking at XBW
systems, the two most important requirements are depend-
ability and fault-containment. However, for chassis sys-
tems determinism is more important whereas high band-
width is needed in powertrain systems. Multimedia devices
require high bandwidth and plug-n-play capabilities.

Today several different fieldbuses are used to address
these various communication demands. A big issue that
the automotive system producers deal with is that too many
fieldbus technologies exist today. To interconnect these
systems there is a need for high bandwidth together with
flexibility and determinism. It is desirable to move from
using too many technologies to fewer more general. To re-
duce the complexity evolving in a modern automotive sys-
tem it would be good to commit on a set of networking pro-
tocols that can be used in most of the applications typically



found in an automotive system.

2.1. Technologies used today...

Some of the more common fieldbus technologies inter-
connecting ECUs today are the Controller Area Network
(CAN), the Local Interconnect Network (LIN), Byteflight
and the Media Oriented Systems Transport (MOST).

CAN - The Controller Area Network (CAN) [3] was ini-
tiated in 1981 and developed by Bosch. In 1994 it be-
came an ISO standard [4] and today it is the most widely
used vehicular network. CAN transmits message frames
in an event-triggered fashion. Frames can be transmitted
at speeds of up to 1 Mbps, although 500Kbps is the more
common choice for, e.g., engine control, ABS systems and
cruise control. Speeds of less than 125 Kbps are used for
comfort electronics (e.g., seat and window control).

LIN - The Local Interconnect Network (LIN) [5] is a
time-triggered master-slave fieldbus. With LIN, message
frames are sent at speeds of 20 Kbps. The physical medium
is a single wire. LIN is an open standard (standardised in
2000) inexpensive network that is used in automotive sys-
tems to control devices such as seat control, light sensors
and climate control. LIN is often used together with CAN,
as LIN complements CAN being much cheaper and sim-
pler still providing the communications required for many
automotive applications.

Byteflight - In 1996 BMW started to develop Byteflight
[6], which is a Flexible Time Division Multiple Access (FT-
DMA) network typically using a star topology (although
bus and cluster topologies are possible as well). Messages
are sent in frames at 10 Mbps, using a minislotting concept
(explained in Section 4.1). The physical medium used is
plastic optical fibre. One of the strengths of the Byteflight
protocol is its support for event-triggered message trans-
mission, although both static and dynamic message frame
transmissions are possible.

Byteflight guarantees deterministic (constant) latencies
for a bounded number of high priority real-time messages.
Moreover, it is possible to send non-real-time messages in
a prioritised manner thanks to the Minislotting mechanism.
Clock synchronization is provided by a dedicated master
node, achieving clocks synchronized with a precision in the
order of 100ns. Any Byteflight node can be configured as
the master node. It is possible to avoid babbling idiots us-
ing a star coupler.

Typical applications supported by Byteflight are, for
example, airbag systems and sear-belt tensioners, as they
feature fast response-time requirements and short mission-
times.

MOST - To support communications for multimedia ap-
plication, MOST, or Media Oriented Systems Transport
[7] is commonly used. MOST was initiated in 1997
and supports both time-triggered and event-triggered traf-
fic with predictable frame transmission at speeds of 25
Mbps. Moreover, MOST will be available with speeds of
150 Mbps in the near future. MOST is using plastic optical
fibre as communication medium.

Typical applications where MOST is used are, for ex-
ample, the interconnection of telematics and infotainment,
such as video displays, GPS navigation systems, active
speakers and digital radios. MOST was the first network-
ing technology that was approved by DVD-CCA to carry
protected digital video streams.

2.2. ...and technologies for tomorrow

XBW systems need fault-tolerant communication with
deterministic message transmissions and low jitter. This
is traditionally solved using Time Division Multiple Ac-
cess (TDMA) protocols due to their deterministic nature.
Three of the more common TDMA-based fieldbuses for
automotive applications are TT-CAN, TTP and FlexRay.
However, as we will see, they differ in their bandwidth and
fault-tolerant capabilities.

TT-CAN - TT-CAN, or Time-Triggered CAN [8], is a
time-triggered session layer on top of CAN. This provides
a hybrid TDMA on top of Carrier Sense Multiple Ac-
cess (CSMA) allowing for both time-triggered and event-
triggered traffic. TT-CAN is standardised by ISO [9] and
intended for XBW systems, although it does not provide
the same level of fault-tolerance as the other two XBW can-
didates, i.e., TTP and FlexRay (presented below).

TTP - TTP/C (TTP), or the Time-Triggered Protocol, is
part of the Time-Triggered Architecture (TTA) by TTTech
[10, 11]. The first TTP communication controller was re-
leased in 1998. TTP is a pure time-triggered TDMA proto-
col.

Using TTP, frames are sent at speeds of 5-25 Mbps de-
pending on the physical medium. Research is going on
to reach speeds of 1 Gbps using an Ethernet based star
architecture. TTP uses both twisted pair and optical bus
medium.

FlexRay - In 1998 BMW and Daimler-Chrysler analysed
the current available automotive networks (e.g., CAN, TTP,
MOST and Byteflight) and found out that none of those
technologies would fulfil future needs of next generation
automotive systems, especially when the automotive indus-
try will take the next step towards XBW. Office-oriented



communication protocols can not be used either, since they
are not automotive qualified in terms of operating tempera-
tures and electromagnetic requirements.

As a response to this, the FlexRay consortium [2] was
formed with the goal to develop a new protocol, called
FlexRay [12]. This new protocol should be the solution for
the introduction of XBW systems as well as the replace-
ment of some of fieldbuses currently used, thus reducing
the total number of in-car networks.

FlexRay is expected to be the de-facto communication
standard for high-speed automotive control applications in-
terconnecting ECUs in future automotive systems. A spe-
cial area of interest will be high-speed safety-critical au-
tomotive systems such as XBW and advanced powertrain
applications.

FlexRay provides both time-triggered and event-
triggered message transmission. The event-triggered mes-
sage transmission is done in the same way as in Byteflight
using minislotting. Messages are sent in frames using ei-
ther single or dual channels (the latter for redundancy or
doubling the bandwidth) at 10 Mbps and there are no limi-
tations to increase this speed due to protocol mechanisms.
At the physical layer, both electrical and optical solutions
are adopted. Using FlexRay, the ECUs are interconnected
using either a passive bus topology, the way most ECUs are
connected today, or an active (multiple) star topology.

FlexRay complements CAN and LIN being suitable
for both powertrain systems (high bandwidth and event-
triggered traffic) and XBW systems (dependability and
fault-containment).

3. Comparative assessments of candidates for
XBW

In a modern automotive system there is a need for both
time-triggered and event-triggered traffic. CAN is very
good in handling event-triggered traffic, and today it can
be found on many places in a car, ranging from engine-
control and ABS-systems to body and comfort systems.
CAN has also been extended with a time-triggered ses-
sion layer, called TT-CAN, to support time-triggered traf-
fic. This provided a smooth transition using CAN in the
first generation “wet” XBW where a hydraulic backup is
used. However, since it relies on the CAN lower layers, it
is lacking fault-tolerant mechanisms and bandwidth capa-
bilities. Hence, CAN/TT-CAN is not commonly suggested
for XBW solutions today.

On the other hand, TTP is a highly fault-tolerant net-
work developed and intended for safety-critical systems
such as XBW and avionics. TTP is implementing fault-
tolerant mechanisms, such as atomic broadcast using mem-
bership service, distributed clock synchronization and bus

guardians. TTP ensures that there can be no single point of
failure. TTP is very deterministic at the cost of being less
flexible in terms of message transmissions compared with,
e.g., FlexRay. A weak point here is that due to its inflexi-
ble message transmission and high cost, the use of another
fieldbus would be needed for other applications in the car,
such as the powertrain, where high bandwidth together with
event-triggered capabilities are needed.

While TTP does not directly support event-traffic,
FlexRay does, as it combines TDMA message transmis-
sion and the FTDMA of Byteflight, thus allowing for both
time-triggered and event-triggered message transmissions.
Moreover, FlexRay was developed with safety-critical ap-
plications in mind, just like TTP. Hence, using FlexRay it
is possible to develop both XBW systems and powertrain
systems, reducing the need for several fieldbus technolo-
gies.

Among the three protocols FlexRay has the biggest po-
tential for becoming the next generation automotive net-
work for safety-critical fault-tolerant applications, mainly
because it is heavily backed up by industrial partners and
pushed by most major industrial automakers where several
have moved from being TTP-supporters to being FlexRay-
supporters [13].

Although FlexRay is developed and mainly intended for
safety-critical communications such as XBW, it is possible
to use it in several other automotive applications. For this
reason here we propose the implementation of higher-layer
extensions on top of FlexRay, which will make it suitable
for a broader class of automotive applications. The pro-
posed extensions are especially devised for better support-
ing dynamic traffic scenarios.

4. FlexRay Communication

The FlexRay frames are sent in what is called a commu-
nication cycle. The communication cycle is divided into
four parts: static segment, dynamic segment, symbol win-
dow and network idle time. In this paper we focus on the
static and the dynamic segments.

The static segment contains static slots that are used for
the transmission of statically scheduled frames. Multiple
slots can be allocated to the same node in the same com-
munication cycle, thus allowing for intra-cycle application
level agreement. Note here that this feature is not avail-
able in the competing TTP technology, and therefore rep-
resents one of the strengths of FlexRay. The static segment
is protected by a bus guardian, preventing the babbling id-
iot problem.

The dynamic segment contains minislots where dynam-
ically scheduled frames are sent. This allows for dynamic
bandwidth allocation (also during runtime), either on per-
node or on per-channel basis. Note that there is no bus



guardian mechanism here to protect the dynamic segment
from babbling idiots.

4.1. Minislotting

With FlexRay, the dynamic segment is scheduled in a
cyclic manner using a minislotting technique similar to
Byteflight. As the dynamic segment is started, the min-
islotting mechanism is used to schedule the messages. In
order for the minislotting mechanism to work, all messages
must have unique identifiers (IDs), like in CAN. Moreover,
all nodes in the system keep a slot-counter.

As a dynamic segment is started, all slot counters are re-
set to 0 indicating the start of the first dynamic slot. When-
ever a node has a message with an ID matching the slot
counter, the node will send its message. Once the mes-
sage has been sent, then all the nodes in the system will
detect a new dynamic slot and increase their slot counters
by one. If there is no message transmitted within a short
time ∆ after the initiation of a dynamic slot (∆ being much
shorter than the time needed to transmit a message), a new
dynamic slot is detected and all the slot-counters are in-
creased again, etc. In this way messages are scheduled in
increasing order based on their IDs, serving the lower value
IDs first. Hence, a low value ID gives a high priority to a
message and thus a higher chance of being transmitted. A
dynamic slot can be of varying size depending on the size
of the message transmitted in the dynamic slot.

However, the slot-counters might not reach their maxi-
mum value due to the fact that the dynamic segment does
not fit all possible messages. As the dynamic segment is
of fixed size, depending on the number of dynamic slots
used (by messages being transmitted) and their individual
lengths, the slot-counter will only reach a certain value.
Therefore some messages might have to wait one or more
communication cycles in order to be scheduled. It should
be noted here that the slot-counters always begin with value
0 for all dynamic segments.

4.2. Open Issues

Looking at the FlexRay protocol as it is defined today,
there is a potential for some additions to address a broader
class of automotive applications.

Support for dynamic addition and removal of traffic
flows With FlexRay all periodic traffic is scheduled us-
ing the static segment of the communication cycle. Hence,
a TDMA schedule is created for this and applied at system
startup.

To allow for dynamic addition and removal of peri-
odic traffic (without a need to reconfigure the static seg-
ment of FlexRay) and aperiodic/sporadic traffic, we pro-

pose to better exploit the dynamic segment by means of
the introduction of admission control, together with soft-
ware bus guardians (using, for example, the concept dis-
cussed in [14] where servers act as software bus guardians).
Using the dynamic window of FlexRay in this way al-
lows for open system design, where traffic flows can dy-
namically be added and removed during run-time. This
requires both admission control and bandwidth isolation
mechanisms. Bandwidth isolation can be achieved by im-
plementing servers as bus guardians and traffic shapers.
Admission control can be implemented in a higher layer,
which should be developed on top of FlexRay. As a re-
sult, we point out a number of implementation issues to
be addressed, such as, how the admission control protocol
should be implemented, how to implement bus guardians
and traffic shapers suitable for FlexRay, where should these
implementations reside, etc.

It should be noted that these modifications should be
done still keeping the composability property, i.e., they
should not significantly affect the way the network is al-
lowed to be used from an application point of view.

Increased fairness using cyclic service All the traffic
sent in the dynamic segment of the communication cycle is
scheduled using minislotting as explained before. This al-
lows for a few high priority messages (i.e., those with lower
IDs) to get hard real-time services by being scheduled in
every communication cycle, and therefore getting deter-
ministic transmission times with fairly low jitter. However,
real-time messages might not have to be necessarily sched-
uled in every communication cycle, but still their worst-
case transmission times should be deterministic.

Since there are a limited number of messages fitting in
the dynamic segment of a communication cycle, it is possi-
ble for a few high priority messages to cause starvation of
lower priority messages.

To remove such a potential starvation problem, here we
propose the introduction of a cyclic service mechanism
based on three classes of communication: high, medium
and low priority messages. In each cycle a given number
of messages for each class are allowed to be sent. To con-
trol this, we implement a cycle-counter. This cycle-counter
is to be used to determine if a specific message is allowed
to be sent or not. We need this cycle-counter in order to
hold messages for a number of communication cycles.

Whenever a the slot-counter match a message ID, in-
stead of sending the message as traditionally done, the
cycle-counter is used together with the class of the message
(high, medium or low) to determine whether the message
is to be sent or held back.

In this way we can enforce that in each communication
cycle there is only a subset of all possible messages com-
peting for message transmission. Therefore we can limit



the impact of the higher priority messages on the lower pri-
ority ones, still providing deterministic response times.

Complete architectures With the addition of FlexRay as
an automotive network it is possible to use the network
both for safety-critical applications as well as a backbone
of a complete architecture. Within the whole automotive
system LIN, CAN and FlexRay (and MOST) can then be
combined. As new applications require these systems to be
integrated, for example vehicle dynamics control, issues of
interconnection arise, such as network gateways LIN/CAN,
CAN/FlexRay and possibly LIN/FlexRay. Tunnelling of
traffic might be desirable in some cases and in other cases
global addressing could be useful. Global addressing can
be done in a static way using tools that configure the whole
system using the networks as they are, or by adding some
higher layer addressing protocol creating global addresses.
Ways of designing these new complete architectures needs
to be discussed, as are tools for allocation and analysis of
the network traffic.

5. Summary

In this paper we addressed the networking protocols that
are found today in automotive systems and we have looked
into the latest protocols intended for the next generation au-
tomotive applications, with particular focus on XBW sys-
tems. Among these protocols, FlexRay seems to be the
most promising for a number of reasons.

Looking at FlexRay, we have investigated its communi-
cation capabilities and proposed some additions to be im-
plemented on top of the protocol in order to make it able to
cope with a broader class of communication requirements.
The reason for extending FlexRay with more networking
functionalities is the industrial wish for fewer networking
technologies to be used in the automotive systems of to-
morrow.

Another issue discussed is the possible complete archi-
tecture using FlexRay. Here the automotive networks need
to be interconnected and able to provide communications
across several networks. Gateways together with a higher
layer addressing protocol could solve this. The design of
these complete architectures is an issue which needs to be
further elaborated on.
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