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Abstract. Deep Neural Networks (DNNs) have been deployed in safety-
critical real-world applications, including automated decision-making
systems. There are often concerns about two aspects of these systems:
the fairness of the predictions and their robustness against adversarial
attacks. In recent years, extensive studies have been devoted to addressing
these issues independently through adversarial training and unfairness
mitigation techniques. To consider fairness and robustness simultaneously,
the robustness-bias concept is introduced, which means an attacker can
more easily target a particular sub-partition in the dataset. However,
there is no unified and mathematical definition for measuring fairness in
the robustness of DNNs independent of the type of adversarial attacks.
In this paper, we first provide a unified, precise, and mathematical theory
and measurement for fairness in robustness independent of adversarial
attacks for a DNN model. Finally, we proposed a fair adversarial retraining
method (FARMUR) to mitigate unfairness in robustness that retrains the
DNN models based on vulnerable and robust sub-partitions. In particular,
FARMUR leverages different objective functions for vulnerable and robust
sub-partitions to retrain the DNN. Experimental results demonstrate
the effectiveness of FARMUR in mitigating the unfairness in robustness
during adversarial training without significantly degrading robustness.
FARMUR improves fairness in robustness by 19.18% with only 2.22%
reduction in robustness in comparison with adversarial training on the
UTKFace dataset, which is partitioned based on race attributes.

Keywords: Deep Neural Networks · Robustness · Robustness-bias ·
Fairness · Fairness-In-Robustness.

1 Introduction

Deep Neural Networks (DNNs) have been used dramatically in real-world appli-
cations over the past decade. These applications cover a wide range of automated
decision-making systems, such as self-driving cars [15,31], social media [45],
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healthcare [27], targeted ads [35], and hiring [34]. Defense against adversarial
attacks and the fairness of the predictions are two of the main concerns of these
applications. Adversarial attacks can easily fool DNNs into predicting the wrong
results by adding small, imperceptible noise into the input data (adversarial
data). On the other side, unfair DNNs exacerbate societal stereotypes by using
sensitive attributes, such as race and gender, in their predictions. These issues
are addressed independently in the various research studies [38,6,10]. Adversarial
training is a well-known and widely adopted defense method to increase the
robustness of DNNs against adversarial attacks [25,43,38]. The goal of the AT
methods is to train an adversarially robust DNN such that its predictions are
locally invariant to a small neighborhood of the inputs. In terms of the fairness
of DNNs, many studies have defined it based on the output accuracy for different
sub-partitions of the test data. The accuracy of the model on some sub-partitions
may be significantly lower than the average accuracy of the model on all test
data. This is interpreted as the existence of a kind of unfairness in the DNN.
This can happen for a variety of reasons, including the existence of some spurious
correlations [24] and the data-driven training algorithm with unfair data used in
DNNs [9]. A lot of works have been proposed to quantify, measure, and mitigate
unfairness in DNNs [1,7,11,14,33]. To consider fairness and robustness jointly,
the robustness-bias concept is defined such that DNNs may have similar accuracy
across the sub-partitions in the dataset, but be more vulnerable to adversarial
attacks on certain sub-partitions [30]. Based on this definition, different sub-
partitions of the dataset can have different levels of robustness, which leads to
unfairness in the robustness. However, there is no unified and clear mathematical
definition for fairness in robustness, and previous metrics measured it based on
adversarial attacks or computed it for only one sub-partition of data. Therefore,
previous measures are highly dependent on the type of adversarial attacks and
do not consider the whole DNN to measure fairness in robustness. In addition,
the robustness-bias problem is investigated in the case of natural training of
DNNs [30], but this issue also needs to be investigated for the adversarial training
methods.

In this paper, we first introduce a unified, precise, and mathematical theory
and measurement for fairness in robustness of a DNN model. Based on this
metric, we empirically show that adversarial training increases the robustness-bias
problem in the DNNs compared to natural training. To solve the robustness-
bias problem in adversarial training, we propose the fair adversarial retraining
(FARMUR) method to mitigate unfairness in robustness. It finds the vulnerable
and robust sub-partitions of a partitioned dataset by analyzing their robustness
and retrains the DNN on this data based on a new objective function. The new
objective function consists of the robust and natural loss functions for vulnerable
and robust sub-partitions. We evaluate FARMUR by comparing the fairness in
robustness metric for the DNNs before and after fair adversarial retraining on
various datasets.
Key contributions: The main contributions are as follows:
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1. We introduce a unified, precise, and mathematical theory and measurement
for fairness in robustness of the DNN models (Definition 4) (section 3 and
section 4).

2. We analyze the fairness in robustness for natural and adversarial training
methods and demonstrate that adversarial training increases unfairness in
robustness.

3. We propose the fair adversarial retraining method (FARMUR) to mitigate
unfairness in the robustness of adversarial training methods (section 5).

4. We evaluate the FARMUR method on MNIST, Cifar-10, and UTKFace
datasets. Experimentally we show that our method improves the fairness of
the DNNs in terms of robustness for adversarial training methods.

Throughout this paper, we will denote the dataset, partition, and sub-partition
by D, P, and P , respectively. Also, we demonstrate the DNN by f .

2 Related Works

2.1 Fairness in DNNs

DNNs are generally regarded as high-performance black-box models. They used
data-driven learning algorithms to learn useful representations from the raw data.
Because the data might have biases, this data-driven algorithm in DNNs causes to
amplify the biases in the data and make unfairness in the DNN model [9]. When
we talk about fairness in DNNs, we need to be clear about what we are talking
about in terms of fairness. In recent research works, the concept of fairness is
considered as fair predictions [26]. It means that the DNNs predictions should
be the same for different sub-partitions of data. There are different metrics to
measure the fairness of a DNN. They can be categorized into individual and group
fairness measurements. Individual fairness metrics consider the rule that similar
inputs should have similar predictions [10]. Group fairness partitions the data
based on a sensitive attribute and computes the statistic measures for each sub-
partition and compares it across all sub-partitions.[3]. Moreover, Some mitigation
techniques have been proposed for removing bias from DNNs [21,6,33,42]. These
methods can be divided into pre-processing, in-processing, and post-processing
methods. Pre-processing methods try to remove the biases from training data [4].
In-processing approaches regularize the loss function by adding fairness metric
to the overall objective function [8]. Post-processing techniques try to calibrate
the predictions of trained DNN models [16]. The comprehensive overview of
fairness in DNNs in terms of definition, measurement, and mitigation methods
can be found in [26,9]. In this paper, we look at the fairness of DNNs from
the robustness perspective. Therefore, we introduce a theory, measurement, and
mitigation method for fairness in robustness.

2.2 Robustness and Adversarial Training

Despite the high accuracy of DNNs, the presence of adversarial examples [13]
has raised concerns about the use of these models for sensitive tasks. This
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sensitivity can be related to various aspects such as safety (e.g. autonomous
driving vehicles [29]) and fairness (e.g. hiring [34]). A growing body of research
shows that neural networks are vulnerable to adversarial examples generated with
adversarial attacks [13,18,41,32,39,12]. Therefore, it requires first to define the
robustness of DNNs and find the method to defend against adversarial attacks.
The robustness of DNNs to has been defined in different but related ways. A
commonly used definition is robust accuracy, which monitors the accuracy of
the model on adversarial examples [44,37,5]. This definition is highly dependent
on the type of adversarial attacks. Another definition, introduced by [28], is the
average of the normalized distance of each point to the decision boundary. In terms
of defense against adversarial attacks, adversarial training is a well-known and
widely adopted defense method to increase the robustness of classifiers [25,43,38]
Adversarial training is formulated as a min-max optimization problem, and the
model is trained exclusively on adversarial images [25]. To find a trade-off between
accuracy and robustness, TRADES [44] regularizes the loss function for clean
data by incorporating a robust loss term and making a trade-off between them.
Authors in [40] have shown that adversarial training can cause a serious disparity
in both standard accuracy and adversarial robustness between different classes
of data. The main goal of this paper is to find a trade-off between robustness
and the fairness in robustness of the DNN model.

2.3 Fairness in Robustness

Recently, the concept of fairness has been integrated with robustness by using
robust accuracy measurement [2,40,36]. These researches show that robustness
may be at odds with fairness [2] and adversarial training algorithms. In addition,
they demonstrate that adversarial training tends to introduce severe disparity
of accuracy and robustness between different sub-partitions of data [40]. In
terms of robustness measurement based on the distance of data points to the
decision boundary, [30] show unfairness in the robustness for the DNNs that are
naturally trained on clean data. It discusses fairness through robustness and has
introduced the concept of robustness-bias based on the geometry of the decision
boundary. However, it considers the natural training method and computes the
robustness-bias for one sub-partition, not for the entire DNN. In this paper, we
introduce a new unified, prices and mathematical theory and measurement for
fairness in robustness based on the geometry of decision boundary for evaluating
the fairness of the DNN models. Our new metric also shows that adversarial
training decreases fairness in robustness. In addition, we improve the fairness
in robustness by fair adversarial retraining (FARMUR) without compromising
robustness significantly.

3 Fairness in Robustness: Theory

Unfairness in terms of robustness means that there are data sub-partitions that
are most vulnerable to adversarial attacks. Therefore, the data on those sub-
partitions is closer to the decision boundary of the DNN and can easily convert to
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an adversarial example. A partition (P) consists of the non-empty sub-partitions
of the dataset in which each data point is contained in exactly one sub-partition.
In a classification problem, data can be partitioned in different ways. The simple
way is to leverage the original labels as the sensitive attributes to partition data.
However, data can be partitioned based on other sensitive attributes apart from
the original labels. For the UTKFace dataset, data can partition based on age
(original label) or other sensitive attributes such as race, gender, or ethnicity. Let
D, P , and f demonstrate the dataset, the partition of the dataset, and the DNN
classifier, respectively. To define a new unified and precise metric for fairness in
robustness, we first define the robustness of each sub-partition of P as follows.

Definition 1. For every sub-partition P of a partition P, we consider Corrf (P )
as all data in P that are classified correctly by DNN classifier f and define
IP : [0,∞] → [0, 1] as:

IP (τ) =
|{(x, y) ∈ Corrf (P ) : dθ(x) > τ}|

|P |
(1)

where |.| indicates the number of data of a sub-partition and dθ(x) is the distance
of x to decision boundary of DNN classifier. τ is a threshold value for the distance.

To make the comparison between the robustness of the sub-partitions in a
partition, we define the AUC (Area Under Curve) metric that is independent of
variable τ as follows.

Definition 2. (robustness of a sub-partition) For every IP in definition 1 we
define:

AUC(IP ) =

∫ ∞

0

IP (τ)dτ (2)

Rob(P ) = AUC(IP ) (3)

The AUC (Area Under Curve) metric is a well-defined function and converges to
a precise value due to the following properties of IP . For every P ∈ P : 1) the IP
is a non-increasing function and 2) As τ → ∞ then IP (τ) → 0. Based on this
definition, we can sort the sub-partitions according to their robustness Rob(P ).
To evaluate the robustness of each DNN classifier, we define Rob(f) as follows:

Definition 3. (robustness of the DNN classifier) Suppose P = {P1, P2, . . . , Pn}
is a partition of dataset and f be our DNN classifier. We consider If : [0,∞] −→
[0, 1] as

If (τ) = mean{IPi
(τ) : i = 1, 2, . . . , n} (4)

and define the robustness of f as

Rob(f) = AUC(If ) (5)

Where mean indicates the average function on IPi
(τ).

This definition differs from the other papers that used robust accuracy metrics,
which evaluate the proportion of correctly classified attacked data relative to
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the total data. The robust accuracy metric depends on the type and features of
the adversarial attacks. However, our definition is based on the distance of data
to the decision boundary and therefore depends only on the DNN classifier. To
evaluate the fairness in robustness of the DNN classifier f , we define a metric for
fairness in robustness as follows.

Definition 4. (Metric for fairness in robustness) Let P be a partition of data
set D and f be a DNN classifier on D. The metric defines as:

Vf (P) = V ar{Rob(P ) : P ∈ P}. (6)

Where V ar{.} shows the variance of the robustness values. The smaller value of
the Vf (P), shows better “fairness in robustness” of the DNN classifier relative to
the partition P. Because the smaller values indicate that the distance between each
sub-partition and the decision boundary is close to the average distance between
all sub-partitions.

4 Fairness in Robustness: Calculation

The main challenge to evaluate the robustness of sub-partitions and the robustness
of a DNN classifier is the calculation of dθ(x); that is the distance of data point x to
the decision boundary of the DNN classifier. For a linear classifier f(x) = WTx+b
we can exactly compute this distance as:

dθ(x) =
|fl̂(x)(x)− fk̂(x)(x)|
||wl̂(x) − wk̂(x)||22

(7)

where k̂(x) is the ground label of x and

l̂(x) = argmin
k ̸=k̂(x)

|fk(x)− fk̂(x)(x)|
||wk − wk̂(x)||22

The non-linear DNN classifiers have non-convex decision boundaries. Therefore,
we do not have an exact formula for calculating dθ(x). In this case, we approximate
this distance by using iterative linearization of the decision boundary [28]. This
algorithm modifies data values until the classification label is changed. In each
iteration of the approximation algorithm, we compute the distance between
the generated data point and the decision boundary. To compute the accurate
distance, we consider rmax and rtot as the distance to the decision boundary for
the two last iterations (before changing the classification label and after that).
We approximate dθ(x) by averaging these two distances as:

dθ(x) =
∥rmax∥2 + ∥rtot∥2

2
(8)
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ROBUSTNESS (FARMUR)

5 Fair Adversarial Retraining to Mitigate Unfairness in
Robustness (FARMUR)

We analyze the quantity of Vf (P) to investigate the fairness in robustness for
natural and adversarial training. Table 1 demonstrates that the Vf (P) in natural
training is smaller than in adversarial training. It shows that if we want to
increase the robustness of the network through adversarial training, the fairness
metric for robustness is reduced. More precisely, for a DNN classifier f and a
partition P on the dataset, if we apply adversarial training on the model and
obtain a new DNN classifier f ′, then we have Vf ′(P) > Vf (P) (lower Vf (P) shows
better fairness in robustness) (see Table 1).

To improve fairness in robustness in the case of adversarial training, we
propose the "Fair Adversarial Retraining" method. To this end, we first find the
vulnerable and robust sub-partitions in the partition P of the dataset as follows.

Definition 5. Let P and f be the partition of the dataset and the DNN classifier
respectively. A sub-partition P ∈ P is vulnerable if Rob(P ) < Rob(f). The other
sub-partitions are robust.

After identifying the vulnerable and robust sub-partitions, we split the dataset
D into two subsets, D = Dvul ∪Drob. Then we apply “fair adversarial retraining”
on these subsets with the following loss functions. For vulnerable subset (Dvul)
we use TRADES [44] loss function as:

LTRADES = E(X,Y )∼Dvul [L(f(X), Y ) + β max
X′∈B(X,ϵ)

L(f(X), f(X ′)] (9)

Where B(X, ϵ) and β denote the neighborhood of the decision boundary of f and
regularization hyperparameter. For robust subset (Drob) we leverage natural loss
function as:

LNatural = E(X,Y )∼Drob [L(f(X), Y )] (10)

In our fair adversarial retraining method, we use the sum of these two loss
functions to retrain the model.

LFARMUR = LTRADES + LNatural (11)

Figure 1 and Algorithm 1 demonstrate the main steps of our fair adversarial
retraining method. The main aim of our method is to generate a DNN with high
robustness and fairness in the robustness.

6 Experiments

6.1 Experimental Setup

Datasets and Partition To evaluate our method, we use MNIST [22], CIFAR-
10 [20], and UTKFace [46] datasets. The UTKFace dataset is a large-scale face
dataset with a long age span (ranging from 0 to 116 years old). It consists of
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Original partition data FARMUR: Fair
Adversarial Retraining

 
Identifying the vulnerable and robust members  

TRADE loss
function 

Natural 
loss function 

FARMUR
loss

Partition the data based on a sensitive attributes Train the model with FATMUR loss

P2: Black

P4: Indian

P1: White

P3: Asian

Vulnerable and Robust data
: Vulnarable Data

P2: Black P4: Indian

: Robust Data
P1: White P3: Asian

Dataset

Fig. 1: The overview of FARMUR. It first finds the vulnerable and robust sub-partitions
Dvul, Drob and retrains the DNN based on the new loss function.

20,000 face images with annotations of age, gender, and race/ethnicity. Partitions
in MNIST and CIFAR-10 are exactly the same as the labels in the datasets.
However, in UTKFace we select the partition differently from the labels of the
dataset. In this case, although the classifier has trained on the age labels, we
select the race attribute for partitioning the data.

Models We use LeNet-5 [23] and AlexNet [19] to evaluate our method on
the MNIST dataset. For CIFAR-10 and UTK-Face, we use ResNet18 [17] and
UTKFace classifier [30], respectively. For natural training, we use Stochastic
Gradient Decent (SGD) for 120 epochs with a batch size of 64. For adversarial
training, we use TRADES [44] algorithm. We set perturbation size ϵ = 0.031,
perturbation steps 0.007, learning rate 0.1, batch size 64, and run 120 epochs
on the training dataset. For fair adversarial retraining, we first adversarially
train the DNN model for 100 epochs. Then, we use the proposed FARMUR loss
function on vulnerable and robust sub-partitions and we continue the training
for 20 epochs with the same hyperparameters of adversarial training.

6.2 Experimental Results

Table 1 compares the performance of FARMUR against natural and adversarial
training. In terms of fairness in robustness, we evaluate the natural, adversarial,
and fair retraining (FARMUR) methods with the proposed metric which is
defined in 4. Although adversarial training increases the robustness of the DNN in
comparison with natural training (Rob(f)), it decreases the fairness in robustness
(increase Vf (P). It decreases the fairness in robustness by 1.46×, 6.67×, and
10.43× For MNIST (AlexNet), Cifar-10, and UTKFace datasets. FARMUR
improves the fairness in robustness by 29.17% and 15.39%, and 19.18% In
comparison with adversarial training for MNIST (AlexNet) and CIFAR-10 and
UTKFace datasets. The robustness of the DNN classifiers remains almost the same
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Algorithm 1 Fair Adversarial Retraining
Input: Adversarially trained DNN model f , Partition dataset P, number of epochs T

for retraining, learning rate γ, training dataset D.
Find vulnerable and robust data
Step 1: Find vulnerable subset: Dvul = {P ∈ P : Rob(P ) < Rob(f)}
Step 2: Find robust subset: Drob = {P ∈ P : Rob(P ) > Rob(f)}
Step 3: Split the dataset D into two subsets, D = Dvul ∪Drob.
Retrain DNN with new loss function
for 1:T do

for mini-batches (bvul, ybatch) ⊆ Dvul, (brob, ybatch) ⊆ Drob do
Step 1: Calculate TRADES_loss for (bvul, ybatch) by equation (9)
Step 2: Calculate Natural loss for (brob, ybatch) by equation (10)
Step 3: Calculate FARMUR loss based on equation (11)
Step 4: Retrain model with loss in Step 3.

end for
end for

Output: Retrained model

as the adversarial training in FARMUR retraining. It denotes that FARMUR not
only improves the fairness in the robustness but also does not change significantly
the robustness level of the DNN. To illustrate the effectiveness of FARMUR,
we conduct some case studies on three different models and datasets. Figure 2
show the variation of IP (τ) with respect to τ for the DNNs trained with natural,
adversarial, and FARMUR retraining methods. All the figures show that our
method has a smaller variance in the robustness (lower Vf (P)) in comparison
to the adversarial training method. For the UTKFace dataset, the last row of
the figure determines that our proposed method can increase fairness in terms of
robustness for different races. It means the attacker cannot attack some specific
race more simply than others. FARMUR consists of two separate phases in terms
of time complexity: finding vulnerable and robust data and retraining the DNN.
On a single NVIDIA ®RTX A4000, identifying vulnerable and robust data for
the UTKFace dataset requires approximately 6 GPU hours, and retraining the
DNN requires approximately 4 GPU hours.

Table 1: The accuracy, robustness (Rob(f)), and Fairness in Robustness (Vf (P)) of
different DNN classifiers on different datasets. The sensitive attributes for MNIST and
Cifar-10 are same as the classification labels. For UTKFace dataset, the race attributes
use for partition data.

Accuracy (%) ↑ Robustness (Rob(f)) ↑ Fairness in Robustness (Vf (P)) ↓

Model (f) Dataset Natural Adversarial FARMUR Natural Adversarial FARMUR Natural Adversarial FARMUR

Lenet-5 MNIST 99.08 98.74 98.91 0.79 1.26 1.24 0.014 0.019 0.009
AlexNet MNIST 99.30 99.41 99.38 1.47 1.96 1.95 0.048 0.070 0.034

ResNet-18 Cifra-10 93.77 93.58 90.98 0.18 0.48 0.45 0.003 0.02 0.011
UTKClassifier UTKFace 66.70 65.60 65.66 0.33 1.34 1.31 0.007 0.073 0.059
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Fig. 2: We plot IP (τ) for each sub-partition P in each dataset. Each blue line represents
one sub-partition. The red line represents the mean of the blue lines.
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7 Conclusion and Future Work

In this paper, we introduce a new theory and metric to measure fairness in
robustness based on the distance of the data to the decision boundary. Unlike
other metrics, our metric is independent of the type of adversarial attacks
and evaluates the fairness for the entire DNN model. Based on this metric,
we demonstrate that the adversarial training methods reduce the fairness in
robustness of the DNNs. Then we proposed FARMUR as a fair adversarial
retraining method to mitigate unfairness in robustness of the adversarial training
method. FARMUR tackles the unfairness issue in robustness by splitting the
partitions into vulnerable and robust sub-partitions and retraining the model.
Experimental results confirm the efficiency of our method to improve the fairness
in the robustness of DNNs. For future work, we try to develop a new data
evaluation mechanism to find appropriate data for adversarial training. In the
other direction, we try to leverage neural architecture search to find DNNs with
higher fairness in robustness.
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