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Abstract. Utilizing edge and cloud computing to empower the prof-
itability of manufacturing is drastically increasing in modern industries.
As a result of that, several challenges have raised over the years that
essentially require urgent attention. Among these, coping with different
faults in edge and cloud computing and recovering from permanent and
temporary faults became prominent issues to be solved. In this paper,
we focus on the challenges of applying fault tolerance techniques on edge
and cloud computing in the context of manufacturing and we investigate
the current state of the proposed approaches by categorizing them into
several groups. Moreover, we identify critical gaps in the research domain
as open research directions.
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1 Introduction

To drive profitability, manufacturers adopted the concept of Cloud Manufactur-
ing (CMfg) in their business, as it offers manufacturing services with lower cost
and better performance. CMfg builds on top of cloud and edge computing, and it
uses the infrastructure on cloud data centers (cloud layer) and on the factory-site
computing servers (edge layer) to transform traditional manufacturing resources
into services.

Cloud computing has huge computing and storage capabilities, however, its
classical centralized architecture comes with some limitations [1]. These limi-
tations include (1) A stable connectivity between factory sites and cloud data
centers is required to offer convenient services, (2) Cloud computing assumes
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that there is enough bandwidth to transfer data between the manufacturers’ de-
vices and the cloud data centers, (3) Massive data transfer causes network bot-
tlenecks leading to latency and performance deterioration issues, and (4) Data
transfer results in security concerns. On the other hand, edge computing tries to
overcome such limitations by providing decentralized and closer to factory-site
computing and storage resources. However, such resources usually have limited
capacities [1, 8].

In CMfg, the above-mentioned limitations in cloud and/or edge layers may
result in system failures. A system failure can be defined as [12]: “An event in
which the system fails to operate according to its specifications. A system failure
occurs, when a system deviates from fulfilling its normal system function for
which it was aimed at.” Besides the limitations accompanied by cloud and edge
layers, the production phases that consist of dynamic and long life-cycle processes
add more complexity to the systems [26], and such complexity comes with more
difficulties in providing reliable and fault tolerances services in the manufacturing
environments. Therefore, there is a need to manage the failures that may occur
in the services offered to the manufacturing and industrial sectors. Without
proper fault tolerance approaches, multiple manufacturing services will fail to
lead to great losses. A better understanding of the topics related to fault tolerance
in the context of manufacturing will help improve productivity and increase
profitability. Therefore, the aim of this work is to cover the essential directions
related to system failures in CMfg.

1.1 Contributions

The main contributions of this paper are summarized as follows:

– investigating the system failures in the context of the CMfg environment
(specifically the edge and cloud layers), with a focus on failures at the edge
layer, and presenting an overview of the issues related to system failures.

– presenting the research gaps that are associated with the existing fault tol-
erance approaches in the edge layer. Such gaps need to be investigated when
designing new fault tolerance systems, taking the features of the edge devices
into consideration, which are also listed in this paper.

1.2 Paper layout

The rest of this paper is organized as follows: Section 2 presents the taxonomy
of the paper. It presents a background on reliability and fault tolerance in cloud
and edge computing. In addition, it gives a brief literature review of the existing
fault tolerance approaches and categories them. Section 3 defines the research
gaps in the topic. Finally, Section 4 concludes the paper.

2 Taxonomy

The paper presents examples of cloud manufacturing in practice, followed by a
detailed discussion on the reliability and fault tolerance issues in the context of a
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cloud manufacturing environment. The detailed discussion covers the following
perspectives:

– Cloud manufacturing in practice
– Features of the edge devices
– Reliability in edge-cloud environments
– Reasons for system failures in edge-cloud environments
– Fault tolerance solutions in edge-cloud environments

The work in this paper is focusing on the system failures in the edge layer.
Several existing works (e.g., [24], [18], and [22]) survey fault tolerance and its
related topics in cloud computing environments, not specifically looking at the
edge. Finally, complementary to the work presented in this paper, the work
in [3] compares and shows the differences/similarities between the edge and
cloud layers.

2.1 Cloud manufacturing in practice

Recently, manufacturing started broaden its overall objective from production-
oriented to include more cases of service-oriented manufacturing, and as a conse-
quence the cloud service providers began to offer what is called Manufacturing as
a Service (MaaS). With MaaS the manufacturers can outsource the services and
new industrial technologies related to all process stages to a trusted party, while
concentrating on the innovation and core mission. Among the main pioneers in
providing MaaS, we can mention the following:

Google cloud for manufacturing Google cloud aims at helping manufac-
turers to transform into a digital environment by providing innovative solutions
that reshape the production and factory-floor operations [10].

Amazon cloud for manufacturing Amazon provides advanced digital trans-
formation solutions to manufacturers. Such solutions utilize machine learning
and data analysis to optimize production and improve operational efficiencies [4].

Microsoft cloud for manufacturing Microsoft offers manufacturing services
that drive productivity and improve security. The core processes and require-
ments of the industry are encapsulated and provided as capabilities from Mi-
crosoft aiming at providing secure connection and resilient business processes.
Such capabilities enhance the time-to-value metrics for manufacturers in a scal-
able fashion. Microsoft cloud and edge resources are integrated with smart com-
ponents for providing different manufacturing scenarios such that the beneficia-
ries select the highest-value scenario [16].

However, to provide stable manufacturing services, the providers need to offer
and maintain fault tolerant systems at the edge and cloud layers.
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2.2 Features of the edge devices

The infrastructure at the edge computing layer has specific characteristics. In
particular, the edge devices are featured by the following:

– Constrained devices, i.e., they have limited compute power and fixed storage
capacity.

– Geo-distributed devices.

– Heterogeneous devices.

– Connectivity cannot be guaranteed with the cloud layer.

– Edge devices run containers more efficiently compared with Virtual Machines
(VMs).

The devices at the edge of the network need to perform communication and
computation tasks in order to provide real-time responses for a large number of
end devices at the Manufacturing layer. They are connected horizontally with
each other, and vertically across layers (either upwards with the cloud layer or
downwards with the manufacturing layer) [7].

The aforementioned characteristics and design goals must be considered when
proposing fault tolerance approaches in the edge layer environment.

2.3 Reliability in edge-cloud environment

Reliability in service-oriented edge-cloud computing, which is adopted and used
by manufacturers, is how consistently the services are provided without inter-
ruption and/or failure. A failure is a state when any system fails to operate
according to its design goals, or when the system can not work according to a
specific predefined Quality-of-Service (QoS). Fault tolerance is a way to prevent
or deal with failures, such that the system continues operating and providing
services regardless of the failure type. In CMfg, fault tolerance approaches are
essential to meet the manufacturers’ requirements, and to understand the infras-
tructure needed to provide persistent manufacturing services.

Designing a robust fault tolerant system in CMfg requires a deep understand-
ing of the reasons and types of failures, and how the systems should respond to
such failures. This will be discussed in the following sections.

2.4 Reasons for system failures

Understanding the causes of the occurrence of the failure is fundamental in
proposing the appropriate solution to avoid or deal with failures. The reasons
for failures in a manufacturing environment, which comprises the edge and cloud
layers, can be categorized into five main categories, as shown in Figure 1.
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Fig. 1: The reasons of system failures in manufacturing environments.

Software-related failures: This category includes all failures resulting from
the running software systems and applications. Recently, the software is get-
ting complex and accompanied by diverse functional and non-functional require-
ments. Moreover, the software is more sophisticated as they are designed to work
in an edge-cloud environment. Therefore, the software became a significant rea-
son for system breakdown which causes loss in business and revenue. Failures
may occur due to the following situations in this category:

– Software design errors: Designing software in the right way is essential in
avoiding many errors which may lead to system faults [28]. The common
fault examples include implementing incorrect infinite loops, numerical over-
flow/underflow, and no protection against deadlocks.

– Software update issues: As a result of security issues, or to enrich the appli-
cations with additional features, the software is regularly updated with new
batches. This can make the software volatile to faults.

– Non-optimal or Random scheduling: Usually, the designed software has to
be executed together with other applications with either data or time depen-
dencies. This normally requires proper scheduling for the software to avoid
any blocking or dependency issues among the software applications. A naive
scheduling method can increase the chance of faults during the run-time of
the software.

– Rebooting: The software can be rebooted, either planned or unplanned, dur-
ing the execution of the system, which can potentially stop serving the run-
ning applications, and bring new faults that were not covered before.
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Hardware-related failures: This category includes all failures resulting from
hardware resource failures or replacements. In addition, power failures can fit in
this category. The main cases within this category are as follows:

– Physical recourse damage on a server, a CPU, memory, a disk, and network
links.

– Planned or unplanned power outage.

Network-related failures: In edge-cloud computing, the services are provided
by communication networks that connect the edge and cloud layers, and also
connect the nodes within the same layer [2]. Any outage of the system network
leads to a service outage. For IIoT applications, especially real-time applications
that require meeting deadlines, network performance is essential in providing
stable services. Any network delay may lead to a service failure. The network
service failures could be divided into the following:

– Network congestion: It is a state when a link or any network device in
the system is forwarding a huge amount of data which can result in over-
consumption of the communication bandwidth. This can violate the QoS
requirements but is also considered a fault in the network.

– Network configuration errors: It covers the processes of assigning network
settings, policies, controls, and data flows [30]. In the edge-cloud environ-
ment, the design and infrastructure of the networking are virtualized and
then implemented by underlying software across physical network devices.
The proper network configuration is essential in supporting the network flow
and stability, otherwise, it may lead to network failures.

– Losing connectivity: Availability of the network is a metric that is also dic-
tated by a Service Level Agreement (SLA) and violating that can affect the
overall system performance.

Security-related failures: Several security issues lead to failures, such as
viruses and malicious. In an edge-cloud environment, the system must be able to
defend against malicious attacks and provide a trusted storage and computing
base, otherwise, the security attacks may lead to a system failure.

Other faults: In this category, we can include many examples that are not
categorized in the previous groups, such as human errors or natural disasters
(e.g., earthquakes).

2.5 Dealing with failures

The approaches to deal with failures in the manufacturing environment can be
classified into four different categories, as depicted in Figure 2. In the following,
these categories are elaborated with more details.



Fault tolerance in cloud manufacturing: An overview 7

Dealing with failures in manufacturing environment

Proac�ve approaches Reac�ve approaches Hybrid approaches Intelligent approaches

Load balancing

Migra�on 

Re-submission

Replica�on

Checkpoin�ng

Indec�on

Learning 

Fig. 2: Dealing with failures.

Proactive: To maintain reliability, some cloud service providers adopt proactive
approaches to avoid possible failures before their occurrences. This way is used to
predict the faults proactively and substitute the suspected component with some
running components. The proactive approaches mainly can be sub-classified into
two classes [27]: migration and load balancing.

Several existing robust proactive approaches are presented in the literature.
For example: In [20], the authors proposed an approach that aims at prevent-
ing system faults within the federated cloud environments. The environment is
modeled as a multi-objective optimization problem that maximizes the profit
and minimizes the VMs migration cost. The approach redistributes VMs from
the expected faulty providers (based on the CPU temperature) to healthy ones
within the federation. The work in [29] proposes an approach to predict pre-
emptive migration decisions using a Generative Adversarial Network (GAN) in
a containerized edge environment. The proposed model, called PreGAN, de-
tects and classifies faults to schedule migrations to obviate the potential system
faults. In [27], the authors proposed an approach, called Automated Pipeline for
Advanced Fault Tolerance (APAFT), to monitor the task production rates at
the edge layer and check the ability of the edge computational nodes to serve
these tasks. APAFT predicts the potential bottlenecks in task execution that
may result in potential system faults, and accordingly triggers proactive node
replication. In [17], the authors compare different proactive approaches based
on control theory and probabilistic model checking for the autoscaling of cloud-
based systems.

Reactive: This way is mainly used to decrease the influence of failure and
provide reliability to the system after the failures have occurred. Reactive ap-
proaches take some measures in order to react accordingly. In general, such
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approaches may result in a large overhead and expensive implementation, but
cloud service providers need to utilize reactive ways to manage any potential fail-
ures. The reactive approaches mainly can be sub-classified into three classes [27]:
replication, re-submission, and checkpointing.

Several existing robust reactive approaches are presented in the literature.
For example: The authors in [33] presented a redundant VM placement optimiza-
tion approach to secure a fault-tolerant cloud system. The optimization func-
tion considers the huge network resource consumption issues related to failure
recovery mode. Three different algorithms were employed in the process of VM
(re)placement to provide reliable cloud services. In [31], the authors presented a
two-stage fault tolerance approach (offline and online) to improve the reliability
of the manufacturing network. The off-line stage ranks the manufacturing ser-
vices according to their importance in fault tolerance, then the critical services
are replicated. While the online stage performs a heuristic algorithm for replac-
ing the failed services. A two-stage unsupervised fault recognition approach,
called Deep Adaptive Fuzzy Clustering (DAFC), is presented in [11]. DAFC in-
tegrates two clustering algorithms, Stacked Sparse AutoEncoder (SSAE) and
Adaptive Weighted Gath–Geva (AWGG), aiming at proposing an unsupervised
fault recognition framework to cluster unlabeled big data in the manufacturing
environment and then extract fault features from the clusters. In [15, 19], the
authors analyze the usage of control-based reactive load balancing techniques
for masking potential faults in the data center.

Hybrid: To maintain the maximum possible level of reliability and availability
in cloud manufacturing, several approaches consider both proactive and reactive
ways to deal with system failure.

In the literature, very few hybrid approaches have been proposed. For exam-
ple, in [5], the authors presented a hybrid model to take fault tolerance actions,
including proactive actions after predicting the failure probability, and reactive
actions that employ replication and checkpointing techniques. The work in [24]
presented a fault-tolerance approach that utilizes two directions. The first direc-
tion is to perform VM migrations based on a failure prediction technique, while
the second direction is to implement the checkpointing process. Moreover, the
work in [1] presented an approach, called TOLERANCER, that aims to solve the
software and hardware-related failures in a cloud manufacturing environment.
TOLERANCER composes of connected components that are collaborating with
each other to detect stress situations or node failures, and accordingly, trigger
actions to avoid and solve potential system failures. The work presented in [25]
describes a hybrid checkpointing mechanism implemented in OpenStack, that
can be used for optimizing the usage of resources based on the incoming work-
load while improving the fault-tolerance capacity of the virtualized environment.

Intelligent: Such approaches try to handle application requirements when
faults happen and, at the same time, improve the service within an appropri-
ate time frame. Intelligent systems are resilient and include smart elements that
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are able to deal with the application requirements during any disruptions aim-
ing at reaching a system’s safe status. Such approaches share common features
with the proactive approaches, such as monitoring the system and predicting
faults to avoid them, but they differ from proactive approaches in utilizing in-
telligent learning [18]. The Intelligent approaches can be sub-classified into two
classes [18,22]: learning and induction.

Selected intelligent approaches can be mentioned: In [6] the authors stated
that fault diagnosis is essential in offering stable services in industry. Aiming
at identifying and preventing system failures, they used simple vibration data
and applied different unsupervised learning algorithms that test the performance
and robustness of the system. The work in [32] utilized deep learning to propose
a fault identification approach in industrial systems. To diagnose faults, the
approach extracts features from the system, and then a classification model is
used to detect fault information.

In [23] the authors stated that most of the existing load balancing algo-
rithms in cloud environments ignore fault tolerance in their design. Thus, they
presented an algorithm that employed fault tolerance metrics in a load balanc-
ing approach. The approach works in three phases: Observing phase to collect
system information aiming at identifying any disorganized behaviors, Inspection
phase to specify the relation or differentiate between defects aiming at false di-
agnosis, and Organize and Implementation phase to reassign a correct weight to
the damaged elements aiming at storing healthy system state.

3 Findings and research gaps

Studying the fault tolerance approaches presented in Section 2.5, and exploring
the state of the art, e.g., [13,14], led us to define the following issues to be tackled
when designing new fault tolerance approaches in the edge-cloud layers.

– In the context of cloud manufacturing, manufacturers are utilizing both the
edge and the cloud layers. Hence, the designed fault tolerance approach must
be holistic in considering different aspects, e.g., long-distance network con-
nectivity (vertical network) between different layers, network connectivity
(horizontal network) within the same layer, security and privacy issues, and
all related failures discussed in Section 2.4.

– Edge and cloud resources have different features, as discussed in Section
2.2. Thus, the designed fault tolerance approaches need to have separate
implementations for the edge and the cloud layers.

– IIoT applications are commonly real-time applications that have certain tim-
ing requirements. Therefore, the decisions of the designed fault tolerance
approaches need to be made at run-time to avoid failures.

– The cloud manufacturing environment is dynamic and serves different IIoT
applications which are accompanied by diverse functional and non-functional
requirements. Thus, fault tolerance approaches in such environments need
to be smart and able to learn and adapt to the system environment. The
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use of learning and induction algorithms seems promising in providing solid
fault-tolerant systems for manufacturers.

– Hybrid approaches combine the advantages of both proactive and reactive
approaches, hence it is always better to be adopted compared with consid-
ering proactive or reactive approaches individually.

– There are many technical issues in the existing fault tolerance approaches
to tackle in order to meet their design goals. Among many, we can identify
the following technical issues:
1. Checkpointing [9] in the reactive approaches performs efficiently at the

edge layer as the resulting checkpoint files have small sizes which can
be stored on the edge nodes of fixed storage capacity. However, it is
possible to further speed up the checkpointing process, which results in
faster service retrieval and continuing the ongoing application(s).

2. Function as a Service (FaaS) [21] is a promising platform under the um-
brella of cloud computing as it allows developers to run their applications
without considering the complexities related to building or maintaining
the infrastructure. In cloud manufacturing, manufacturers could get ben-
efit from FaaS if it is used at the edge layers. However, there are crucial
drawbacks with FaaS at the edge layer which need to be solved. For
instance, hosting long-running function instances on constrained edge
devices may not be feasible due to the memory requirements of Dock-
ers which deliver software in packages called containers. In addition, the
computation cannot be paused and continued later (stateless). Therefore,
novel methods to manage function containers are needed to overcome
these drawbacks.

3. Theoretically, integrating FaaS with checkpointing looks promising in
providing solid fault-tolerant systems. However, some challenges may
appear with this combination. For instance, how to specify the sleep and
active timing for the function containers? Proposing visible solutions to
such challenges is needed, for example, injecting the system through an
external monitoring process to examine file descriptors and incoming
network connections.

4 Conclusion and Future Directives

Cloud Manufacturing (CMfg) utilizes the resources at the edge and cloud layers,
aiming at providing holistic manufacturing services to maximize manufacturers’
profits. Such services should be stable and fault tolerant. Many fault tolerance
approaches have been proposed in the literature, however, there are challenges
that must be addressed and solved in order to attain reliable and fault tolerant
systems in the context of CMfg.

This work presented an overview of the fault tolerance-related issues in CMfg
environments, along with the research gaps in such environments. As future
directives, we are working on: (1) expanding this work to include more topics
related to system failures in CMfg, and (2) solving some of the identified technical
issues using hybrid and/or smart approaches.
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K.E., Hernández-Rodriguez, F., Elmroth, E.: Improving cloud service resilience
using brownout-aware load-balancing. In: IEEE 33rd International Symposium on
Reliable Distributed Systems (SRDS). pp. 31–40. IEEE, New York, NY, USA (Oct
2014). https://doi.org/10.1109/SRDS.2014.14

16. Microsoft: Introducing microsoft cloud for manufacturing.
https://www.vmware.com/topics/glossary/content/network-configuration.html
(2022), accessed: 2022



12 A. Al-Dulaimy et al.

17. Moreno, G.A., Papadopoulos, A.V., Angelopoulos, K., Cámara, J., Schmerl,
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