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Abstract

The advancement of technology has led to an increase in the demand for ultra-
low end-to-end network latency in real-time applications with a target of be-
low 10 ms. The IEEE 802.1 Time-Sensitive Networking (TSN) is a set of
standards that supports the required low-latency wired communication with
ultra-low jitter for real-time applications. TSN is designed for fixed networks
thus it misses the flexibility of wireless networks. To overcome this limitation
and to increase its applicability in different applications, an integration of TSN
with other wireless technologies is needed. The fifth generation of cellular
networks (5G) supports real-time applications with its Ultra-Reliable Low La-
tency Communication (URLLC) service. 5G URLLC is designed to meet the
stringent timing requirements of these applications, such as providing reliable
communication with latencies as low as 1 ms. Seamless integration of TSN
and 5G is needed to fully utilize the potential of these technologies in contem-
porary and future industrial applications. However, to achieve the end-to-end
Quality of Service (QoS) requirements of a TSN-5G network, a significant
effort is required due to the large dissimilarity between these technologies.

This thesis presents a comprehensive and well-structured snapshot of the
existing research on TSN-5G integration that identifies gaps in the current
research and highlights the opportunities for further research in the area of
TSN-5G integration. In particular, the thesis identifies that the state of the
art lacks an end-to-end mapping of QoS requirements and traffic forward-
ing mechanisms for a converged TSN-5G network. This lack of knowledge
and tool support hampers the utilisation of ground-breaking technologies like
TSN and 5G. Hence, the thesis develops novel techniques to support the end-
to-end QoS mapping and traffic forwarding of a converged TSN-5G network
for predictable communication. Furthermore, the thesis presents a translation
technique between TSN and 5G with a proof-of-concept implementation in a
well-known TSN network simulator. Moreover, a novel QoS mapping algo-
rithm is proposed to support the systematic mapping of QoS characteristics
and integration of traffic flows in a converged TSN-5G network.
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Sammanfattning

Teknikens framsteg har lett till en ökning av efterfrågan på ultralåg end-to-
end nätverkslatens i realtidsapplikationer med ett mål på under 10 ms. IEEE
802.1 Time-Sensitive Networking (TSN) är en uppsättning standarder som
stöder den trådbundna kommunikationen med låg latens och ultralågt jitter
för realtidsapplikationer. TSN är designad för fasta nätverk och missar där-
för flexibiliteten hos trådlösa nätverk. För att övervinna denna begränsning
och för att öka dess tillämpbarhet i olika applikationer behövs en integration
av TSN med andra trådlösa teknologier. Den femte generationen av cellulära
nätverk (5G) stöder realtidsapplikationer med sin Ultra-Reliable Low Latency
Communication (URLLC)-tjänst. 5G URLLC är designad för att möta de
stränga tidskraven för dessa applikationer, som att tillhandahålla pålitlig kom-
munikation med latenser så låga som 1 ms. Sömlös integrering av TSN och
5G behövs för att fullt ut utnyttja potentialen hos dessa teknologier i samtida
och framtida industriella tillämpningar. Men för att uppnå end-to-end QoS-
kraven för ett TSN-5G-nätverk krävs en betydande ansträngning på grund av
den stora olikheten mellan dessa teknologier. Denna avhandling presenterar
en omfattande och välstrukturerad ögonblicksbild av den befintliga forsknin-
gen om TSN-5G-integration som identifierar luckor i den aktuella forsknin-
gen och belyser möjligheterna för ytterligare forskning inom området TSN-
5G-integration. Speciellt identifierar avhandlingen att den senaste tekniken
saknar en end-to-end-mappning av QoS-krav och mekanismer för vidarebe-
fordran av trafik för ett konvergerat TSN-5G-nätverk. Denna brist på kunskap
och verktygsstöd hindrar användningen av banbrytande teknologier som TSN
och 5G. Därför utvecklar avhandlingen nya tekniker för att stödja end-to-end
QoS-kartläggning och trafikbefordran av ett konvergerat TSN-5G-nätverk för
förutsägbar kommunikation. Vidare presenterar avhandlingen en översättning-
steknik mellan TSN och 5G med en proof-of-concept-implementering i en
välkänd TSN-nätsimulator. Dessutom föreslås en ny QoS-mappningsalgoritm
för att stödja systematisk kartläggning av QoS-egenskaper och integration av
trafikflöden i ett konvergerat TSN-5G-nätverk.
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Chapter 1

Introduction

There is an urgent need for future industrial networks for ultra-reliable and
deterministic communication in order to involve their fast and precise pro-
cesses [1]. The physical infrastructure in smart factories will require com-
munication technologies that could deliver critical control, while providing
automation services. Furthermore, Industrial IoT (IIoT) applications like au-
tonomous driving, robotics, as well as augmented and virtual reality, may re-
quire high data rates and ultra-low latency (ULL) [2, 3]. These applications
often require end-to-end latency in the range of microseconds [4]. Therefore,
a dedicated mechanism is needed to address low-latency requirement of ULL
applications.

Time-Sensitive Networking (TSN) is a set of standards for Ethernet-based
communication1 that fulfills the requirements of real-time applications with
ultra low jitter [5,6]. Since it is a wired network, it uses onboard connection to
achieve the determinism and reliability of the network. The onboard connec-
tion is actually a constraint for future industrial applications. Wired connection
limits the movement of the vehicles and it also limits the connection only in the
areas where wired connection is feasible. The flexibility of a mobile connec-
tion is a missing feature of TSN. To overcome this limitation, the integration
of TSN with wireless technologies is compulsory for contemporary and future
industrial applications.

The early generations of mobile networks have not been designed
to achieve low-latency and reliability. They address the consumer
communications with asymmetric data, and thus the communication is
missing the built-in flexibility required by industrial applications. The
fifth generation of mobile networks (5G) [7, 8] can provide the flexibility

1https://1.ieee802.org/tsn/

1

https://1.ieee802.org/tsn/


2

and scalability required of the mentioned applications. 5G supports
real-time applications by using a service called Ultra-Reliable Low Latency
Communication (URLLC), which is part of the 3rd Generation Partnership
Project (3GPP) Releases [9, 10]. URLLC is a promising candidate for
real-time wireless communication to support latency of 1 ms and reliability of
99.999% [11]. Enhanced mobile broadband (eMBB) and massive machine
type communication [12] are two other services of 5G provided by 3GPP that
can be useful for industrial Internet of Things (IIoT) use cases [13].

A converged wired and wireless network integrating TSN and 5G is needed
to achieve real-time requirements, determinism as well as mobility and scal-
ability of communication in contemporary and future industrial applications.
In order to achieve such a converged network, a significant effort is required
due to very different techniques and protocols used on a wired and wire-
less network. An application of the converged TSN-5G network (i.e., TSN
within vehicles and 5G among the vehicles and their control centre) is shown
in Figure. 1.1. In this automotive use-case there is an urgent need for high-
bandwidth and low-latency predictable communication both within each vehi-
cle and among the vehicles and their remote control centre.

Figure 1.1: Envisioned conceptual view of collaborating vehicles utilizing converged
TSN-5G networks (PROVIDENT 2).

Our vision is that a converged TSN-5G network is a viable solution
to provide a seamless and flexible communication infrastructure which
meets the real-time requirements of holistic network communication in
collaborating connected vehicles and other domains; such as industrial
automation, industry 4.0 and industrial IoT.

2PROVIDENT is the name of our research project meaning "Predictable Software Develop-
ment in Connected Vehicles Utilising Blended TSN-5G Networks" Link to PROVIDENT.

https://www.mdu.se/en/malardalen-university/research/research-projects/provident-predictable-software-development-in-connected-vehicles-utilising-blended-tsn-5g-networks-


Chapter 1. Introduction 3

1.1 Motivation and Research Challenges

Besides all the benefits of integrating TSN and 5G technologies, several core
challenges need to be addressed. Some notable challenges include (i) under-
standing the different architectural trade-offs in a joint TSN-5G architecture,
(ii) time synchronization, (iii) handling end-to-end QoS requirements between
TSN and 5G, and (iv) simulation and implementation of a TSN-5G network in
a real-world environment, among others. Although the interaction of both sys-
tems is part of 3GPP specifications, there are still gaps for future investigation
on this interaction since there are different approaches and aspects, which are
still unclear to the research community and industries.

To achieve the end-to-end QoS requirements and traffic forwarding be-
tween TSN and 5G, a significant effort is required due to the large dissimilar-
ity of the considered systems. Both TSN and 5G use different techniques and
protocols to forward traffic from one user to another, to classify and prioritize
the traffic, as well as to allocate resources such as bandwidth, to each class of
traffic by ensuring that the QoS requirements are met. In this thesis, we aim at
addressing the handling of QoS requirements between TSN and 5G which is
essential for ensuring that real-time and critical data are transmitted with the
necessary level of reliability, determinism, and predictable low-latencies.

1.1.1 Research Goal

In this section, we specify the research goal of this thesis which targets
resource management and traffic forwarding in converged TSN-5G networks.
The purpose of this thesis is to provide solutions and techniques to achieve
the research goal (RG) defined as follows:

Research Goal (RG): Developing new techniques to provide an end-
to-end QoS mapping and traffic forwarding of a converged TSN-5G net-
work for predictable communication.

The main RG can be refined into three sub-goals (SGi) as follows:

• SG1: To identify challenges and opportunities in the current state-of-
the-art on the integration of TSN and 5G networks.

• SG2: To efficiently translate the traffic and map QoS requirements be-
tween TSN and 5G network domains.

• SG3: To design a centralized architecture to configure the TSN-5G net-
work, and forward traffic from TSN to 5G and vice-versa.



4 1.2. Research Process

1.2 Research Process

To address the research goal presented earlier in Section 1.1.1, this work uses
the hypothetico-deductive [14] research method for computer science. It also
considers investigating the research area and designing a well-structured de-
sign model for TSN and 5G integration. Additionally, it considers implement-
ing the idea in real use cases provided by some industrial partners. The re-
search process is presented in Figure 1.2.

Start

Discussion  
and  

validation

Revision

Results

Accepted

Solution Proposal

Research Product

Solution Implementation

Solution Evaluation

Validation Technique

Conduct a systematic
literature review

Identify a list of problems

Problem Formulation

Research Settings

Reformulate

Figure 1.2: Research process.

The research process consists of the following steps:

1. Systematic Literature Review: A systematic literature review
(SLR) [15] was conducted in order to achieve a comprehensive



Chapter 1. Introduction 5

and well-structured snapshot of the existing research on TSN-5G
integration. The existing literature was explored to understand different
aspects of such integration, and thus technical characteristics and
potential gaps in the state-of-the-art were identified.

2. Identify a list of problems: We identify gaps in the state of the art and
highlight future research directions, resulting in a list of problems that
need to be solved.

3. Problem Formulation: From the list of problems, we choose a specific
problem and formulate it based on well-structured research sub-goals.

4. Solution Proposal: Innovative and novel solutions were discussed and
proposed to address the identified problem. The implementation chal-
lenges of the solutions were identified. From the discussions, the solu-
tion that tackled the problem and overcame the drawbacks of the other
solutions was selected for the next step.

5. Solution Implementation: The solutions from the previous stage were
implemented. Practical challenges were identified, and reusability of the
implemented solution was taken in consideration.

6. Solution Evaluation: The solution was evaluated through sets of exper-
iments, use cases, simulation approaches, or theoretical analysis meth-
ods. The use cases were taken from the vehicular domain, and some of
them were also proposed by our industrial partners: HIAB3, and Arcti-
cus Systems4.

7. Discussion and Validation: This research was conducted as a joint
collaboration with industrial partners mentioned before. Therefore, we
received the industrial partners’ feedback based on continuous discus-
sions. The results from the evaluation were discussed thoroughly and
their validity were examined. If the results were judged as inconvenient,
we revised our solution or proposed a new one by reiterating the process.
Finally, if the results were accepted, the research process was ended by
publishing the proposed solution in a peer-reviewed article.

3https://hiab.com/en
4https://www.arcticus-systems.com/

https://hiab.com/en
https://www.arcticus-systems.com/




Chapter 2

Background and Related Work

This chapter describes the background for the work presented in this thesis
together with a list of related works that will help the reader understand the
basic concepts used throughout this thesis.

2.1 Ethernet-based Communication

Ethernet is a communication standard for Local Area Networks (LAN),
Metropolitan Area Networks (MAN) and Wide Area Networks (WAN). It
includes specifications for both the physical and data link layer of the OSI
model. The data link layer is divided into two sub-layers: Logical Link
Control (LLC) and Medium Access Control (MAC). The LLC acts as a
bridge between the physical layer, MAC layer and the Network layer. It
controls the logical link between end stations and makes sure that multiple
network protocols can be supported on the same multipoint network. MAC
layer handles the hardware side with each Network Interface Card (NIC)
having a unique 48-bit address often represented in hexadecimal. It is
responsible for interactions with the physical medium. Ethernet technology
assigns dedicated priorities to each frame based on IEEE 802.1Q standard.
To introduce real-time capabilities, additional features have been added, such
as Time Division Multiple Access (TDMA), polling based communication,
and summation frame communication [16]. This set of extensions fulfil the
stringent real-time requirements, but they require modifications to the IEEE
Ethernet MAC [17]. Therefore, the Audio-Video Bridging (AVB) working
group broadened in scope [18] following rising demand from industries for
high reliability and high bandwidth traffic over Ethernet. In 2012, the AVB
working group was renamed to Time-Sensitive Networking (TSN) task group

7
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to reflect the expanded scope and the technology’s ability to provide reliable
and deterministic networking for a wider range of time-sensitive applications
beyond just audio and video.

2.2 Time-Sensitive Networking

TSN is a set of standards that enable the reliable and deterministic delivery of
time-sensitive data over Ethernet. It supports high-bandwidth and low-latency
communication, gaining attention in time-critical industrial applications such
as in the industrial automation [6] and automotive domains [19, 20]. To im-
prove the Quality of Service (QoS) of Ethernet, the TSN task group proposed
several features; e.g, time-aware traffic shaper (IEEE 802.1 Qbv), clock syn-
chronization (IEEE 802.1AS), frame preemption (IEEE 802.1Qbu), and path
control and reservation (IEEE 802.1Qca), among others.

2.2.1 Traffic Forwarding and Traffic Classes in TSN

TSN switches (or bridges) support 8 different priorities for different types of
traffic. The priority is defined by Priority Code Point (PCP) field. The PCP
is a 3-bit value added in the 802.1Q-2018 VLAN tag. TSN switches use the
PCP value to classify incoming frames into different priority levels and apply
the necessary (QoS) mechanisms, such as traffic shaping, prioritization, and
reservation, to ensure that time-sensitive data is delivered with the required
accuracy and reliability. There are two scheduling mechanisms available in
TSN: (i) Credit-based shaper (CBS) for AVB, and (ii) Time-Aware Shaper
(TAS), which allow arbitration of traffic at the egress port.

TSN traffic classes: TSN supports three different traffic classes: (1)
Scheduled Traffic (ST), (2) Audio Video Bridging with Class A and Class B,
and (3) BE traffic, presented in Figure 2.1. Each queue is controlled by a
Gate Control List (GCL), where all the offline schedule is timestamped. For
example, the GCL could specify that flows with a certain priority should be
passed through the switch without delay, while flows with a lower priority
should be buffered or discarded.

• The ST class is scheduled offline, with strict temporal isolation achieved
with the TAS mechanism controlled by the GCL [21]. The GCL is pre-
defined with the specific time slots. When a gate has an open state, the
corresponding queue is allowed to send messages over the link. This
makes ST class fully deterministic, with no jitter on delivering the mes-
sages.
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• AVB defines two priority classes, class A and B, with A as the high-
est priority queue. The AVB traffic queues are controlled by the CBS
mechanism [22]. The CBS works on credit basis, and thus the queue
consumes credit when it sends a message, and it replenishes the credit
when it has a pending message. The traffic from an AVB queue can be
transmitted only if the queue has a non-negative credit and if the gate
has an open state.

• The BE traffic class consists of non-critical data with no real-time guar-
antees. It is the lowest-priority class, and traffic from this queue can be
sent only if the gate is opened.

ST queue

AVB Class A queue

AVB Class B queue

BE queue

C
BS

C
BS

TA
S

GCL

Port

Figure 2.1: Traffic forwarding in a TSN egress port.

2.2.2 TSN configuration models

The IEEE 802.1Qcc [23] provides a framework for building TSN networks.
According to the 802.1Qcc standard there exist different configuration models
to manage the behavior of TSN bridges as presented below. The choice of
configuration model depends on the requirements of the application and the
network architecture.

Fully distributed model: In the fully distributed model, each network
component (end devices, or TSN bridges) shares its properties required to es-
tablish a TSN flow with all other components that are part of the flow in order
to establish a TSN QoS. The end devices send their requirements to the TSN
bridges, which then propagates the requirements along the TSN stream. Each
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end station in the fully centralized model handles its own resource manage-
ment. A visual representation of the TSN fully distributed configuration model
is presented in Figure 2.2.

End Device
(Talker)

End Device
(Listener)TSN Bridge TSN Bridge TSN Bridge

Figure 2.2: Fully Distributed TSN Configuration Model.

Centralized network/distributed user model: In the centralized
network/distributed user model, a Centralized Network Configuration
(CNC) entity is added as shown in Figure 2.3. TSN bridges send their
capabilities and requirements to the CNC, while the end devices still send
their properties among each other. The CNC facilitates more complex TSN
features, such as TAS and preemption of flows. It defines the traffic classes,
scheduling mechanisms, and GCLs for each TSN bridge, and provides these
configurations to the bridges over the network.

End Device
(Talker)

End Device
(Listener)TSN Bridge TSN Bridge TSN Bridge

CNC

Figure 2.3: Centralized / Distributed TSN Configuration Model.

Fully centralized model: The fully centralized model includes two cen-
tralized entities. First, the end devices send their requirements to an entity
named Centralized User Configuration (CUC). Second, the CNC gets the com-
plete picture of the network by receiving the bridge capabilities and topology,
and end stations’ requirements from the CUC. A visual representation of the
fully centralized configuration model is shown in Figure 2.4.

For a better understanding of this model we present the flow of information
as follows:

1. The end devices send to the CUC their QoS requirements, such as data
rate, traffic class, priorities and worst-case latency.

2. The CUC relays the end devices’ requirements to the CNC.
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3. The TSN bridges send their capabilities to the CNC. These capabilities
include bridge delays per port and class, propagation delays per port,
and priorities.

4. Since CNC has an overview of the whole network, it calculates a sched-
ule for the network with regards to starting times of flows and the open-
ing and closing timings of the gate control within each of the TSN
bridges.

CUC

CNC

End DeviceEnd Device TSN BridgeTSN BridgeTSN Bridge

Requirements & 
Configuration Data

Capabilities & 
Configuration Data

Figure 2.4: Fully Centralized TSN Configuration Model. The clocks in each of the
end devices and TSN bridges indicate that the components are time synchronized as
per IEEE 802.1AS.

2.2.3 Limitations of TSN

Although TSN is a promising technology for building low-latency,
high-bandwidth, and highly-reliable networks for time-sensitive data, there
are several missing features that must be overcome in order to fully realize
the potential of TSN. TSN is still a relatively new technology, and there
is a lack of widespread adoption, particularly in consumer markets. This
can limit the availability of TSN devices and make it difficult for users
to find compatible products. interoperability is an important challenge
for TSN. Although the TSN standardization is evolving, currently there
is a lack of interoperability between different TSN implementations,
which can lead to compatibility issues and increased complexity when
building large-scale TSN networks that include devices from multiple vendors.
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Furthermore, TSN as a wired technology, is limited in the areas where
a cable connection is feasible, though missing the flexibility of mobile
connection. This can limit the applicability of TSN in scenarios where
mobility is required such as autonomous vehicles or industrial drones.

2.3 Evolution of mobile networks

The evolution of mobile networks starts with the First generation (1G) tech-
nology, which was launched in 1980’s, introducing wireless voice data. Then
the evolution of mobile networks continues with 2G, 3G, 4G, and 5G in or-
der to improve user experience with communication systems [24] as shown in
Figure 2.5.

Voice

Human to Human Telemetry Machine to Machine Internet of Things

Messaging and global roaming

Data

Always connected - cloud computing - streaming

LTE-M and NB-IoT

Critical
Communication

Enhanced
Mobile

Broadband

1G
2G

3G
4G

5G

1980s 1990s 2000 2010 2025

Figure 2.5: Evolution of mobile technology from 1G to 5G1.

The deployment of fifth generation of mobile communications (5G) is stan-
dardized into two phases [25]. 5G Phase 1 was introduced by 3GPP Release
15 [26], as a Non-Standalone network with the ability to utilize existing LTE
and EPC (from 4G) infrastructure, thus making new 5G-based radio technol-
ogy available without network replacement. 5G Phase 2 was explored by
3GPP Release 16 [9], introducing a new core network named Next Gener-
ation Core Network (NGCN) to support advance functions such as network
slicing [27].

1https://iot.telenor.com/technologies/evolution-mobile-technology/

https://iot.telenor.com/technologies/evolution-mobile-technology/
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2.4 5G Network

5G network [28,29] provides significant improvements to the Long Term Evo-
lution (LTE) technology. It is designed to achieve low latency and high re-
liability, providing the built-in flexibility required by Industry 4.0. 5G in-
cludes three generic services: enhanced mobile broadband (eMBB), massive
machine-type communications (mMTC), and ultra-reliable low-latency com-
munication (URLLC), [30–32]. The eMBB supports high data rates, higher
user mobility, high density, and fixed-mobile convergence. The mMTC pro-
vides efficient connectivity for a massive number of heterogeneous IoT devices
with a variety of characteristics and demands.

URLLC is a set of features for 5G to support critical applications with low-
latency and reliability requirements. The standardization for URLLC started
with 3GPP Release 15 and evolved until Release 17. With URLLC features,
the new 5G Radio Access Network (RAN) [33] can achieve ultra-low latency
down to 1 ms and reliability up to 99.9999%. Within the core network, la-
tency is typically below 1 ms [34]. The desired QoS requirements for URLLC
depend on the applications as shown in Table 2.1.

Table 2.1: Expected QoS requirements for URLLC [32, 35].

Industry Error Rate/Reliability Latency (ms)

Augmented/Virtual Reality 10−5 - 10−3 5 - 10

Autonomous/guided vehicles ≥ 10−3 5 - 10

Automated Industry 10−9 - 10−5 1

Internet of things/Tactile Internet 10−5 1

2.4.1 PDU Session and QoS Flows

5G network provides connectivity to User Equipment (UE) towards a Data
Network (DN) such as Internet, IP Multimedia Subsystem (IMS), or any pri-
vate corporate network. To provide this end-to-end connectivity, 5G estab-
lishes a PDU session through the User Plane Function (UPF), containing up
to 64 QoS flows. The 5G UPF is the function that connects the actual data
coming over the Radio Area Network (RAN) to the Internet.

A 5G QoS flow is assigned to every flow or packet coming to the uplink
(UL) or downlink (DL). There are two types of flows in 5G: (i) Guaranteed
Bit Rate (GBR) QoS flows and (ii) Non-guaranteed Bit Rate (Non-GBR) QoS
flows. GBR flows are traffic flows that are allocated a minimum amount of
network resources, ensuring a minimum level of quality of service (QoS) for
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the traffic. The GBR transmission is used for applications when providing
real-time services, as there are no problems associated with overload during
transmission of this data and packet loss [36]. Non-GBR flows are best-effort
flows that do not have a guaranteed level of network performance. They are
used for applications that are less critical or have more flexible requirements.

QoS flow is the finest granularity of QoS differentiation inside a PDU ses-
sion. It has a unique QoS flow Identifier (QFI). The traffic with the same QFI
within a PDU session will receive the same traffic forwarding treatment [37].
Flows coming from different applications are classified or mapped to suitable
QoS flows by the UPF in case of DL, and by the UE in case of UL.

2.4.2 5G Packet Filtering

Packet filtering is a technique used in 5G to manage and control network traffic
by filtering the UL (incoming) and DL (outgoing) packets based on predefined
rules. This helps to ensure that only authorized traffic is allowed through the
network, and can help to prevent security threats and other types of unwanted
traffic. Figure 2.6 describes the process of packet filtering inside 5G. The data
packets from the applications arrives on both sides: on the UE side in case of
UL and on UPF side in case of DL. 5G applies QoS Rules mapping the UL
packets to QoS flows on UE side, and Packet Detection Rules (PDRs) to map
DL packets to QoS flows on UPF side. Both QoS Rules and PDRs use some
Packet Filter Sets in order to identify one or more IP or Ethernet flows.

The 3GPP Release 16 defines two types of Packet Filter Sets: (i) IP Packet
Filter Set, and (ii) Ethernet Packet Filter Set. The IP Packet Filter Set is a
combination of fields such as Source/Destination IP address or IPv6 prefix;
Source/Destination port number or port ranges; Protocol ID of the protocol
above IP/Next header type; Type of Service (TOS) (IPv4) or Traffic class
(IPv6) and Mask; Flow Label (IPv6); Security parameter index; and Packet
Filter direction [9].

An Ethernet Packet Filter Set is a combination of Source/destination MAC
address (may be a range); Ethertype as defined in IEEE 802.3; Customer-
VLAN tag (C-TAG) and/or Service-VLAN tag (S-TAG) VID fields as defined
in IEEE Std 802.1Q; Customer-VLAN tag (C-TAG) and/or Service-VLAN tag
(S-TAG) PCP/DEI fields as defined in IEEE Std 802.1Q; IP Packet Filter Set,
in the case that Ethertype indicates IPv4/IPv6 payload; and Packet Filter di-
rection [9]. For an Ethernet PDU Session, the Packet Filter Set shall support
Ethernet Packet Filters based on the above combination of fields. When a TSN
flow reaches 5G system either on UL, or DL side, an Ethernet Packet Filter Set
should be supported. Once a Ethernet PDU session is established a 5G QFI
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AN Resources

***

ANUE UPF

QoS Flow

Data packets from applications

QoS Rules* PDRs**

PDU  
session

Application / Service Layer

Figure 2.6: Packet classification, user plane marking and mapping to radio re-
sources [37].

.

• QoS Rules* - mapping UL packets to QoS flows in UE and apply the QoS flow marking

• PDRs** - Packet Detection Rules classifying DL packets for QoS flow marking in UPF

• *** - Mapping QoS flows to Access Network (AN) or radio resources

should be assigned to every application flow.

2.4.3 QoS Identifier Insertion

Considering the DL direction2, the insertion of QFI is performed on the UPF
by the Session Management Function (SMF). The SMF extracts the QoS flow
binding parameters (in the following section) and creates a new QoS flow if
the one requested does not exist. Each application gets its own Service Data
Flow (SDF) inside the UPF, and then they are associated/mapped to different
or same QFI based on their QoS needs as shown in Figure 2.7. The QoS real-
ization for downlink packets in 5G is achieved through the use of several pro-
tocols and procedures, including Service Data Flow (SDF) and Service Data
Adaptation Protocol (SDAP).

SDF is a mechanism used in 5G to ensure the appropriate priority level
and resources that should be allocated to different packets based on their QoS-
es. SDAP is a protocol used in 5G networks to adapt the packet headers of
downlink packets by including information about the SDF and QFI associated
with the packet. Another mapping is performed on the radio side, assigning

2For the sake of simplicity from now on, we only consider DL direction, as UL works in a
similar way.
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QoS flows to Data Radio Bearers (DRB). However, this type of mapping is
beyond the scope of this work.
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Figure 2.7: Example of QoS realization for downlink packets. Source: Rodini 2017,
slide 6 [38].

2.5 5G as a Logical/Transparent TSN Bridge

Integration of 5G into TSN is based on either having 5G with the capabilities
of TSN or integrating 5G as a logical TSN bridge. In the first approach, 5G is
seen as a cable link between the devices [39], while in the second approach,
5G is seen as a black-box TSN bridge. 5G as a logical TSN bridge approach
is the most focused in the existing works [40, 41].

The core architecture for TSN-5G design where 5G appears as a logical
TSN bridge is presented in Figure 2.8. In this architecture 5G appears a black-
box to the TSN network. It introduces two TSN translators to provide seamless
communication between TSN and non-TSN devices (5G devices). The TSN
translators are established on the device-side (DS-TT) and the network-side
(NW-TT) of the logical TSN bridge as shown in Figure 2.8. From the user
plane’s (UP) perspective, the logical TSN Bridge is a virtual tunnel between
the UE and the TSN Network. The DS-TT translates the necessary parameters
of TSN to 5G QoS to establish the message’s priority on the device-side. This
is transmitted from the RAN to the network-side, which holds the TSN net-
work. The NW-TT handles the translation from the 5G QoS to TSN QoS so
that the frame maintains correct priority within the integrated network [9]. The
introduction of the TSN translators at the device-side and network-side makes
it possible to reuse many of the existing interfaces defined for the 5G systems.
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Figure 2.8: 5G as a logical TSN bridge [9].

The following concepts are a part of the core architecture for a TSN-5G de-
sign presented also in Figure 2.8; a brief overview is given to better understand
the function of the individual components.

• Control Plane (CP): Definition of a plane that handles connection man-
agement, QoS policies, authentication, and other management functions,
separated from the UP.

• Access and Mobility Management Function (AMF): Receives informa-
tion related to 5G sessions within the network and manages handovers
between gNB components [42].

• Unified Data Management (UDM): Follows the design of the Home
Subscriber Service (HSS) in 4G networks. It stores user data infor-
mation regarding what components are connected to the Network, cus-
tomer data, and customer information. The 5G additions to the HSS
have added cloud functionality and 5G designs.

• Session Management Function (SMF): Creates a communication chan-
nel between the CP and the UP. It handles the UPF concerning session
context by dealing with creating, updating, and deleting PDUs. It com-
municates with the AF via the PCF, giving the MAC addresses of the
TT per PDU session.

• Network Exposure Function (NEF): Provides a secure connection be-
tween 5G and third-party applications. Communication with 5G ser-
vices is done via the NEF.

• Policy Control Function (PCF): Receives the QoS information from the
AF, and maps the TSN QoS parameters to a 5QI. The 5QI is a scalar
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reference to certain 5G QoS characteristics, such as priority, Package
Delay Budget (PDB), Package Error Rate (PER) and Max data burst
volume (MDBV).

• Application Function (AF): Communicates with the CNC, with the pri-
mary purpose to decide TSN QoS parameters, such as priority and delay
based on received configuration information from the CNC.

• User Plane (UP): Definition of the plane which deals with data-traffic
forwarding, separated from the CP.

• TSN Translator (TT): Both the DS-TT and the NW-TT acts as interme-
diaries between the UP borders of the logical TSN bridge. The Device
Side refers to, e.g., actuators or sensors, while the Network refers to the
TSN network on the other side of the logical TSN bridge. In essence,
they translate the requirements established by the AF and PCF on the
flows traversing the logical TSN Bridge [43].

• User Plane Function (UPF): The communication scheme established be-
tween the gNB and the NW-TT.

• User Equipment (UE): Components capable of communicating with the
RAN.

• RAN: A 5G capable device which acts as the access point for the wire-
less side of the logical TSN bridge, sometimes also known as new Gen-
eration Node B (gNB). It communicates with one or many UE.



Chapter 3

Thesis contributions

In this chapter, we present a summary of the contributions to realize the defined
goal of this thesis along with a mapping of each contributions towards the
subgoals of this thesis.

3.1 Technical Contributions

In this section, we present a summary of the research contributions of this
thesis.

3.1.1 Contribution 1: Providing a comprehensive and well-
structured snapshot of the existing research on TSN-5G
integration

The first research contribution (C1) in this thesis is to provide a detailed
investigation of state of the art on TSN-5G integration and provide a
fully-concentrated and well-organized classification scheme of the relevant
publications. This will help the researchers and practitioners in identifying
and understanding the existing solutions and their applicability in the
industrial environments. In addition, it will help in the identification of gaps
in the current research and highlighting the opportunities for further research
in the area of TSN-5G integration.

Contribution 1 corresponds to Paper A [44] addressing the first sub-
goal of the thesis SG1: "To identify challenges and opportunities in the
current state-of- the-art of integrated TSN and 5G network".

19
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3.1.2 Contribution 2: A technique to translate the traffic between
TSN and 5G communication technologies

In the second research contribution (C2), we propose a technique to translate
the traffic between TSN and 5G communication technologies. This translation
acts as a gateway between the two technologies by taking the priority level of
TSN frames and mapping them to the 5G Quality of Service (QoS) according
to the 3GPP specifications and vice versa. We present a proof-of-concept
implementation of the proposed technique in a commonly used TSN network
simulator NeSTiNG that is based on OMNeT++. We show that the technique
can assist network designers to evaluate various holistic TSN-5G network
configurations.

Contribution 2 corresponds to Paper B [45] addressing the second sub-
goal of the thesis SG2: "To efficiently translate the traffic and map QoS
requirements between TSN and 5G network domains.".

3.1.3 Contribution 3: A novel and efficient mapping algorithm to
map different TSN traffic flows to 5G QoS flows

The third research contribution (C3) in this thesis introduces a novel
algorithm, called the QoS-MAN, to systematically map QoS characteristics
between TSN and 5G. The purpose of this algorithm is to facilitate
integration of traffic flows in a heterogeneous TSN-5G network. Although
we specifically considered TSN as the Ethernet protocol in this mapping,
the proposed algorithm can be adapted to the flows between 5G and other
Ethernet protocols that provide strict QoS. The algorithm uses the application
requirements as its input. We define these requirements in the form of
constraints such as the deadline constraint, jitter constraint on delivery
of packets, bandwidth constraint, and packet loss rate. Based on such
requirements, the QoS-MAN algorithm maps the packet to a specific 5G QoS
flow identifier that fulfill its needs.

Contribution 3 corresponds to Paper C [46] addressing the second sub-
goal of the thesis SG2: "To efficiently translate the traffic and map QoS
requirements between TSN and 5G network domains.".
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3.1.4 Contribution 4: A centralized architectural model to config-
ure the TSN-5G network

The fourth contribution (C4) in this thesis consists of a centralized
architectural model to configure the TSN-5G network, and forward traffic
from TSN to 5G and vice-versa. The proposed architectural model uses
knowledge of the traffic characteristics to carry out a more accurate mapping
of quality of service attributes between TSN and 5G. We discussed the main
aspects of the architecture, i.e., which devices are involved and how they
inter-operate. Furthermore, we proposed a workflow, which defines the
different activities required to properly configure a TSN-5G network using
the proposed architecture.

Contribution 4 corresponds to Paper D [47] addressing the third sub-
goal of the thesis SG3: "To design a centralized architecture to con-
figure the TSN-5G network, and forward traffic from TSN to 5G and
vice-versa.".

3.2 Overview of Included Papers

The research contributions are encapsulated in four scientific publications in-
cluded in the thesis. In this section, we present a summary of the included
publications.

3.2.1 Paper A

Title: A Comprehensive Systematic Review of Integration of Time Sensitive
Networking and 5G Communication

Authors: Zenepe Satka, Mohammad Ashjaei, Hossein Fotouhi, Masoud
Daneshtalab, Mikael Sjödin, Saad Mubeen.

Status: Published in the Journal of Systems Architecture (JSA), February,
2023.

Abstract: Many industrial real-time applications in various domains, e.g.,
automotive, industrial automation, industrial IoT, and industry 4.0, require
ultra-low end-to-end network latency, often in the order of 10 milliseconds or
less. The IEEE 802.1 time-sensitive networking (TSN) is a set of standards
that supports the required low-latency wired communication with ultra-low
jitter. The flexibility of such a wired connection can be increased if it is
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integrated with a mobile wireless network. The fifth generation of cellular
networks (5G) is capable of supporting the required levels of network latency
with the Ultra-Reliable Low Latency Communication (URLLC) service.
To fully utilize the potential of these two technologies (TSN and 5G) in
industrial applications, seamless integration of the TSN wired-based network
with the 5G wireless-based network is needed. In this article, we provide
a comprehensive and well-structured snapshot of the existing research on
TSN-5G integration. In this regard, we present the planning, execution, and
analysis results of the systematic review. We also identify the trends, technical
characteristics, and potential gaps in the state of the art, thus highlighting
future research directions in the integration of TSN and 5G communication
technologies. We notice that 73% of the primary studies address the time
synchronization in the integration of TSN and 5G technologies, introducing
approaches with an accuracy starting from the levels of hundred nanoseconds
to one microsecond. Majority of primary studies aim at optimizing
communication latency in their approach, which is a key quality attribute in
automotive and industrial automation applications today.

Authors’ Contributions: I was the main driver of the work under the supervi-
sion of the co-authors. The plan for the paper was formed in joint discussions
with the co-authors. I performed the systematic literature review and wrote the
draft of the paper. The co-authors have reviewed the paper, after which I have
improved it.

3.2.2 Paper B

Title: Developing a Translation Technique for Converged TSN-5G
Communication

Authors: Zenepe Satka, David Pantzar, Alexander Magnusson, Mohammad
Ashjaei, Hossein Fotouhi, Masoud Daneshtalab, Mikael Sjödin, Saad Mubeen.

Status: Published in the 18th IEEE International Conference on Factory
Communication Systems (WFCS), 2022.

Abstract: Time Sensitive Networking (TSN) is a set of IEEE standards
based on switched Ethernet that aim at meeting high-bandwidth and
low-latency requirements in wired communication. TSN implementations
typically do not support integration of wireless networks, which limits their
applicability to many industrial applications that need both wired and wireless
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communication. The development of 5G and its promised Ultra-Reliable
and Low-Latency Communication (URLLC) integrated with TSN would
offer a promising solution to meet the bandwidth, latency and reliability
requirements in these industrial applications. In order to support such an
integration, we propose a technique to translate the traffic between TSN and
5G communication technologies. As a proof of concept, we implement the
translation technique in a well-known TSN simulator, namely NeSTiNg,
that is based on the OMNeT++ tool. Furthermore, we evaluate the proposed
technique using an automotive industrial use case.

Authors’ Contributions: I was the main driver of the work under the supervi-
sion of the co-authors. The plan for the paper was formed in joint discussions
with the co-authors. The co-authors have reviewed the paper, after which I
have improved it.

3.2.3 Paper C

Title: QoS-MAN: A Novel QoS Mapping Algorithm for TSN-5G Flows

Authors: Zenepe Satka, Mohammad Ashjaei, Hossein Fotouhi, Masoud
Daneshtalab, Mikael Sjödin, Saad Mubeen.

Status: Published in the 28th IEEE International Conference on Embedded
and Real-Time Computing Systems and Applications (RTCSA), 2022.

Abstract: Integrating wired Ethernet networks, such as Time-Sensitive
Networks (TSN), to 5G cellular network requires a flow management
technique to efficiently map TSN traffic to 5G Quality-of-Service (QoS)
flows. The 3GPP Release 16 provides a set of predefined QoS characteristics,
such as priority level, packet delay budget, and maximum data burst volume,
which can be used for the 5G QoS flows. Within this context, mapping
TSN traffic flows to 5G QoS flows in an integrated TSN-5G network is
of paramount importance as the mapping can significantly impact on the
end-to-end QoS in the integrated network. In this paper, we present a novel
and efficient mapping algorithm to map different TSN traffic flows to 5G
QoS flows. To the best of our knowledge, this is the first QoS-aware mapping
algorithm to exchange flows between TSN and 5G network domains. We
evaluate the proposed mapping algorithm on synthetic scenarios with random
sets of constraints on deadline, jitter, bandwidth, and packet loss rate. The
evaluation results show that the proposed mapping algorithm can fulfill over
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90% of the applications’ constraints.

Authors’ Contributions: I was the main driver of the work under the supervi-
sion of the co-authors. The plan for the paper was formed in joint discussions
with the co-authors. I developed the QoS-MAN algorithm and wrote the draft
of the paper. The co-authors have reviewed the paper, after which I have im-
proved it.

3.2.4 Paper D

Title: Work in progress - A centralized configuration model for TSN-5G
networks

Authors: Zenepe Satka, Inés Álvarez, Mohammad Ashjaei, Saad Mubeen.

Status: Published in the 27th IEEE International Conference on Emerging
Technologies and Factory Automation (ETFA), 2022.

Abstract: The integration of Time-Sensitive Networks (TSN) with 5G
cellular networks requires a defined architecture for network configuration
and management. Although 3GPP specifications provide necessary means for
the TSN-5G integration, the operation of such converged TSN-5G network
remains an open challenge for the research community. To address this
challenge, this paper presents the ongoing work in developing a centralized
architectural model to configure the TSN-5G network, and forward traffic
from TSN to 5G and vice-versa. Our model uses knowledge of the traffic
characteristics to carry out a more accurate mapping of QoS-es between TSN
and 5G. To support this mapping technique, we need to define an adequate
network architecture.

Authors’ Contributions: I was the main driver of the work under the supervi-
sion of the co-authors. The plan for the paper was formed in joint discussions
with the co-authors. I developed the centralized architectural model to config-
ure the TSN-5G network, and wrote the first draft of the paper. The co-authors
have reviewed the paper, after which I have improved it.
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3.2.5 Mapping of Research Goal to Contributions and Publica-
tions

This section provides the mapping of the research contributions and included
papers to the defined sub-goals and final goal of this thesis shown in Figure 3.1.
There is a one-to-one mapping between the research contributions and publi-
cations. The research contributions C1 and C4 address sub-goals SG1 and
SG3 respectively. Whereas, both research contributions C2 and C3 address
sub-goal SG2.

RG

SG1 SG2 SG3

Paper A

C2 C3 C4C1

Paper B Paper C Paper D

Figure 3.1: Mapping among the research sub-goals, research contributions and pub-
lications.





Chapter 4

Summary and Future Works

With the contributions being discussed, we now turn our attention to conclu-
sions and possible directions for future works.

4.1 Summary

In this thesis, we develop new techniques and mechanisms to provide an end-
to-end QoSmapping and traffic forwarding of a converged TSN-5G network
for real-time applications.

One of the main contributions of this thesis was the comprehensive and
well-structured snapshot of the existing research on TSN-5G integration using
a fully-concentrated and well-organized classification scheme. This detailed
investigation addresses the first sub-goal of the thesis and it was presented
in a comprehensive systematic literature review which will help both the re-
searchers and the practitioners in identifying and understanding the existing
solutions and their applicability in the industrial environments. Moreover, it
will help in the identification of gaps in the current research and highlighting
the opportunities for further research in the area of TSN-5G integration.

In addition, to address the second sub-goal of this thesis we focus on
the traffic forwarding from a TSN to a 5G network providing a translation
technique between different communication protocols. We present a proof-of-
concept implementation of the proposed technique in a commonly used TSN
network simulator NeSTiNG that is based on OMNeT++. Moreover, to handle
the end-to-end QoSrequirements of real-time applications we introduce a novel
and efficient mapping algorithm which maps different TSN traffic flows to 5G
QoSflows. The algorithm uses the application requirements such as deadline,
jitter, bandwidth and packet loss rate to map the TSN traffic flow to a specific

27
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5G QoSflow identifier that fulfill the needs.
Furthermore, to address the third sub-goal of the thesis, we introduce a cen-

tralized architectural model to configure TSN-5G network using a centralized
network configuration entity which appears as a software-defined controller
for the whole TSN-5G system.

Overall, the integration of TSN and 5G can have significant implications
for various industries. It can lead to new possibilities for real-time control in
industrial systems, and can enable new applications and services. However,
it presents significant challenges such as standardization and interoperability
between different vendors, time synchronization between both technologies,
network security and privacy, as well as technical challenges in understanding
of the different architectural trade-offs in a joint TSN-5G architecture.

4.2 Future work

Both TSN and 5G are still in the early stages of development and deployment.
The full capabilities and potential of each are yet to be fully realized, and
there are ongoing efforts to further improve and enhance the technologies to
be compatible with existing networks and devices. However, the need for an
integrated TSN-5G network is rapidly growing and a number of companies
and organizations are working on its development and implementation.

There exist several core challenges in the state of the art that require the
immediate attention of the community to achieve seamless integration of TSN
and 5G for industrial applications.

However, our main focus is on handling QoSrequirements and traffic
prioritization and forwarding on a TSN-5G network.

As an extension of our previous work on a centralized architectural model
for TSN-5G network, we aim at developing a scheduling mechanism to ensure
the efficient and predictable delivery of time-sensitive data while allocating
efficient amount of radio resources on a 5G network.

In addition, we aim to experimentally analyse the integration of TSN
and 5G on a real-world environment implementing different industrial
use cases.
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Abstract

Many industrial real-time applications in various domains, e.g., automotive,
industrial automation, industrial IoT, and industry 4.0, require ultra-low end-
to-end network latency, often in the order of 10 milliseconds or less. The IEEE
802.1 time-sensitive networking (TSN) is a set of standards that supports the
required low-latency wired communication with ultra-low jitter. The flexibil-
ity of such a wired connection can be increased if it is integrated with a mobile
wireless network. The fifth generation of cellular networks (5G) is capable of
supporting the required levels of network latency with the Ultra-Reliable Low
Latency Communication (URLLC) service. To fully utilize the potential of
these two technologies (TSN and 5G) in industrial applications, seamless inte-
gration of the TSN wired-based network with the 5G wireless-based network
is needed. In this article, we provide a comprehensive and well-structured
snapshot of the existing research on TSN-5G integration. In this regard, we
present the planning, execution, and analysis results of the systematic review.
We also identify the trends, technical characteristics, and potential gaps in the
state of the art, thus highlighting future research directions in the integration
of TSN and 5G communication technologies. We notice that 73% of the pri-
mary studies address the time synchronization in the integration of TSN and
5G technologies, introducing approaches with an accuracy starting from the
levels of hundred nanoseconds to one microsecond. Majority of primary stud-
ies aim at optimizing communication latency in their approach, which is a key
quality attribute in automotive and industrial automation applications today.
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5.1 Introduction

There is an urgent need to support ultra-reliable, high-bandwidth, low-latency
and predictable communication in many contemporary and future industrial
applications [1, 2]. Examples of these applications include autonomous
driving, autonomous construction sites and mines, collaborating robots,
augmented and virtual reality, to mention a few [3–5]. The end-to-end
communication in these applications is achieved by combining wired
networks (for onboard communication) and wireless networks (for remote
communication). The end-to-end (E2E) latency in these applications often
ranges from milliseconds for wired onboard communication to microseconds
for wireless communication [6, 7].

Time-sensitive networking (TSN) is a set of standards for Ethernet-based
communication, where the main focus is on providing low-latency and low-
jitter for time-sensitive traffic, and even to provide deterministic message trans-
mission over switched Ethernet [6, 8–11]. Since it is a wired network, it limits
the connection only to the areas where a wired connection is feasible while
missing the flexibility of a mobile connection.

The fifth generation of wireless telecommunications (5G) [12,13] can pro-
vide the flexibility and scalability required of the mentioned applications. 5G
supports real-time applications by using a service called Ultra-Reliable Low
Latency Communication (URLLC) which is part of the 3rd Generation Part-
nership Project (3GPP) Releases [14–17]. URLLC is a promising candidate
for real-time wireless communication that can support latency down to 1ms
and reliability up to 99.999% [18–20].

A converged wired and wireless network integrating TSN and 5G is needed
to achieve real-time requirements, determinism as well as mobility and scal-
ability of communication in contemporary and future industrial applications.
Moreover, the integration of TSN with 5G offers improved Quality of Service
(QoS) for time-sensitive applications, such as autonomous driving, industrial
automation, and virtual reality. By integrating TSN with 5G, industries will
take advantage of the benefits of both technologies to enable new use cases
and applications. To achieve the E2E QoS requirements of a TSN-5G network
a significant effort is required due to the large dissimilarity of the considered
systems.

Several core challenges are encountered when integrating the TSN and 5G
technologies. Some notable challenges include understanding of the different
architectural trade-offs in a joint TSN-5G architecture, time synchronization
between the two technologies, simulation, and implementation of a TSN-5G
network in a real-world environment, among others. Various initiatives aimed
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at addressing these challenges. For example, the overview of relevant architec-
ture aspects and the relevant features and processes are described in 3GPP TS
23.501, TS 23.502, TS 23.503, and 5G-ACIA [18]. The interaction between
the two technologies is part of 3GPP specifications and there are many research
works in this regard. In this paper, we construct a structured map of the exist-
ing literature on the integration of TSN and 5G communication technologies.
We show that there exist several gaps in the state of the art that require the im-
mediate attention of the community to achieve a seamless integration of TSN
and 5G for industrial applications.

5.1.1 Paper Contributions

This Systematic Literature Review (SLR) identifies the research studies con-
ducted in the area of TSN and 5G integration. The main goal of this SLR is
to provide a detailed investigation of state of the art on TSN-5G integration
and provide a fully-concentrated and well-organized classification scheme in-
troduced in Section III. This will help the researchers and practitioners in iden-
tifying and understanding the existing solutions and their applicability in in-
dustrial environments. Another contribution of this SLR is the identification
of gaps in the current research and highlighting the opportunities for further
research in the area of TSN-5G integration.

In this article, from an initial set of 189 studies, we identified 82 primary
studies1. We analyzed these studies in detail, following a structured data ex-
traction, analysis, and synthesis process. A summary of the resulting highlights
of our study is as follows:

• The efforts in this research area started in 2018, after the initial delivery
of 3GPP Release 15 in late 2017.

• 73% of the primary studies address time synchronization between the
two technologies, which still represents a significant challenge in the
integration of these two technologies.

• In the context of time synchronization between the two technologies, the
transparent clock approach is mostly preferred over the boundary clock
approach.

• 74% of the primary studies follow an integration architecture, which
conforms to the 3GPP releases.

1Primary studies refer to the state of the art publications that are relevant to the goal of this
SLR study.
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• Majority of primary studies aim at optimizing communication latency
in their approach, which is a key quality attribute in automotive and
industrial automation applications today.

• Most of the primary studies remain generic without focusing on a spe-
cific domain.

• The technical contributions provided by the majority of the existing stud-
ies are focused on the integration architecture of TSN and 5G. In this
regard, the majority of these studies provide solution proposals or vali-
dation research, while missing other types of research such as evaluation
research, or experience papers. None of the primary studies have pro-
vided a tool as a contribution. This indicates that there is an urgent need
for provisioning of tools that incorporate the existing techniques or new
techniques for TSN-5G integration.

5.1.2 Paper Outline

The rest of the paper is organized as follows. Section 5.2 describes the research
method in detail. Section 5.3 provides a detailed overview of our data extrac-
tion form. Section 5.4 shows the vertical results of our study, while Section 5.5
illustrates the horizontal results. Section 5.6 presents Fleiss Kappa statistical
analysis that we used to mitigate threats to validity. In Section 5.7, we discuss
the potential threats to the validity of our study and how we mitigate them.
Section 5.8 presents similar works to our study. Section 5.9 concludes the
paper and presents the future work.

5.2 Study Selection Process

This study is conducted and fulfilled based on the well-known guidelines pre-
sented in [21] and [22]. The process is divided into 3 main phases: (i) planning,
(ii) conducting, and (iii) documenting as shown in Figure 5.1.

Planning. The main objective in the planning phase is to identify the research
questions (RQs) and the need for a review of related works and approaches
that are performed within the scope of TSN-5G integration. From this phase,
a detailed protocol was defined following the specified steps to conduct the
study systematically.

Conducting. This phase starts with the search and selection step, where the
automatic string search is performed in the four largest databases hosting the
research in the domains of computer science, computer engineering, software
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Figure 5.1: An overview of the SLR process.

engineering, and systems engineering, among others. Based on the authors’
knowledge of the targeted research domain, three primary studies [23–25] were
chosen from the search pool to be considered in the extraction form of the re-
view process. A set of parameters were identified for the classification scheme
that was used for the data extraction form of our study. We specified those
parameters by systematically applying the standard keywording process [26].
After fulfilling the data extraction form for each of the research studies, we
analyzed and synthesized the extracted data to address the research questions
(see Section 5.2.1) posed in this SLR.

Documenting. In this phase, we carried out a detailed analysis of the extracted
data. Furthermore, we identified possible threats to the validity of our study.
A comprehensive analysis was performed for threat validation and verifica-
tion. This article was written to document and illustrate the performed study
in detail.

5.2.1 Research goal and questions

The goal of this SLR is:

“to classify the technical characteristics as well as to investigate
research trends, identify gaps in the state of the art, and highlight
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open challenges and future directions in the research on integra-
tion of TSN and 5G technologies for end-to-end communication
in the industrial applications.”

To achieve this goal, the following research questions are identified based
on the authors’ knowledge of the research area:

RQ1: What are the technical characteristics of TSN and 5G integration?
Objective: to identify and classify existing approaches and techniques
for TSN and 5G integration in terms of their technical characteristics.

RQ1.1: How is resource management conducted in TSN-5G integrated ar-
chitectures?
Objective: to classify studies in terms of resource management
aspects like configuration model and scheduling.

RQ1.2: How is the traffic flow managed between TSN and 5G networks?
Objective: to classify studies related to the different protocols and
models they use to manage the traffic flow.

RQ1.3: Which time synchronization technique is used to achieve a deter-
ministic network environment?
Objective: to classify the studies in terms of their time synchro-
nization approaches.

RQ1.4: Which integration architectures are proposed by the research com-
munity and what kind of properties do they present?
Objective: to identify different integration approaches and clas-
sify the studies regarding the properties they address.

RQ2: What are the publication trends of research on TSN and 5G integration?
Objective: to classify a set of relevant studies in order to assess trends
and venues over time.

RQ3: What are the limitations of TSN-5G integration?
Objective: to identify current research gaps and limitations with respect
to the state of the art research on TSN-5G integration.

The answer to RQ1 will require a detailed investigation of the technical
part of this integration, specifically in answering the following questions: (i)
what are the different aspects of this integration? (ii) how two different net-
works can communicate with each other to have a fully converged network?
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And (iii) what are the core challenges identified in the existing literature. The
answer to RQ2 is expected to provide a detailed overview of the current pub-
lication trends, research types, and venues. Finally, the answer to RQ3 will
assist the research community in understanding whether there is room for im-
provement in the existing approaches and further research opportunities in this
research area.

5.2.2 Search and selection strategy

After defining the research goal and research questions of our study, we gather
the relevant studies available in the research area as presented in Figure 5.2.
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Figure 5.2: Search and selection process.

Before proceeding with the search pool, we first manually select a set of
pilot studies based on the authors’ knowledge of the targeted area. To select the
pilot studies, the authors informally screened the available literature on TSN-
5G integration, and selected the followed pilot studies that have a considerable
impact on the research area.

1. “5G Industrial Networks With CoMP for URLLC and Time Sensitive
Network Architecture” (2019) [23].

2. “Extending Accurate Time Distribution and Timeliness Capabilities
Over the Air to Enable Future Wireless Industrial Automation Systems”
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(2019) [24].

3. “A Look Inside 5G Standards to Support Time Synchronization for
Smart Manufacturing” (2020) [25].

We use these works to formulate the search string and to identify some of
the parameters of our data extraction form. Moreover, we perform a manual
search in the so-called grey literature (e.g., web pages, forums, etc) on the
Google search engine, to identify any white paper that provides relevant infor-
mation for our study. Two parallel activities were carried out: the review of the
peer-reviewed literature, and the review of the grey literature.

Automatic search

To identify the relevant studies, we conduct an automatic search on four of
the largest and most complete databases in computer science, computer engi-
neering, software engineering, and systems engineering: IEEE Xplore Digital
Library, ACM Digital Library, Scopus, and Web of Science as shown in Ta-
ble 5.1. The selection of these electronic databases and indexing systems was
motivated by their high accessibility and the fact that they export search re-
sults to well-defined and computation-amenable formats. Furthermore, one of
the strongest points is the fact that these databases are recognized as being
effective means to conduct systematic literature reviews [27].

Table 5.1: Electronic databases and indexing systems considered in this search.

Name Type URL

IEEE Xplore Digital Library Electronic database www.ieeexplore.ieee.org

ACM Digital Library Electronic database www.dl.acm.org

SCOPUS Indexing system www.scopus.com

Web of Science Indexing system www.webofknowledge.com

We define the search string based on the keywords extracted from the re-
search questions and the pilot studies. We use the same search string in all
databases and the process we adapted is based on the search fields required
by the digital libraries: title, abstract, and keywords. Our search string is as
follows:

(("Time Sensitive Network*" OR "Time-Sensitive Network*" OR
"Time Sensitive Communication" OR "TSN") AND (("5G” OR "URLLC")

www.ieeexplore.ieee.org
www.dl.acm.org
www.scopus.com 
www.webofknowledge.com
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OR (("5G”) AND ("Virtual bridge” OR "Transparent Bridge” OR

"ULL" ))))

The search results include 141 publications in IEEE Xplore Digital Li-
brary, 5 in ACM Digital Library, 179 in Scopus, and 115 in Web of Science.

Impurity and duplicates removal

Since some of the research studies can be indexed in more than one database,
we first removed the duplicates. Then we addressed impurities in our searches
such as abstracts and tutorials. We performed this process by using a tool called
StArt [28] that supports the SLR process. After removing the duplicates, we
achieved 189 publications – see Figure 5.2.

Grey literature search

To collect the grey literature, we follow the guidelines for including grey litera-
ture and conducting multivocal literature reviews in software engineering [29].
According to these guidelines we target Google Search Engine, performing the
automatic search with the same string search as before, and a manual search
based on our knowledge of the targeted research area. The grey literature gave
us 10 more primary studies as in Figure 5.2.

Application of selection criteria

In the next step, we apply our inclusion and exclusion criteria to all the
publications to identify the primary studies that correspond to the relevant
publications for this study. In this step, we classify each publication as
"Relevant", "Non-Relevant" and "Not Clear". We perform this classification
by reviewing the title, abstract, and keywords of each publication. The
publication is considered relevant if it addresses the goal and purpose of this
study. If the publication is out of the scope of this study, then it is considered
non-relevant. Otherwise, if we cannot classify the publication as relevant or
non-relevant based on the abstract, title, and keywords, it is set as not clear. In
this case, we perform full-text skimming of the publication with the aim of
classifying it as relevant or non-relevant. The selection criteria are as follows.

Inclusion criteria for Peer-reviewed literature

ICP1) The research study addresses the integration of TSN and 5G.

ICP2) The research study is written in English.
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ICP3) The research study is a peer-reviewed publication, i.e., published in a
peer-reviewed journal, workshop, conference, or book.

ICP4) The research study is available as full-text.

Inclusion criteria for Grey literature

ICG1) Web page or white paper reporting on an integration technique/frame-
work/architecture for TSN and 5G.

ICG2) Web page or white paper reporting on a formalization and/or imple-
mentation of the proposed TSN and 5G integration approach.

ICG3) Web page or white paper is in English.

ICG4) Web page or white paper is freely accessible.

Exclusion criteria for Peer-reviewed literature

ECP1) Secondary and tertiary studies such as systematic literature reviews,
surveys, etc.

ECP2) Studies in the form of tutorial papers, short papers, editorials, manual,
or poster papers because these types of publications do not provide
enough information to answer the posed questions.

Exclusion criteria for Grey literature

ECG1) Web page or white paper that does not clearly discuss integration of
TSN and 5G.

ECG2) Videos, webinars, books, etc. since they are too time-consuming to
be considered for this study.

Even though the secondary/tertiary and other studies are excluded from
the search pool, we consider them in identifying any important issues to be
considered in our study and for providing a summary of what is already known
on TSN-5G integration.

After removing the duplicates and applying the inclusion/exclusion criteria
to both the peer-reviewed literature and the grey literature, we managed to get
a set of 81 primary studies. The majority of primary studies were excluded due
to the removal of impurities and duplicates (251 studies). 91 primary studies
were excluded due to not addressing the goal and purpose of this study (not
fulfilling ICP1). Moreover, 1 primary study was excluded as it wasn’t written
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in English (not fulfilling ICP2), and 8 primary studies were excluded as they
weren’t available as full text (not fulfilling ICP4). In addition, 33 primary stud-
ies were excluded due to being secondary and tertiary studies (ECP1), and 6
primary studies were excluded due to being editorial papers, or posters (ECP2).
Note that some of the studies were excluded as they did not fulfill (or fulfilled)
more then 1 inclusion (exclusion) criteria.

Snowballing

To mitigate any potential bias regarding the construct validity of our study, we
perform a closed recursive backward and forward snowballing activity2 [30].
The starting set of our search is the set of primary studies presented earlier
and the pool of selected studies after the second string search as shown in
Figure 5.2. From the recursive backward and forward snowballing, we found
two more relevant studies. The full text of one of these studies is not available
which violates the inclusion criteria ICG4. Therefore, we remove this study
and add the remaining study to the pool of primary studies, which makes the
total number of primary studies equal to 82.

The number of relevant studies is low as we expected because the targeted
research area is still in its infancy. Note that the integration of TSN and 5G
technologies is discussed for the first time in the specification of 5G in 2018.
Thus, the research on the integration of TSN and 5G technologies has not
gained maturity.

5.3 Data Extraction

In this phase, we create a data extraction form (classification form) that is used
to extract the required data from the primary studies. We follow a systematic
process based on keywording for defining the parameters in the top levels of
the data extraction form in Figure 5.3. Furthermore, we use keywording to
extract data from the primary studies accordingly.

The goal of the keywording is to effectively develop an extraction form
that can fit existing studies while taking their characteristics into account [26].
We collect the keywords and concepts by studying the full text in the primary
studies. After collecting the keywords and concepts, we perform a clustering
operation to organize them according to the identified categories. The cluster-
ing operation is similar to the sorting phase of the grounded theory method-

2Backward snowballing refers to scouring the references sections of papers that are already
included in the review, while forward snowballing refers to tracking articles that had subse-
quently cited any of the papers included in the review.
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ology [31]. During this phase, we collect any additional information that was
marked relevant but did not fit within the data extraction form. We refine the
data extraction form after the revision of the collected additional information
if needed. The previously analyzed primary studies are re-analyzed according
to the refined data extraction form. The process is completed only when all
the primary studies are analyzed. The final set of analyzed primary studies in-
cludes 82 publications3. We provide a detailed overview of the data extraction
form in the following subsections.

Data
extraction

Contribution Purpose Domain Research
type

Figure 5.3: The top-level categories in the data extraction form.

5.3.1 Contribution

This top-level category captures the research contributions concerning TSN-
5G integration in the primary studies. Figure 5.4 depicts the internal hierar-
chy of the research contribution category. It consists of three sub-categories:
(i) technical contribution, (ii) contribution type, and (iii) maturity level of the
contribution. These categories are described as follows.

Technical contribution

This category describes what technical contribution is provided by a primary
study. It can be further classified into resource management, flow management,
time synchronization, and integration architecture.

The resource management category refers to how the TSN-5G integrated
system’s resources, including configuration models and scheduling are man-
aged in a primary study [32]. Note that we focus on the data extraction corre-
sponding to the resource management in integrated TSN and 5G networks.
We categorize the configuration models according to the IEEE 802.1QCC
(2018) [33] as follows:

• Fully Distributed model: All the end stations communicate their require-
ments directly using the Stream Reservation Protocol (SRP) [33]. SRP is

3The final set of primary studies corresponds to studies published until January 21, 2023,
which corresponds to the last day of our search.
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a standard that provides mechanisms to reserve bandwidth per queue on
the path of a frame. In SRP, a sender can request a reservation for a cer-
tain amount of bandwidth in order to transmit a data stream. The reser-
vation request is sent to a reservation server, which determines whether
the requested amount of bandwidth is available and, if yes, it allocates it
to the sender. The sender can then transmit the data stream using the re-
served bandwidth part. Some potential research directions on SRP may
be security enhancement, scalability, integration with other protocols,
etc.

• Centralized network/distributed user model: There exists a centralized
entity called Centralized Network Configuration (CNC) that gathers the
information about bridge (TSN switch) capabilities and uses a remote
management protocol to perform functions like scheduling, resource
reservation and other types of configuration.

• Fully Centralized model: This model contains, in addition to the CNC,
an entity called the Centralized User Configuration (CUC) that collects
all user requirements and interacts with the CNC to decide the topology
and scheduling of the network.

The flow management category refers to data models or protocols that
enables users or operators to dynamically discover, configure, monitor, and
report the bridge and end station capabilities [7]. Among several models and
languages, the prominent one in the context of TSN and 5G is the YANG model
that is used to model configuration data, state data, Remote Procedure Calls
(RPCs), and notifications for network management protocols [34]. The YANG
model is a formal contract language used for networking, and widely adopted
in industries. This is the main motivation why the TSN Task Group decided
to establish IEEE 802.1QCP standard to support YANG data modeling. The
YANG model is used by the widely accepted protocols, such as NETCONF
and RESTCONF, to simplify network configuration, as described below.

• NETCONF is a network management protocol which provides mech-
anisms to install, manipulate, and delete the configuration of network
devices [35]. It is used by the centralized entity of a TSN configura-
tion model (CNC) to configure the switches following a client-server
model [36].

• RESTCONF is a network management protocol used to provide the Cre-
ate, Read, Update, Delete (CRUD) operations on a conceptual data store
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containing YANG-defined data [37]. It provides an interface to NET-
CONF data stores leveraging the HTTP methods. In the fully centralized
TSN configuration model, it appears as an interface between the CNC
and CUC entities.

In addition to the above well-known models, Stream Reservation Protocol
(SRP) [33] and Link-Local Reservation Protocol (LLRP) [38] are the flow
management protocols used solely in TSN and wireless networks, respectively.
They help in improving the performance and reliability of the network by en-
suring necessary resources to critical devices and traffic.

Time synchronization category refers to the synchronization of TSN and
5G to achieve a whole unified and converged network. Synchronization may
vary depending on the time synchronization approach and/or the source of
synchronization. We also consider the studies that do not address the time
synchronization approach. We categorize time synchronization approaches ac-
cording to TR 23.734 [39] as follows:

• Boundary clock approach: The 5G Radio Access Network (RAN) has a
direct connection to the TSN master clock and the timing information is
provided to User Equipment (UE) via the 5G broadcast channels.

• Transparent clock approach: This approach uses the generalized Pre-
cision Time Protocol (PTP) [40] messages to achieve synchronization.
The gPTP is a network protocol used to synchronize the distributed
clocks within a communication network. The synchronization of clocks
between network devices is achieved by passing relevant time event mes-
sages [41].

Even though the 3GPP working group addresses synchronization accuracy
in the range of hundreds of nanoseconds, this accuracy still depends on the
suggested approach.

The integration architecture category refers to the proposed TSN-5G ar-
chitecture. This architecture can either conform or not conform to the 3GPP
Releases. In the latter case, the architecture is often designed according to the
authors’ knowledge of the targeted area. Most of the works follow the 3GPP
Releases, which are developed in a backward compatible manner by the 3GPP
working group. Release 17 is still under development but there are several
researchers that already refer to this release in their works.

In addition, there are different properties of the architectures that can be
addressed. We identify the following core properties:



Paper A 53

• Programmability: using different algorithms to dynamically reprogram
the nodes. The current effort on network programmability is mostly
centered around the separation of the data and control planes [42, 43].

• Interoperability: different networks can communicate easily without the
need for additional tools or interfaces. This concept is not only related
to communication but also to the specification and implementation of
an application [44]. Interoperability can be categorized with respect to
the resources, protocols, services, and timeliness of the communication.
Further definitions of interoperability are presented in [45, 46].

• Dependability: the ability of a system to provide services that can be
trusted within a time period. It includes the system’s availability, re-
liability, maintainability, maintenance support, and performance and in
some cases, it may include durability, safety and security [47, 48].

• Predictability: is related to proving, demonstrating, or verifying the ful-
fillment of the system’s timing requirements. In the artificial intelligence
community, predictability is also related to the support for mechanisms
that predict beforehand the future state of the system [49, 50].

• Mobility: refers to network mobility. Based on some measurement re-
ports, the network may possibly move (i.e., handover [51]) the mobile
terminal connection from the serving cell to that neighbor cell, so the
mobile terminal will get better radio conditions [52].

• Heterogeneity: in the sense of a network containing different types of
nodes as in [53]. Software, hardware, and technology variation between
mobile devices cause heterogeneity [54].

• Backward compatibility: is the ability of a network to be compatible
with earlier versions, meaning that all the previous features will be valid
in the new version [55]. For example, 5G devices are able to operate on
earlier-generation networks (4G, 3G, etc).

• Redundancy: is the duplication of network instances such as devices or
lines of communication to increase the system’s reliability and to reduce
the risk of failures. It is one of the mechanisms to provide reliable data
transfers [56, 57].

Contribution type

Another sub-category of the contribution is the contribution type. It consists of
i) method, technique, or approach, ii) model, architecture, or framework, and
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iii) tool. A tool can be:

• Proprietary: A tool that is not commercially available but there is a party
that has the right to grant a license for using it.

• Freely available: Open for all users.

• Commercial: This tool has a commercial purpose but licence might be
needed in order to use it or it can be open-source depending on develop-
ers’ decision.

Maturity level

Maturity level of a study is described based on maturity classification accord-
ing to the Redwine-Riddle maturity model [58]. Accordingly, Score 1 means
"not mature at all", so the study only presents the basic ideas but there is no
proof of concept. Score 2 means "somewhat mature", the study provides a
proof of concept, and the contribution is also demonstrated on use cases. The
highest is a score 3, which means "mature", the study includes the proof of
concept and the usability presented on one or more use cases. Furthermore,
there is evidence of the usage of the contribution by the research community.
Score 0 means "inconclusive", the contribution of the study can not be classi-
fied as any of the above ones.

5.3.2 Purpose

The second top-level category in the data extraction form is denoted by “pur-
pose". This category classifies the primary studies according to the purpose of
the contribution. We identify three main purposes of the contributions in the
area: i) to optimize specific aspects of a technique, ii) to design a new tech-
nique or an architecture, and iii) to evaluate a current technique or architecture
as depicted in Figure 5.5.

Optimization

The optimization refers to the end-to-end schedule optimization [59] or cost
optimization. End-to-end schedule optimization considers the following pa-
rameters:

• Latency: measures the time it takes for data to propagate from its source
node to its destination node via the network.
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Figure 5.5: Data extraction form, considering different purposes of each primary
study.

• Jitter: a variation in delay usually caused by network congestion.

• Resource efficiency: addressed in some of the primary studies which aim
to achieve an improved schedule of the network.

• Supported number of time-sensitive applications: affects the timing re-
quirements and overall performance of the network.

Cost is a broad aspect of optimization, which can be further categorized as
follows:

• Power Consumption

• Bandwidth

• Product Costs

• Complexity and implementation costs
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• Infrastructure cost

• Cost of additional network resources

Design

The purpose of a primary study could be to develop a technique or a method for
designing an architecture or a prototype of a TSN-5G integrated system. The
designed prototype could represent, for example, a hardware and/or software
for the network interface that supports connectivity, synchronization, schedul-
ing, and analysis of TSN-5G integration.

Evaluation

The purpose of a primary study could also be to evaluate a technique or a
method for TSN-5G integration using formal and/or empirical analysis. The
analysis can be performed on a real network, simulated network, or hybrid
network. Furthermore, the workloads used for the evaluation could be (i) syn-
thetically generated, (ii) acquired from real network traffic, or (iii) based on
the traces generated by running real traffic.

5.3.3 Domain

The third top-level category in the data extraction represents the application
domain of the research contribution presented in each primary study. The pro-
posed contribution in a primary study could be applicable generally or pro-
posed for a specific domain or a particular segment of the industry, e.g., indus-
trial automation [60, 61], automotive [62–64], railways, avionics, etc.

5.3.4 Research type

The general taxonomy of classifying research studies based on their research
type is summarized in [65]. To classify the research type in the primary studies,
we use a reduced classification of the general taxonomy as presented in [66].
We classify the primary studies using the following research types.

I. Solution Proposal - This type of research proposes a new technique or
an extension of an existing technique and discusses its relevance. Small
examples, a sound argument or other means may be used to provide a
proof of concept of the proposed/extended technique.
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II. Validation Research - This type of research aims at investigating some
properties of a solution proposal and presenting a novel technique or
method that is not yet implemented in practice. The investigation is
conducted systematically utilizing various activities, including the de-
velopment of prototypes, performing simulations, conducting experi-
ments, performing mathematical analysis, and mathematically proving
the properties.

III. Conceptual (Philosophical) Proposal - This type of research proposes a
new conceptual framework. Furthermore, using the framework provides
a new way of looking at the problem at hand.

IV. Evaluation research - This type of research evaluates an implemented
solution in practice (real environment). The evaluation is often con-
ducted by means of case studies, field studies, or field experiments.

V. Experience paper - This type of research presents the lessons learned
by the researchers from their own experience of solving the research
problem. These kinds of studies are performed by researchers who have
used some tools in practice or by industry practitioners who report their
experience of studying the problem in industrial settings.

5.4 Results: Vertical Analysis

We follow the data analysis guidelines provided by Cruzes and Dyba [67] to
perform the vertical and horizontal analyses of the extracted data that we gath-
ered in this study. The vertical analysis, performed in this section, is used to
find information about each of the categories identified in the data extraction
form. As the first step, we analyze each primary study specifying the param-
eters that the extraction form requests, and then we analyze the entire pool of
primary studies to find any potential gap in the existing research. Note that
we also provide summary tables (Tables 5.2-5.13) where each primary study
is connected to each specific category and its characterizing value(s). The
references identified with blue-color text are common between two different
categories.

On the other hand, horizontal analysis (presented in the next section) is
used to identify the possible relations between two different categories, show-
ing the trends and potential gaps through contingency tables.

This section provides an analysis of each of the categories of our data ex-
traction form and answers our first and second research questions. We access
trends and venues of primary studies over time. Furthermore, we investigate
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the existing approaches and techniques for TSN-5G integration in terms of
their technical characteristics. The selected set of primary studies is presented
in Table 5.2. This table categorizes the primary studies based on the technical
contributions specified in Figure 5.4. We choose this special category as it in-
cludes all the set of primary studies considering our goal to focus particularly
on TSN-5G integration.

Table 5.2: Categorization and tabulation of primary studies based on the technical
contributions.

Technical category Reference to the paper

Resource Management [23], [24], [25], [60], [61], [62], [68], [69], [70], [71], [72],
[73], [74], [75], [76], [77], [78], [79], [80], [81], [82], [83],
[84], [85], [86], [87], [88], [89], [90], [91], [92], [93], [94],
[95], [96], [97], [98], [99], [100], [101], [102], [103], [104],
[105], [106], [107], [108], [109], [110], [111]

Flow Management [23], [24], [60], [61], [68], [69], [70], [71], [73], [74], [75],
[76], [78], [79], [81], [82], [83], [84], [85], [96], [98], [99],
[112], [113], [114], [107], [108], [110]

Time Synchronization [23], [24], [25], [61], [62], [68], [69], [70], [71], [74], [75],
[76], [78], [79], [81], [83], [84], [85], [87], [88], [89], [90],
[91], [93], [94], [97], [98], [100], [102], [104], [105], [112],
[113], [115], [116], [117], [118], [119], [120], [121], [122],
[123], [124], [125], [126], [127], [128], [129], [130], [131],
[132], [133], [106], [107], [108], [134], [111], [135], [136],
[137]

Integration Architec-
ture

[23], [24], [25], [60], [61], [62], [68], [69], [70], [71], [72],
[73], [74], [75], [76], [77], [78], [79], [80], [81], [82], [83],
[84], [85], [86], [87], [88], [89], [90], [91], [92], [93], [94],
[95], [96], [97], [98], [99], [100], [101], [102], [103], [104],
[105], [112], [113], [115], [116], [117], [118], [119], [120],
[121], [122], [123], [124], [125], [126], [127], [128], [129],
[130], [131], [138], [139], [140], [132], [133], [141], [106],
[114], [107], [108], [134], [109], [110], [111], [135], [136],
[142], [143], [137]

In the following subsections, we provide an answer to our first research
question: RQ1: What are the technical characteristics of TSN and 5G integra-
tion?

5.4.1 Analysis based on technical contributions

In this subsection, we investigate the set of primary studies based on their tech-
nical contributions to the research area. Based on our classification scheme,
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we analyze the technical contributions of the studies based on the aspects they
address, which can be resource management, flow management, time synchro-
nization, and integration architecture, as shown in Figure 5.6. A summary ta-
ble of the primary studies belonging to each technical category was presented
earlier in Table 5.2.
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Figure 5.6: Number of primary studies providing various technical contributions for
TSN-5G integration.

We notice that 73% of the primary studies address the time synchroniza-
tion, which is actually a significant challenge for the integration of TSN and 5G
technologies. 60 primary studies focus on time synchronization of TSN and
5G. The majority of the primary studies propose a synchronized approach with
an accuracy starting from the levels of hundred nanoseconds to one microsec-
ond. There are six primary studies [81,85,87,98,103,121] that do not consider
time synchronization, but rather propose non-synchronized solutions for TSN
and 5G integration. Usually, the choice of synchronized or non-synchronized
solution depends on the specific requirements of the system. Clock synchro-
nization is a critical aspect in real-time systems, where the timing of events
and the order in which they occur can have significant consequences.

The majority of the primary studies (34) that address time-synchronization
use the transparent clock approach that utilizes the Precision Time Protocol
(PTP). Whereas, there are only two primary studies that use the boundary ap-
proach as shown in Table 5.3.
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Table 5.3: A summary of primary studies according to the approach they use to
achieve the time synchronization.

Time synchronization approach Reference to the paper

Transparent Clock Approach [25], [113], [71], [115], [24], [116], [62],
[117], [118], [79], [120], [123], [124], [126],
[127], [128], [93], [94], [97], [100], [132],
[133], [102], [104], [106], [83], [129], [88],
[91], [131], [122], [111], [135], [137]

Boundary Clock Approach [23], [125]

The transparent clock approach is usually used in high-precision applica-
tions, to maintain a very accurate view of the current time because it takes into
account the delays introduced by the network itself. On the other hand, the
boundary clock approach is simpler to implement and maintain, but it is less
accurate as it depends on the accuracy of the clocks at the boundary of each
subnetwork, which may not be as precise as more central clocks. Note that
both approaches are proposed by the 3GPP standards.

There are 50 primary studies (61% of the total) that provide technical con-
tributions in the context of resource management in TSN-5G integrated sys-
tems. Among these studies, 31 use the fully centralized configuration model
proposed by the IEEE 802.1 QCC standard (Table 5.4). One advantage of the
centralized model compared to the distributed one is that the centralized model
can be easily incorporated into the specifications provided by 3GPP to manage
and control the TSN-5G network.

Table 5.4: A summary of primary studies according to the network configuration
model.

Configuration model Reference to the paper

Fully distributed model [25]

Centralized network/
distributed user model

[23]

Fully centralized model [25], [68], [71], [60], [61], [72], [24], [74], [62],
[76], [78], [79], [80], [81], [82], [86], [92], [93],
[96], [100], [101], [103], [106], [83], [88], [89],
[91], [107], [108], [109], [111]

Others [69], [73], [85]

On the other hand 23 primary studies focus on providing different schedul-
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ing techniques for TSN-5G network. Among the scheduling algorithms semi-
persistent scheduling (SPS) is used by the majority of the papers, as shown
in Table 5.5. In SPS, a dedicated channel is reserved for a specific user for
a predetermined period of time. SPS is a useful technique for supporting the
transmission of periodic data with low latency and high reliability in wire-
less communication systems, however it may not be suitable for traffic that is
highly variable or unpredictable in nature, as it may require a more flexible
scheduling approach.

Table 5.5: A summary of primary studies according to the proposed scheduling tech-
nique.

Scheduling technique Reference to the paper

Semi-persistent scheduling [23], [60], [24], [76], [77], [99], [100]

Configured grant scheduling [71], [60], [100]

Dynamic scheduling [68]

Window-based scheduling [86]

Others [61], [72], [74], [75], [118], [84], [85], [95],
[102], [106], [108], [109], [110], [111]

The analysis of the primary studies also reveals that 74% of these stud-
ies (representing % of all studies) contribute towards the integration archi-
tectures for TSN and 5G that conform to the 3GPP specifications (Release
15, 16, 17 or others as shown in Figure 5.7). Whereas, the TSN-5G inte-
gration architectures addressed in the remaining primary studies (26% of the
total number of primary studies) do not comply with any of the 3GPP Re-
leases [68–70, 72, 80, 84, 85, 95–99, 110, 121, 124, 130, 132–134, 136, 142].

In addition, the number of primary studies addressing each property of the
TSN-5G integration architecture is depicted in Figure 5.8, while a summary
table of the primary studies belonging to each integration architecture property
is presented in Table 5.6. Overall, dependability is an essential requirements
for TSN-5G network as it enables the transmission of time-critical data with
low latency and high reliability. TSN networks need to be secure in order to
prevent unauthorized access to the critical data. Ensuring the security of TSN
in a 5G environment is one of the major challenges, as it requires the inte-
gration of multiple security technologies. On the other hand, interoperability
is also a challenge, as TSN and 5G components may use different protocols
and technologies. It should be noted that one of the challenges of TSN-5G
integration comes from the standardization. TSN is still an evolving standard,
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Figure 5.7: Number of primary studies conforming to various releases of the 3GPP
specification.

and this can lead to challenges in terms of interoperability and compatibility
as there might be ongoing efforts to standardize TSN-5G integration.
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Figure 5.8: Number of primary studies addressing various properties of integration
architectures for TSN and 5G.
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Table 5.6: A summary of primary studies according to the properties of integration
architectures for TSN and 5G. Note that the references identified with blue text are
common between two different categories.

Architecture’s properties Reference to the paper

Programmability [24], [60], [61], [68], [69], [72], [73], [85], [86],
[87], [92], [98], [103], [132], [110], [108], [136]

Interoperability [23], [24], [60], [61], [68], [72], [74], [81], [82],
[83], [88], [89], [92], [95], [96], [100], [101], [102],
[103], [104], [119], [120], [121], [138], [141], [106],
[114], [107], [108], [111], [142],

Dependability [23], [61], [68], [76], [81], [82], [83], [84], [86],
[89], [90], [91], [93], [96], [98], [99], [100], [102],

[112], [118], [120], [128], [129], [131], [132], [133],
[138], [139], [140], [106], [134], [109], [110], [135],

[143]

Predictability [23], [24], [60], [61], [69], [76], [80], [102], [115],
[116], [117], [122], [139], [108], [136], [137]

Mobility [24], [70], [62], [76], [78], [79], [113], [139]

Heterogeneity [68], [70], [72], [73], [74], [82], [85], [84], [92],
[99], [101], [105], [139], [114], [108]

Backward Compatibility [82], [87], [88], [93], [103], [116], [121]

Redundancy [23], [24], [25], [61], [68], [71], [78], [81], [84],
[118], [119], [134],

Others [25], [75], [77], [81], [91], [93], [94], [97], [98], [99],
[123], [124], [125], [126], [127], [128], [129], [130],
[131], [132], [133], [141], [135]

5.4.2 Analysis based on the contribution type

In this subsection, we discuss the distribution of the primary studies consider-
ing their type of contribution as presented earlier in Section 5.3.1. Figure 5.9
presents the number of primary studies addressing each contribution type. It
can be observed that 37 primary studies focus on providing a method, tech-
nique, or approach for TSN-5G integration. Similarly, a set of 27 primary
studies provide a model, architecture, or framework for TSN-5G integration.

It is interesting to note that none of the primary studies have provided a tool
as a contribution (Table 5.7). Often, tools are the means to transfer scientific
results to the industry. This indicates that there is an urgent need for provi-
sioning of tools that incorporate the existing techniques or new techniques for
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Figure 5.9: Number of primary studies providing the type of contribution with regards
to TSN-5G integration.

TSN-5G integration. The remaining 18 primary studies provide other contri-
butions, e.g, to provide options for TSN and 5G, to investigate the impact and
derive requirements on the end-to-end system, to present the key technologies,
challenges, and research directions.

Table 5.7: A summary of primary studies according to the type of contribution with
regard to TSN-5G integration.

Type of contribution Reference to the paper

Method [25], [62], [71], [73], [74], [80], [85], [86], [92], [93],
[94], [97], [100], [101], [103], [104], [112], [115],
[116], [117], [118], [120], [121], [122], [123], [124],
[126], [127], [128], [130], [140], [114], [109], [110],
[135], [142], [137]

Model [23], [60], [68], [69], [70], [72], [76], [78], [79], [81],
[82], [84], [91], [95], [96], [98], [99], [102], [113],
[119], [125], [132], [133], [138], [108], [136], [143]

Tool -

Others [24], [61], [75], [77], [83], [87], [88], [89], [90], [105],
[129], [131], [139], [141], [106], [107], [134], [111]
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5.4.3 Analysis based on the research type

There are 5 research types that we presented as part of the data extraction form:
(i) solution proposal, (ii) validation research, (iii) conceptual (philosophical)
proposal, (iv) evaluation research, and (v) experience paper. We identify that
42 primary studies provide validation research for TSN-5G integration. Simi-
larly, 35 primary studies present solution proposals for the integration of TSN
and 5G as shown in Figure 5.10. These studies develop proof-of-concept proto-
types and perform simulations and mathematical analysis using the prototypes.
Only 5 primary studies provide conceptual proposal for TSN-5G integration.
It is interesting to note that none of the primary studies provide evaluation re-
search or experience papers (Table 5.8). This analysis identifies a gap in the
research types in this area, which is also an indicator of the immature nature
of TSN-5G research.
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Figure 5.10: Distribution of primary studies according to research type classification.

5.4.4 Analysis based on the maturity level

In this subsection, we analyze the primary studies with respect to the maturity
levels according to the Redwine-Riddle maturity model [58], also described in
Section 5.3.1. According to this model, we classify the primary studies using
one of the scores: 0, 1, 2, or 3 representing “inconclusive", “not mature at all",
“somewhat mature" or “mature" respectively. It can be observed in Figure 5.11
that 55% of all primary studies are somewhat mature as the technical contribu-
tions in these studies have been demonstrated in use cases involving TSN-5G
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Table 5.8: A summary of primary studies according to research type classification.

Research type Reference to the paper

Solution Proposal [24], [25], [60], [62], [68], [70], [71], [72], [73], [75], [76],
[79], [83], [88], [89], [90], [93], [94], [96], [100], [112],
[116], [120], [121], [124], [129], [130], [138], [139], [106],
[108], [135], [136], [143]

Validation Research [23], [61], [69], [74], [77], [78], [80], [81], [82], [84], [85],
[86], [87], [92], [95], [97], [98], [99], [113], [115], [117],
[118], [119], [122], [123], [125], [126], [127], [128], [140],
[132], [133], [101], [102], [103], [104], [134], [109], [110],
[111], [142], [137]

Conceptual Proposal [91], [105], [131], [141], [107]

Evaluation Research -

Experience Paper -

integration. Whereas, 43% of all primary studies are not mature at all as they
only present basic ideas without providing any proof of concept for TSN-5G
integration. It is interesting to note that only two of the primary studies are
mature according to the Redwine-Riddle maturity model.
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Figure 5.11: Distribution of primary studies according to the maturity level of their
contributions with regard to TSN-5G integration.
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5.4.5 Analysis based on the purpose of contributions

In this subsection, we analyze each primary study based on the purpose of
the contribution as discussed in Section 5.3.2. Figure 5.12 presents the num-
ber of primary studies that aim at evaluating, designing, or optimizing some
techniques for TSN and 5G integration. We notice that a large majority of
the primary studies (70) focus on optimizing the TSN-5G integrated systems.
Furthermore, 68 primary studies focus on design, whereas 57 primary stud-
ies provide an evaluation of the techniques for TSN-5G systems. Note that
several primary studies have more than one purpose in the proposed contribu-
tions, e.g., to design and evaluate, to design and optimize, or to optimize and
evaluate.
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Figure 5.12: Number of primary studies according to the purpose of contribution in
the context of TSN-5G integration.

Purpose of contribution – optimization

If the purpose of contribution in a primary study is to perform optimization,
then we identified two sub-categories in our data-extraction form: end-to-end
schedule optimization and cost optimization. Figure 5.13 shows that 74% of
the primary studies aim at optimizing latency, which is a key quality-of-service
attribute in many applications in various domains, e.g., Industrial Internet of
Things (IIoT). Achieving TSN low latencies in a 5G network may be chal-
lenging due to the high traffic volumes and potential interference from other
devices.

The second most commonly addressed attributes are jitter, and resource
efficiency, which are subject to optimization by 24% and 23% of the primary
studies respectively. TSN can contribute to resource efficiency in 5G networks
by its ability to support fine-grained, deterministic scheduling of network re-
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sources. This allows TSN to allocate network resources in a precise and pre-
dictable manner, optimizing the use of network resources and reducing con-
gestion. Furthermore, 7% of the primary studies focus on the optimization of
additional resources like the supported number of time-sensitive and/or back-
ground applications. Overall, 5G networks are designed to support a wide
range of applications and services with different set of requirements, including
high data rates, low latency, and high reliability.
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Figure 5.13: Number of primary studies addressing various attributes for end-to-end
schedule optimization in TSN-5G systems.

Many primary studies also address optimization of various types of costs
in the context of TSN-5G integration as shown in Figure 5.14. Optimization
of bandwidth cost in TSN-5G integration is the most studied topic, which is
addressed by 14 primary studies. Furthermore, optimization of the costs of
“Complexity and implementation", “infrastructure", and “cost of additional
network resources" in TSN-5G integrated systems are addressed by 6 primary
studies each. Similarly, a few studies have also addressed optimization of prod-
uct costs, power consumption, and other resources (e.g., flow acceptance ratio)
in TSN-5G integrated systems as shown in Figure 5.14. Implementing TSN-
5G networks can be expensive, as it requires the deployment of additional
hardware and software. Note that some primary studies address optimization
of more than one type of costs (Table 5.10).
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Table 5.9: A summary of primary studies according to various attributes for end-to-
end schedule optimization in TSN-5G systems.

Scheduling Parameter Reference to the paper

Latency [23], [24], [60], [61], [62], [68], [69], [70], [71], [72],
[74], [75], [76], [78], [80], [82], [84], [87], [88], [89],
[92], [93], [94], [95], [96], [97], [98], [99], [100],

[101], [102], [104], [112], [116], [118], [119], [120],
[121], [122], [125], [127], [128], [129], [130], [132],
[133], [138], [139], [140], [141], [106], [114], [108],
[134], [109], [110], [111], [136], [142], [143], [137]

Jitter [61], [68], [69], [74], [76], [80], [82], [99], [102],
[113], [115], [118], [132], [133], [138], [106], [114],
[108], [134], [136]

Resource Efficiency [23], [68], [71], [73], [74], [76], [77], [78], [85],
[86], [92], [93], [97], [98], [99], [100], [114], [109],
[110]

Supported number of additional
resources

[61], [74], [77], [87], [115], [121]

Table 5.10: A summary of primary studies according to various types of cost opti-
mization in TSN-5G systems.

Type of cost Reference to the paper

Power Consumption [24], [68], [69], [139]

Bandwidth [23], [69], [70], [73], [82], [86], [98],
[118], [121], [138], [114], [109], [142],
[143]

Product Cost [98], [139]

Complexity and Implementa-
tion

[61], [62], [73], [78], [82], [112]

Infrastructure [69], [72], [82], [105], [115], [108]

Cost of Additional Network Re-
sources

[73], [84], [85], [86], [92], [110]

Others [81], [123]

Purpose of contribution – design

We identified that 72% (59 studies) of all the primary studies provide soft-
ware design for the technique to integrate the TSN and 5G technologies. Fur-
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Figure 5.14: Number of primary studies addressing various types of cost optimization
in TSN-5G integrated systems.

thermore, we observe that only 12 primary studies (15% of the total) present
hardware design for the TSN and 5G integration. We also note that only three
primary studies [103, 130, 138] (Table 5.11) addresses both the software and
hardware design of the suggested approach for TSN-5G integration. TSN-5G
hardware devices need to have certain capabilities including support for IEEE
802.1 standards, clock synchronization, QoS mechanisms such as packet clas-
sification, scheduling, and traffic shaping, etc. Overall, the hardware design of
TSN-enabled devices in a 5G network will depend on the specific requirements
of the application, however it may take some time before TSN-5G devices be-
come widely available on the market.

Table 5.11: A summary of primary studies according to the type of design of TSN-5G
integrated systems.

Type of design Reference to the paper

Software Design [23], [24], [25], [61], [62], [68], [71], [74], [75], [76], [77],
[79], [80], [81], [82], [83], [84], [85], [86], [87], [90], [92],
[93], [94], [95], [96], [97], [98], [99], [100], [101], [103],
[112], [115], [116], [117], [118], [120], [122], [123], [124],
[125], [126], [127], [128], [130], [138], [139], [141], [132],
[133], [114], [107], [108], [109], [110], [135], [136], [142]

Hardware Design [60], [69], [87], [102], [103], [119], [121], [130], [131],
[138], [134], [111]
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Purpose of contribution – evaluation

We observe that a large majority of the primary studies (49 studies) use em-
pirical evaluation for the proposed technical contributions. On the other hand,
20 primary studies use formal analysis to evaluate the proposed technique(s)
for TSN-5G integration. Figure 5.15 shows the number of primary studies per
evaluation setup. The empirical analysis is mostly used in our set of primary
studies (Table 5.12), assuming mostly a simulated network in N3, OMNeT++,
or other simulation tools using synthetically generated workloads. These tools
include a TSN module, as well as a 5G module to simulate TSN-5G networks.
The choice of the simulation tool will depend on the specific requirements and
goals of the simulation.

The majority of the primary studies (29 studies) use simulated networks for
their empirical evaluation, while 19 studies use a real network to perform the
evaluation of their TSN-5G suggested technique/approach as shown in Fig-
ure 15(a). We note that there are no publications of type hybrid, consider-
ing an integration between real hardware and simulated network components.
Another part of the empirical evaluation is the type of workload used in the
evaluation set up as shown in Figure 15(b). We notice that the majority of pri-
mary studies (24 studies) use a workload of type synthetic, while there are six
primary studies having actual real traffic on their evaluation set up, and two
primary study using traces from real traffic. Considering the immature nature
of TSN-5G networks, it is hard for the researchers to test and evaluate their
approaches using real traffic from an established TSN-5G network.

5.4.6 Analysis based on the domain

The domain where a technique or framework is applied can be generic, or
specific depending on the focused area. As shown in Table 5.13, 55 primary
studies (67% of the total) provide domain-agnostic techniques for the integra-
tion of TSN and 5G technologies. There are 22 primary studies (24% of the
total) that are focused on the industrial automation domain. There are only
three primary studies that focus on the automotive domain. The research on
TSN-5G integration is still in its early stages which explains the large number
of primary studies that have no concrete application domain in focus.

5.4.7 Publication trends

This subsection presents the publication trends based on the extracted data
from the primary studies, thereby addressing the second research question:
RQ2: What are the publication trends of TSN and 5G integration? To answer
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(a) Distribution of primary studies based on the type of
empirical evaluation.
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(b) Distribution of primary studies based on the type of
workload used for the empirical evaluation set up.

Figure 5.15: Empirical evaluation strategies used by the primary studies.

this question, we extract the year of publication and venue from each primary
study.

Publication year. As shown in Figure 5.16, publications in this research area
commenced in 2018 after the initial delivery of 3GPP Release 15 in late 2017,
which was the first full set of 5G standards. This shows that the research area
is still in its infancy. The number of primary studies started to increase in 2019,
2020, and 2021 with 10, 24 and 26 publications respectively. The results also
show that the interest of researchers in the area is continuously growing.
Publication venues. We analyze the primary studies based on the publication
type, which can be a journal, a conference, a workshop, or a book chapter. The
results reveal that most of the primary studies (47 out of 82) are published in
conferences. 24 primary studies are published in journals with at least 3 journal
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Table 5.12: A summary of primary studies according to the empirical evaluation
strategies.

Empirical Evaluation Reference to the paper

Type of Evaluation

Real Network [23], [60], [72], [82], [87], [102], [103],
[104] [116], [118], [119], [121], [132],

[133], [138], [134], [111], [136], [137]

Simulated Network [23], [61], [69], [70], [77], [80], [81], [84],
[85], [86], [92], [95], [96], [97], [98], [99],
[101], [113], [115], [117], [120], [106],
[122], [127], [140], [108], [109], [110],
[142]

Hybrid -

Type of Workload

Synthetic [61], [69], [71], [74], [81], [82], [84], [85],
[86], [87], [95] [113], [115], [106], [121],
[122], [127], [134], [136], [137], [108],
[109], [110], [142]

Actual Real Traffic [23], [102], [103], [104], [138], [111]

Traces from Real
Traffic

[98], [116]

Table 5.13: Number of primary studies per each type of domain.

Type of domain Number of
Primary Stud-
ies

Reference to paper

Generic 55 [23], [25], [68], [69], [70], [71], [72], [73],
[74], [75], [77], [79], [81], [82], [85], [86],
[87], [88], [91], [92], [93], [94], [95], [96],
[97], [99], [100], [103], [104], [105], [112],
[113], [115], [117], [118], [121], [122],
[123], [124], [125], [126], [127], [128],
[129], [130], [131], [132], [133], [140],
[141], [107], [110], [135], [136], [137]

Industrial Automation 22 [24], [60], [61], [76], [78], [80], [83], [89],
[90], [98], [102], [116], [120], [130], [138],
[139], [108], [134], [109], [111], [143], [106]

Automotive 3 [62], [101], [142]

Smart Cities 1 [119]

Medical 1 [84]
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Figure 5.16: Publication trend in the research on TSN-5G integration.

publications per year since 2019, 1 primary study is a book chapter, while the
remaining primary studies are part of our grey literature search consisting of
white papers, web pages, or forums.

Another classification is based on the targeted publication venues. In Ta-
ble 5.14, we list the publication venues where at least two primary studies have
been published. The IEEE International Workshop on Factory Communication
Systems (WFCS) and the IEEE International Conference on Emerging Tech-
nologies and Factory Automation (ETFA) have published the highest number
of primary studies to date.

Table 5.14: Publication venues with at least 2 primary studies.

Venue name Acronym Type #papers

IEEE International Workshop on Factory Commu-
nication Systems

WFCS C 6

IEEE International Conference on Emerging Tech-
nologies and Factory Automation

ETFA C 6

IEEE Communications Standards Magazine - J 5

IEEE Network - J 3

IEEE Access - J 3

IEEE International Conference on Edge Computing EDGE C 2

International Conference on Information and Com-
munication Technology Convergence

ICTC C 2

IEEE International Conference on Communications ICC C 2
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5.5 Results: Horizontal Analysis

In this section, we investigate the possible relations that might exist between
different categories of the data extracted from the primary studies. The purpose
of this analysis is to highlight the main focus and identify the potential gaps
in the existing research on the integration of TSN and 5G technologies. This
analysis aims to provide an answer to the third research question, RQ3: What
are the limitations of TSN-5G integration?

We analyze the relationship between two different categories using bubble
plots in which the size of the bubble corresponds to the number of primary
studies addressing the pair of categories intersecting each other. The first bub-
ble plot, depicted in Figure 5.17, shows the relationship between the technical
contribution classification (along the vertical axis) and the research type clas-
sification (along the horizontal axis). As can be noticed from the plot, the
majority of the existing research in the area is focused on presenting solution
proposals and validation research for TSN-5G integration techniques. 35 pri-
mary studies provide solution proposals for TSN-5G integration architectures.
Furthermore, there are 26, 14, and 22 primary studies that provide solution
proposals for time synchronization, flow management, and resource manage-
ment in the context of TSN-5G integration respectively. Similarly, there are 42,
25, 12 and 23 primary studies that present validation research for integration
architectures, time synchronization, flow management, and resource manage-
ment respectively. In addition, there are a few primary studies that present a
conceptual proposal for TSN-5G integration. It can be observed in Figure 5.17
that there are no evaluation research and experience papers that provide a tech-
nical contribution (integration architectures, time synchronization, flow man-
agement, and resource management) for TSN-5G integration. This identifies
a potential gap in the existing research and provides opportunities for further
research on the integration of TSN and 5G technologies.

The relationship between the technical contribution classification and the
contribution type classification in the primary studies is illustrated by the bub-
ble chart in Figure 5.18. It can be observed from the bubble chart that the
majority of primary studies provide a method/technique/approach or a mod-
el/framework/architecture for the integration of TSN and 5G technologies. For
instance, there are 37, 26, 7, and 17 primary studies on TSN-5G integration
that provide a method, a technique, or an approach for the integration archi-
tectures, time synchronization, flow management, and resource management
respectively. Similarly, there are 27, 17, 16, and 19 primary studies on the in-
tegration of TSN and 5G technologies that provide a model, an architecture or a
framework to support the integration architectures, time synchronization, flow
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Figure 5.17: Relationship between the research type and technical contribution clas-
sifications in the primary studies.

management, and resource management, respectively. Integration architecture
is addressed in most of the primary and this can be motivated by the converged
nature of a new network which still needs a lot of research and investigation.

The bubble chart in Figure 5.18 also indicates that there are a few primary
studies that provide other types of contribution with regards to the TSN-5G
integration architecture, time synchronization, flow management, and resource
management, e.g., solutions for TSN on 5G fronthaul [75]. One major gap that
we identify in the existing research on the TSN-5G integration is that there is
no tool support available with any of the proposed techniques. This is evident
from zero entries in the “Tools" column in Figure 5.18. Note that tools serve
as a vehicle to transfer research results from academia to industry. This calls
for the research community to develop prototypes of a tool that implements the
scientific techniques for the integration of TSN and 5G technologies.
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Figure 5.18: Relationship between the technical contribution and contribution type
classifications in the primary studies.

5.6 Fleiss Kappa Analysis

Fleiss kappa is a statistical analysis that can help in defining the level of agree-
ment among the researchers during the selection phase of this systematic lit-
erature review. We will use it to address the possible threats to validity and to
ensure the reliability of our study inclusion decisions.

The idea of such statistical analysis came firstly from Cohen [144] who
considered a case when two raters were trying to rate or categorize a set of sub-
jects. He introduced a kappa value to measure the level of agreement between
two raters. Fleiss kappa statistical analysis [145] was introduced to eliminate
the limitation of only two raters. We use this method in the early phase of
the selection of publications to access the reliability of agreement among the
researchers performing this study.

To perform the Fleiss Kappa analysis, three researchers were assigned 25
publications each. The publications were selected randomly from the search
pool of publications taken after the removal of duplicates and impurities as
shown in Figure 5.2. The researchers independently categorize those publica-
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tions as Relevant, Not Relevant, or Not Clear based on title, abstract, keywords,
and full-text skimming (if needed). From the Fleiss Kappa point of view, the
25 papers are the subjects that need to be categorized by the 3 raters into 3 cat-
egories. After applying the analysis, we calculated the overall agreement
among the researchers on a value of 83% which indicates a strong level
of agreement among the raters [146]. Based on this statistical analysis we
conclude that the researchers had a strong level of agreement when selecting
the relevant papers for the systematic literature review.

5.7 Threats to Validity

To prove the quality of our study, we discuss in detail the possible threats to
validity and how we managed to mitigate them. There are three types of threats
we address: external, internal, and construct validity.

5.7.1 External validity

The external threat to validity deals with the generalisability of the
results [147]. A possible threat can be a set of selected studies that cannot
fully represent the state of the art on TSN-5G integration. To mitigate this
potential threat, we make sure to choose multiple data sources which are four
of the largest and most complete databases in computer science, computer
engineering, software engineering, and systems engineering: ACM Digital
Library, IEEEXplore Digital Library, Scopus and Web of Science. After
the automatic search, we implement the recursive backward and forward
snowballing strategy to be sure about the coverage of our study.

Considering the pilot studies in our systematic literature review, we apply
well-defined and constructed inclusion and exclusion criteria. Excluding the
studies which are not written in English can be a possible threat, but consider-
ing the fact that English is the de-facto language for all the scientific papers,
this threat can be omitted.

5.7.2 Internal validity

Internal validity refers to the inaccurate settings or variables that may cause a
negative impact on the design of our systematic literature review. We mitigated
this threat by following well-established guidelines when defining the data ex-
traction form and the process which we follow in this study. Furthermore, we
cross-analyzed all the parameters in the data extraction form to identify and
solve any potential issues with the consistency of the extracted data.
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5.7.3 Construct validity

Construct validity refers to the representativeness of the selected studies [22].
The recursive backward and forward snowballing makes us confident on the
coverage of our study that we did not miss any relevant study.

In the beginning, we collected the research studies using the search string.
The definition of the string can be a potential threat to validity. All the re-
searchers involved in this study discussed together every parameter of the
search string by following a rigorous process. This minimizes the threat to
construct validity. After the automatic search, studies were analyzed by well-
documented inclusion and exclusion criteria. To prove the reliability of the re-
view, three of the researchers independently classified a set of common studies
and applied the Fleiss kappa statistical analyses [145] as described in Section
V, achieving a kappa value of 83% which means a strong agreement among
the researchers.

5.7.4 Conclusion validity

The conclusion validity refers to the relationship between extracted data and
obtained findings [147]. We mitigated this potential threat by systematically
documenting by using a well-defined process and by providing a replication
package that allows replicating each step of the process. The replication pack-
age is freely accessible4. The definition of the data extraction form can be a
potential threat to conclusion validity. To mitigate this threat we (i) let the pa-
rameters emerge from the pilot studies and refine the parameters throughout
the entire data extraction activity, and (ii) make all the researchers actively in-
volved in the definition of the extraction form as well as in the extraction and
analysis of the data.

5.8 Related Work

There are a few systematic reviews and surveys conducted in the area of TSN
and 5G with a special focus in 3GPP Releases. For example, the study in [148]
presents an overview of 3GPP Releases focusing on the extensive enhance-
ments to achieve backward compatibility in the subsequent releases. Similar
studies are performed by Jerichow et al. [149], Nwakanma et al. [150], and
Atiq et al. [32].

Jerichow et al. [149] present an overview of public networks that are inte-
grated with non-public networks within the scope of the 3GPP Release 16 ar-

4https://github.com/zenepe1/TSN-5GReplicationPackage

https://github.com/zenepe1/TSN-5GReplicationPackage
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chitecture. Furthermore, they also discuss security concepts of 5G non-public
networks. Nwakanma et al. [150] review the implementation possibilities and
challenges of 3GPP Release 16 in Industrial Internet of Things and mission-
critical communications. Atiq et al. [32] comprehensively analyze the recent
standardization efforts and developments in IEEE 802.11 and 5G, and present
a set of use cases enabled by wireless TSN. The authors provide insights in
wireless TSN considering time synchronization between 802.11 or 5G and
TSN devices, techniques to achieve reliability requirements, and mapping QoS
profiles with the TSN defined traffic.

Jun et al. [151] perform a detailed survey of 3GPP standardization activi-
ties to ensure low latency at the network level. Furthermore, they investigate
the time-sensitive communication in Release 16 and 17, including the time
synchronization in a TSN-5G architecture that conforms to the two Releases.
Wollschlaeger et al. [1] also present an overview of the 5G evolution among
3GPP Releases starting with Release 15 and concluding with features expected
from Release 17. The ongoing standardization in 3GPP regarding the integra-
tion of TSN and 5G systems is also addressed by Striffler et al. [78]. The
authors identify open issues that still need to be addressed in terms of time
synchronization, session continuity, and scheduling of different traffic streams.

On the other hand, there are several works focused on reviewing TSN and
its potential use cases [11, 152–154]. Lo Bello et al. [11] surveys TSN in in-
dustrial communication and automation systems while discussing core TSN
standards and novel features which make TSN an enabler for several cutting-
edge technologies. While Lo Bello et al. [11] remain generic, Samii et al. [153]
focus on the automotive domain. They review the TSN standards in light of
possible use cases in automotive systems. In addition, Deng et al. [154] also
takes the automotive use case as an example to discuss the application of TSN
in automobiles. The aim of the article is to provide an overview of recent
advances and future trends in real-time Ethernet modeling and design method-
ologies for AVB and TSN. It surveys the current state of the field and provides
references for researchers who are interested in this area. Moreover, Craciunas
et al. [152] overviews the scheduling problem arising from time-sensitive net-
work technologies like TTEthernet and TSN. The authors describe the main
differences between two technologies, and they also describe the scheduling
constraints that enable real-time temporal behavior on the level of individual
communication streams. Reviewing the existing surveys on TSN, we observe
that none of them is focusing on the converged TSN-5G system.

A comprehensive survey of the IEEE TSN and IETF DetNet standards
targeting the support for ultra-low latency (ULL) is presented by Nasrallah et
al. [7]. This work provides an in-deep survey of the development of IEEE TSN
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standards and highlights significant milestones illustrating the shift from Audio
Video Bridging (AVB) to TSN. Flow synchronization, flow management, flow
control, and flow integrity are some of the addressed aspects of TSN including:

• Generic Precision Time Protocol to accomplish time synchronization of
data.

• YANG data models to provide a framework for periodic status reporting
and the configuration of bridges.

• Resource Allocation Protocol (RAP) to achieve a distributed TSN Con-
trol Model since SRP is restricted to A/V applications having a limited
number of SR classes. RAP improves scalability by leveraging the Link-
Local Reservation Protocol (LRP) to support all TSN features.

• Gate Control List used for the TSN flow control and IEEE 802.1Qbv
Time-Aware Shaper (TAS) which is applicable for ULL requirements
when all time-triggered windows are synchronized.

On the other hand, this study also addresses the key components in 5G
standards for supporting ULL mechanisms. Some of the surveyed components
are the Common Public Radio Interface (CPRI) which provides the specifica-
tions for packing and transporting baseband time domain and eCPRI to reduce
the effective data rate. In addition, this survey also presents an overview of
the main ULL research directions in the 5G wireless access segment and on
TSN network. This survey covers the link and network layer latency reduction
standards covering studies up to July 2018, while B. Briscoe et al. [155] sur-
veys general techniques for reducing latencies in Internet Protocol (IP) packet
networks covering studies up to August 2014.

Furthermore, there is also a systematic review of URLLC (Ultra-Reliable
Latency Communication) technology of 3GPP presented in [156]. URLLC is
a feature that will be covered by 5G and beyond 5G. This review analyses the
URLLC networking trend in wireless and wired communication. It mentions
four technologies: Near area time deterministic wired network (IEEE TSN,
802.1Qx), Mobile time deterministic network (5G TSC, TSN-TT), broad area
deterministic wired network (IETF DetNet) and metro deterministic wired net-
work (OIF FlexE, ITU-T SG15 G.mtn). This study also surveys all the patents
related to low-latency technology, patents related to high-reliability technol-
ogy, and patents related to mobile network technology, showing the extreme
increase in the number of patents based on 3GPP specifications.
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Time Synchronization is an important part of latency in low-latency appli-
cations. All gPTP systems exchange timing information between different net-
work devices on the control plane. The load created in the control plane due to
the time synchronization can have a great impact on low-latency applications.
A solution to mitigate the load created in the control plane is to use a cen-
tralized time synchronization system where timing information messages are
exchanged only between a central controller and individual network devices.
This approach is similar to software-defined networking (SDN) [157,158] even
though SDN technology in wired and fixed network is more advanced than the
SDN-based mobile network developments [159].

Another review of URLLC as a key enabler of mission-critical services is
presented in [20]. It overviews the state of the art of URLLC in the physical
layer, link layer, and network layer summarizing the potential implementation
methods of URLLC. In addition, this study also illustrates the challenges of
mobile systems to support the integration of URLLC technology and identi-
fies the need for meaningful models to fit practical scenarios. All these studies
have surveyed the 3GPP Releases including the key components of 5G stan-
dards [160] and TSN standards [11, 161] separating them from each other.

5G-ACIA [18] aims at supporting 5G in the industrial domain and provides
an insight overview of 5G in industrial applications, including the possible in-
tegration concepts and migration paths. There are a few white papers published
by this organization that outline the critical requirements for interoperability
and features of 5G. The integration of TSN and 5G is also addressed by this
forum. The forum also explores how and why should the integration of TSN
and 5G be applied in the industry. Their baseline is the 3GPP Release 16 for
5G specifications and IEEE standards for TSN specifications. We consider this
paper since it provides not only an overview of the standards but also shows
the TSN and 5G integration for various industrial automation use cases, i.e.,
controller-to-controller, controller-to-device, and device-to-compute commu-
nication.

Moreover, Parvez et al. [162] present several latency-critical applications
which need to be supported by 5G. They also demonstrate the typical la-
tency and data rate requirements for different mission-critical services, e.g,
factory automation, robotics, virtual reality, and healthcare. Various solutions
on RAN, Core Network, or caching solutions, are used to achieve low latency
on a 5G system. 5G is also a promising solution for autonomous driving meet-
ing the connectivity requirements of V2X communication for higher levels of
autonomy [163].

The usage scenarios of 5G are also presented by Navarro-Ortiz et al. [164].
They present the most significant use cases expected for 5G including their
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scenarios and traffic models. Although this survey is focusing only on 5G, it
performs useful analyses not only on the characteristics and requirements for
5G communications but also on 5G usage scenarios allowing 5G stakeholders
and researchers to evaluate the performance of 5G solutions under the most
critical requirements. Furthermore, 5G should be adapted to a wide range
of scenarios such as indoor, urban, suburban, rural areas, etc, which will set
new requirements for 5G channel modeling [165]. In addition, Ai et al. [160]
have identified significant 5G-based key technologies for high-speed railways
to develop innovative communication network architectures that ensure high-
quality transmissions for both passengers and railway operations and control
systems.

Recse et.al. [166] and Kaloxylos [167] advocate network slicing to be the
key enabler to realize 5G in IoT. The use of the network slicing method can
effectively guarantee the QoS requirements of different services by splitting
the existing physical network to form multiple independent logical networks
with customized services [168]. Even though the integration of TSN and 5G
is not considered by the authors, the investigated technologies can provide
a good foundation for converged wired and wireless architecture considering
5G. However, the research on the application of network slicing over TSN
networks [82] is still in its infancy and the telecommunication organizations
are still working on the standardization of such technology.

Scanzio, Wisniewski, and Gaj [169] perform an analysis of the state of the
art in the area of heterogeneous industrial networks. This survey investigates
both wired and wireless technologies considering technological aspects and
performance targets, e.g., dependability. It also highlights the main challenges
and communication requirements of industrial applications. 5G is also one
of its targeted wireless technologies but the integration of wired and wireless
technologies is still a challenge that they aim to consider as their future work.

Although 3GPP standards offer the possibility to converge TSN and 5G
networks, a comprehensive overview of TSN-5G integration scenarios and
a structured research map of the area is still missing. In this context, with
this systematic literature review, we attempt to present all the current stud-
ies conducted in the scope of TSN-5G integration, while identifying the gaps
in the existing research and highlighting further research opportunities for re-
searchers and practitioners.

5.9 Conclusions

In this article, we presented the planning, execution, and results of a Systematic
Literature Review (SLR) on the integration of TSN and 5G technologies. The
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SLR provides a holistic overview and structured map of the state of the art
research on TSN-5G integration. We identified 189 research studies in the
initial phase of search and selection. After several refinements, we selected
82 of them as the primary studies that focus on the integration of TSN and
5G technologies. We extracted the required data from these primary studies
by using a well-defined and thorough data extraction process. The extracted
data was then analyzed and synthesized to answer the three research questions
posed in this SLR.

The first research question was answered by analyzing the primary studies
according to their technical contributions. We noticed that 74% of the stud-
ies follow the architecture proposed by the 3GPP working group, while still
encountering difficulties on time synchronization, resource management, and
flow management of the integrated system. Furthermore, the most commonly
used time synchronization approach is the transparent clock approach that is
proposed in the 3GPP specification. In addition, 72% (59 studies) of all the
primary studies provide software design, while only 12 primary studies (15%
of the total) present hardware design for the TSN and 5G integration. The
majority of the primary studies (29 studies) use simulated networks for their
empirical evaluation, while 19 studies use a real network to perform the evalu-
ation of their TSN-5G suggested technique/approach.

The second research question was answered by classifying the primary
studies according to well-defined classification criteria and showing the re-
search trends in the area of TSN-5G integration. The results show that the
interest of researchers in the area is continuously growing. The IEEE Interna-
tional Workshop on Factory Communication Systems (WFCS) and the IEEE
International Conference on Emerging Technologies and Factory Automation
(ETFA) have published the highest number of primary studies to date.

To answer the third research question, we used horizontal analysis to inves-
tigate the relationship between various sets of categories in the proposed clas-
sification. This analysis resulted in the identification of potential gaps in the
research area and opportunities for future research. Among the others, it calls
for the research community to develop prototypes of a tool that implements the
scientific techniques for the integration of TSN and 5G technologies.

The results of this study are comprehensive enough for researchers and
practitioners in identifying current research trends, potential gaps, and future
research directions in the context of integrating TSN and 5G technologies.
In the future, we plan to provide an approach for timing synchronization be-
tween TSN and 5G following the integration architecture suggested by the
3GPP working group. Another contribution to the research community would
be to evaluate the timing approach using one of the well-known simulation
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frameworks, named OMNet++.
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Abstract

Time Sensitive Networking (TSN) is a set of IEEE standards based on switched
Ethernet that aim at meeting high-bandwidth and low-latency requirements in
wired communication. TSN implementations typically do not support integra-
tion of wireless networks, which limits their applicability to many industrial
applications that need both wired and wireless communication. The develop-
ment of 5G and its promised Ultra-Reliable and Low-Latency Communication
(URLLC) integrated with TSN would offer a promising solution to meet the
bandwidth, latency and reliability requirements in these industrial applications.
In order to support such an integration, we propose a technique to translate the
traffic between TSN and 5G communication technologies. As a proof of con-
cept, we implement the translation technique in a well-known TSN simulator,
namely NeSTiNg, that is based on the OMNeT++ tool. Furthermore, we eval-
uate the proposed technique using an automotive industrial use case.
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6.1 Introduction

Many industrial applications require convergence of wired and wireless net-
works with deterministic end-to-end latency [1, 2]. Such a converged network
can lead to a more transparent network communication, allowing parts of the
Operational Technology (OT) and Information Technology (IT) sectors in a
smart factory to have a homogeneous layout. In today’s industrial networks,
the OT domain is made up of 90% vendor-locked wired technologies with lim-
ited throughput [3]. With parts of the smart factory network being wireless,
one near-term benefit would be the significant reduction in utilization of ca-
bles, which in turn would reduce production costs [1].

Consider the automotive domain where an autonomous mine or a quarry
consists of several autonomous vehicles and their control center. These vehi-
cles can be equipped with numerous high data-rate sensors that can generate
hundreds of megabytes of data per second (e.g., radars, Lidars and video cam-
eras). Furthermore, the large amount of data acquired from these sensors needs
to be communicated with predictable and low latencies between the comput-
ing units within the vehicles as well as among the vehicles and their control
centre. Similar applications can be found in the other domains. In these appli-
cations, the IEEE TSN standards1, based on the switched Ethernet, stand out
as a promising solution to provide high-bandwidth and low-latency onboard
communication [4]. Similarly, 5G offers a promising solution to support low-
latency communication among these vehicles as well as between each vehicle
and its remote control center. A converged TSN and 5G network can meet
the high-bandwidth and low-latency end-to-end communication requirements,
lower the number of vendor-specific requirements, and introduce a greater
level of flexibility in the network communication.

In order to support such a converged end-to-end network communication,
we propose a technique to translate the traffic between TSN and 5G communi-
cation technologies. This translation acts as a gateway between the two tech-
nologies by taking the necessary properties from TSN and mapping them to the
5G Quality of Service (QoS) according to the 3GPP specifications [5] and vice
versa. We present a proof-of-concept implementation of the proposed tech-
nique in a commonly used TSN network simulator NeSTiNG [6] that is based
on OMNeT++. Furthermore, we evaluate the translation technique using an
automotive industrial use case. We show that the technique can assist network
designers to evaluate various holistic TSN-5G network configurations.

1https://1.ieee802.org/tsn/
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6.2 Background and Related Work

6.2.1 Time Sensitive Networking (TSN)

TSN is a set of standards based on switched Ethernet. It supports
high-bandwidth and low-latency communication, gaining attention in
time-critical industrial applications such as in the industrial automation [7]
and automotive domains [4, 8]. To improve the QoS of Ethernet, the TSN
task group proposed several features; e.g, time-aware traffic shaper (IEEE
802.1 Qbv), clock synchronization (IEEE 802.1AS), frame preemption (IEEE
802.1Qbu), and path control and reservation (IEEE 802.1Qca), among others.

The TSN bridges (switches) are time-synchronized using IEEE 802.1AS.
There are eight different classes of priority for TSN frames. This priority is de-
fined using the Priority Code Point (PCP) field added in 802.1Q-2018 VLAN.
We use two scheduling techniques available in TSN: the AVB Credit-Based
Shaper (CBS) standardized in 802.1Qav, and the Time-Aware Shaper (TAS)
based on Time Division Multiple Access (TDMA), where critical and non-
critical traffic are assigned different time slots. For each priority queue, there
is a gate that controls the egress data flow. A Gate Control List (GCL) contains
the gate states of each queue at each time slot. A model of the functions of TSN
bridge is presented in Fig. 6.1. It contains traffic class queues, a transmission
scheduling algorithm, and a gate control list. The queues are numbered from
0 to 7 and Best Effort (BE), with 7 being the highest priority queue.

7

6

0

BE

Traffic Class 
Queues

Scheduling 
Algorithm

Gate Control 
List

Figure 6.1: A TSN bridge model with the traffic class queues, transmission schedul-
ing algorithm and gate control list.

To be able to guarantee that the schedule is followed and no frame/mes-
sage2 exceeds its time slot, a guard band of the size of the next message, or
maximum message size is included at the end of each scheduling cycle. Such
a schedule can be obtained by using existing methods, e.g., [9]. On the other
hand, CBS is based on a token bucket shaper. When messages are pending in

2We consider the messages that fit only one frame.
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a queue the credit increases, while it decreases when the messages are trans-
mitted. This helps in preventing starvation of low-priority traffic and allows
predictable traffic transmission.

6.2.2 5G and URLLC

The fifth generation of wireless communications (5G) [10, 11] provides sig-
nificant improvements to the long term evolution (LTE) technology. It is de-
signed to achieve low latency and reliability, providing the built-in flexibil-
ity required by Industry 4.0. 5G includes three generic services: enhanced
mobile broadband (eMBB), massive machine-type communications (mMTC),
and URLLC, [12–14]. The eMBB supports high data rates, higher user mobil-
ity, high density, and fixed-mobile convergence. The mMTC provides efficient
connectivity for a massive number of heterogeneous IoT devices with a variety
of characteristics and demands.

URLLC is a set of features for 5G to support critical applications with low-
latency and reliability requirements. The standardization for URLLC started
with 3GPP Release 15 and evolved until Release 17. With URLLC features,
the new 5G Radio Access Network (RAN) [15] can achieve ultra-low latency
down to 1 ms and reliability up to 99.9999%. Within the core network, la-
tency is typically below 1 ms [16]. The desired QoS requirements for URLLC
depend on the applications as shown in Table 6.1.

6.2.3 5G as a Logical TSN Bridge

Integration of 5G into TSN is based on either having 5G with the capabilities
of TSN or integrating 5G as a logical TSN bridge. In the first approach, 5G is
seen as a cable link between the devices [5], while in the second approach, 5G
is seen as a black-box TSN bridge. 5G as a logical TSN bridge approach is the
most focused in the existing works [17, 18].

3GPP provides two design approaches for using 5G as a logical TSN
bridge [19]. The first approach has the translator located within the User Plane
Function (UPF). In this architecture, the UPF and TSN Translator (TT) are
seen as one component, where the translation of parameters between TSN and
5G takes place within the UPF. In the second design approach, the TSN transla-
tors are established on the device-side (DS-TT) and the network-side (NW-TT)
of the logical TSN bridge. From the user plane’s (UP) perspective, the logical
TSN Bridge is a virtual tunnel between the UE and the TSN Network. The
DS-TT translates the necessary parameters of TSN to 5G QoS to establish the
message’s priority on the device-side. This is transmitted from the RAN to the
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network-side, which holds the TSN network. The NW-TT handles the transla-
tion from the 5G QoS to TSN QoS so that the frame maintains correct priority
within the integrated network [5]. The introduction of the TSN translators at
the device-side and network-side makes it possible to reuse many of the exist-
ing interfaces defined for the 5G systems. Integrating the translator at the UPF
would require the 5G system functionalities to communicate via the Session
Management Function (SMF) [19].

Table 6.1: Expected QoS requirements for URLLC [14, 20].

Industry Error Rate/Reliability Latency (ms)

Augmented/Virtual Reality 10−5 - 10−3 5 - 10

Autonomous/guided vehicles ≥ 10−3 5 - 10

Automated Industry 10−9 - 10−5 1

Internet of things/Tactile Internet 10−5 1

6.2.4 Related Works

There are very few works that focus on the integration of TSN and 5G com-
munication. Most of the works consider challenges related to clock synchro-
nization, while bridging between the two domains has received little attention.
For example, Schüngel et al. [21] consider the integration of 5G as a TSN vir-
tual bridge. They provide a single message mechanism for signalling timing
information through the virtual TSN bridge leveraging the underlying synchro-
nization of the 5G system. For evaluation, they use a discrete event simulator
OMNEST [22] (a commercial version of OMNeT++).

There are very few works that address simulation of integrated TSN and
5G networks. Ginthör et al. [23] present a system-level simulator considering
the impact and requirements of TSN end-to-end systems. They use OMNeT++
with NeSTiNg model to simulate a TSN-5G network by following the speci-
fications of 3GPP Release 15. By converting a 4G architecture, they added
characteristics such as Ethernet PDU sessions and packet filter sets supporting
MAC addressing, mini-slots, high-reliability modulation, and 5G quality-of-
service indicators, which are required for 5G communication. Their simula-
tion setup consisted of multiple user equipment that are connected to one base
station with a strict prioritization scheme. In comparison, we do not convert
4G to 5G. Furthermore, we consider 3GPP Release 16, which provides more
details for time-sensitive communications.

Martenvormfelde et al. [24] present a simulation model for integrating 5G
into TSN as a transparent bridge. They utilize OMNET++, NeSTiNg and a 5G
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user plane model. Their bridge model is limited to the user plane, derived from
the 3GPP 5G architectural model, and is capable of uplink and downlink traf-
fic. Certain characteristics of the New Radio frame structure and sub-carrier
spacing of their model affected the end-to-end delay, even in smaller networks.
This paper claims that to provide QoS guarantees in large networks, the model
should handle 5G quality-of-service indicators, enabling priorities and queues
similar to the TSN IEEE 802.1Q. To do so, we map the TSN QoS to the 5G
QoS.

To the best of our knowledge, the research on TSN-5G integration is still
in its infancy, mainly focusing on timing information and not on the traffic
mapping with QoS management. We present a technique to translate the traffic
between TSN and 5G domains considering the properties in the 3GPP-R16
specifications. Furthermore, we provide a proof-of-concept implementation of
the technique in a well-known simulator for TSN.

6.3 TSN-5G Translator Design

In this section, we present the design of the TSN-5G translator. First we de-
scribe the focused QoS parameters. Then we present the translator’s design
and its proof-of-concept implementation in OMNET++ simulator.

6.3.1 5G QoS Indicators (5QIs)

The 5G QoS indicators is a list of parameters representing commonly used
values for certain types of traffic [5]. Some of the 5QIs focused in this work
are as follows.

• Resource Type: In 5G, the resource type parameter indicates how the Packet
Delay Budget, Packet Error Rate, and Maximum Data Burst Volume should
be handled. The resource can be of type Guaranteed Bit Rate (GBR), Non-
GBR, or Delay-Critical GBR.

• Default Priority Level: The priority level indicates the scheduling priority
of a QoS message. The standardized 5QIs assign their own default priority
values, indicating the highest priority message with the lowest value of the
default priority level parameter.

• Packet Delay Budget (PDB): It defines an upper bound on how long a packet
can be delayed between the User Equipment (UE) and the User Plane Func-
tion (UPF). The UPF represents the communication scheme between the
base station (gNB) and the NW-TT.
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• Packet Error Rate (PER): It defines the level of reliability by providing an
upper bound on the number of messages that can be processed and sent by
the 5G node, but never arrive at their intended destination.

• Default Maximum Data Burst Volume (MDBV): It indicates the amount of
data that can be sent within a PDB.

• Default Averaging Window: Indicates the calculation time of Guaranteed
Flow Bit Rate (GFBR) and Maximum Flow Bit Rate (MFBR). 5G is ex-
pected to provide a guaranteed bit rate that is represented by GFBR. The
MFBR defines the maximum value of an actual bit rate.

A representation of 5QIs for Delay-Critical GBR resources that are recom-
mended for integration with TSN is shown in Table. 6.2. The listed parameters
are part of a more extensive list of statically assigned parameters specified in
the 3GPP specifications [5]. These parameters can also be set dynamically for
highly specified scenarios.

Table 6.2: 5QIs for standardized Delay-Critical GBR.

5QI
Value

Resource
Type

Default
Priority

Level
PDB PER MDBV

(bytes)

Default
Averaging
Window

82
Delay

Critical GBR 19 10 ms 10−4 255 2000 ms

83
Delay

Critical GBR 22 10 ms 10−4 1354 2000 ms

84
Delay

Critical GBR 24 30 ms 10−6 1354 2000 ms

85
Delay

Critical GBR 21 5 ms 10−5 255 2000 ms

We focus on the user plane and translation of incoming frames so that
they can be transmitted between TSN and 5G networks. Mapping of QoS
messages to maintain the priority of the message in both networks is done by
checking the Priority Code Point (PCP) value in the TSN frame. This value
indicates how the 5G system should change its 5QI, which are parameters pre-
determined as discussed in Table 6.2. Once a frame arrives at the translator, it is
first determined what type of translation has to be done by checking the data’s
interface. There are two possible types of translation in this scenario: i) TSN
to 5G translation, and ii) 5G to TSN translation. As a proof of concept, each
component of the translator is presented as a model or sub-model in OMNeT++
simulator.
1) TSN to 5G - Translation Flow: To guarantee that the QoS in both 5G
and TSN message is upheld, there are specific attributes of TSN that need to
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(a) TSN to 5G Translation Flow.
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(b) A proof-of-concept implementation of TSN to 5G Translation Flow in OMNeT++.

Figure 6.2: The translation flow from TSN to 5G networks.

be mapped to the 5QIs and vice versa. The TSN to 5G translation design is
presented in Fig. 6.2(a), whereas its proof-of-concept implementation in OM-
NET++ is depicted in Fig. 6.2(b). The Ingress and Egress modules in the trans-
lator handle the reception and transmission of the message respectively. These
two modules are realized in OMNeT++ with the egressTC and ingressTC sub-
modules as shown in Fig. 6.2(b) respectively. The contents of the message
received at the Ingress module are decapsulated by the Decapsulation mod-
ule. Similarly, the message contents are encapsulated by the Encapsulation
module before the message is transmitted by the Egress module. These two
modules are realized by the IEtherEncap module in OMNET++. We introduce
a new module, namely Tag Control Information (TCI) of the 802.1Q Header
or 802.1Q/TCI Check module, after the Decapsulation module as shown in
Fig. 6.2(a). The 802.1Q/TCI Check module checks the priority level of the
message received from the TSN network. Based on the priority level, the QoS
requirement is mapped to the 5QI reference established earlier.

The 5QI reference is a pre-configured XML document representing the pa-
rameters that should be configured in the logical TSN bridge. The 802.1Q/TCI
Check module is realized in OMNeT++, as shown in Fig. 6.2(b). A QoS map-
ping algorithm is applied between the priority level of the TSN message and
the default priority level parameter stored in the pre-configured XML doc-
ument. As this implementation does not have access to a 5G medium, the
translator instead configures the channel within the logical TSN bridge to act
as a 5G medium. This is done in the Handle Channel sub-module as shown
in Fig. 6.2 (a). The handleChannel module is realized in OMNeT++, before
encapsulating the message contents by the IEtherEncap module as in Fig. 6.2
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(b). The channel gets the 5QI parameters as listed in the 3GPP standardized
delay-critical GBR Table 6.2. Once the channel is configured correctly, the
translator then encapsulates the message and sends it over the channel.

Mapping a TSN QoS message to a 5QI requires a systematic technique to
check its priority level and handle it via specific QoS references. In this regard,
the translation from TSN to 5G and corresponding QoS mapping is discussed
in Algorithm 1. The structure of a TSN message is shown in Fig. 6.3, where the
first 24 bytes consists of a preamble, destination MAC (DST MAC) and source
MAC (SRC MAC) [25]. The 802.1Q header contains the TCI which identifies
the data fields that state how the message should be prioritized. Lastly, the
Ethernet Type (ETH Type), the Payload (Data), and the CRC fields.

8 bytes 6 bytes 6 bytes 4 bytes

Preamble DST MAC SRC MAC 802.1Q HDR

2 bytes

ETH
type

46-1500 bytes

Payload

4 bytes

CRC

Figure 6.3: TSN message structure.

To map the message to a 5QI, the message is de-encapsulated down to
the 20th byte, i.e., the Preamble, DST MAC, and SRC MAC are identified.
The next 16 bits correspond to the TPID field, which has the value of 0x8100
for a TSN message [25]. The next 3 bits represent the PCP field containing
the TSN message’s priority value (0-7). This field is part of a larger field
called Tag Control Information (TCI), which also contains the Drop Eligible
Indicator (DEI) and the VLAN Identifier (VID). However, in our prototype
implementation, it is assumed that all packets are not dropable and belong to
the same VID. This is done to reduce the number of parameters in the initial
stages of the implementation. The structure of the 802.1Q Header Frame is
shown in Fig. 6.4.

16 bits

TPID

3 bits 1 bit 12 bits

TCI

PCP DEI VID

Figure 6.4: 802.1Q header frame structure.

Once the PCP value has been derived from the frame, it must be mapped to
a 5QI. The TSN message is listed as a Delay-critical GBR [26] to pre-allocate
dedicated network resources to TSN.
2) 5G to TSN - Translation Flow: 5G utilizes GPRS Tunnelling Protocol
(GTP) to encapsulate the frames sent over a tunnel. In the user-plane, the
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Algorithm 1 TSN to 5G translation flow
begin

1: qosMapping_List← 5QIReferences
2: for all Messages_at_the_ingress_port do
3: decapsulate down to the TPID
4: decapsulate next 3 bits
5: TCI_check PCP value in the TSN message
6: assign 5QI to message.PCP
7: handle_channel with the 5QI parameters
8: encapsulate message
9: send message_to_the_egress_port

10: end for
end

GTP-U version is used [5]. The GPRS Tunnelling Protocol User Plane (GTP-
U) frame structure is presented in Fig. 6.5. It starts with an outer header that
specifies the source (SRC) and destination (DST) addresses. The QoS Flow
Identifier (QFI) and the Tunnel Endpoint Identifier (TEID) are included in the
GTP-U header. The QFI represents the priority level of the message, while
the TEID indicates the tunnel ID for the PDU session anchor. Part of the 5G
frame structure is also the IP message with its DST and SRC IP. In our case,
the payload of the 5G GTP-U frame structure is indicated by the TSN frame
that we aim to transmit over 5G.

Outer Header GTP-U Header IP-Package Payload

GTP- 
DST QFI TEID IP- 

DST
GTP- 
SRC

IP- 
SRC TSN-Frame

Figure 6.5: 5G - GTP-U Frame Structure.

The 5G to TSN translation is done by decapsulating the frame, removing
the GTP-U and IP Header, to make the frame function as a TSN frame again.
The frame is then sent to the TSN bridge which can maintain the QoS by pri-
oritising the frame appropriately depending on the PCP value. The 5G to TSN
translation is graphically depicted in Fig. 6.6 and algorithmically presented in
Algorithm 2.
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5G to TSN - Translator

Ingress Decapsulation Egress

(a) 5G to TSN Translation Flow.

ingressTC IEtherEncap

Module

egressTC

(b) A proof-of-concept implementation of 5G to TSN

Translation Flow in OMNeT++.

Figure 6.6: The translation flow between 5G and TSN networks.

Algorithm 2 5G to TSN translation flow
begin

1: for all Messages_at_the_ingress_port do
2: decapsulate down to the payload
3: send message_to_the_egress_port
4: end for

end

6.4 Simulation Development

In this section, we present our simulation development, starting with describ-
ing the simulation environment, and then explaining the simulation setup of
a 5G node inside a TSN network environment. All the flow information is
brought together to the finalized design implemented in OMNeT++/NeSTiNg.
The source code for the developed TSN-5G simulator is openly provided in
gitlab3.

6.4.1 Simulation Environment - NeSTiNg

The OMNeT++ simulation environment offers ease of extension to incorporate
various network protocols thanks to its modular architecture. The translation
of traffic between 5G and TSN is implemented in OMNeT++ by leveraging
NeSTiNg, which is a TSN simulation framework built over OMNeT++ [6].
NeSTiNg is built as an enhancement of the Ethernet protocol provided by

3https://gitlab.com/DavidPantzar/5GTSNTranslator

https://gitlab.com/DavidPantzar/5GTSNTranslator
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the INET framework. The main features of TSN supported by NeSTiNg are
scheduling, gate control, queuing, and frame preemption.

To make full use of the simulation model, we perform a study on the capa-
bilities and limitations of NeSTiNg. For scheduling of various traffic in TSN,
NeSTiNg supports both Credit Based Shaper (CBS) and Time Aware Shaper
(TAS) [6]. One of the main challenges in NeSTiNg is the lack of global simu-
lation clock, which is needed as all TSN bridges are synchronized. NeSTiNg
does not support the IEEE 802.1AS standard [27] for time synchronization
in TSN networks. Furthermore, it neglects two major TSN implementations,
which are IEEE 802.1CB Frame Replication and Elimination for Reliability
(FRER) and IEEE 802.1Qci Per-Stream Filtering and Policing (PSFP).

6.4.2 Simulation Setup

The implementation is done in OMNeT++ by integrating modules and sub-
modules into a network. Only some of the modules had to be re-written to
fulfil the requirements of the translator: IEtherEncap and handleChannel. The
5G Node contains an Ethernet gate (ethg), the TSN-Translator (TT), and the
message dispatcher between the two. It also has a few sub-modules including
interfaceTable, filteringDatabase, scheduleSwap, oscillator, legacyClock, and
the clock. The interface table and the filteringDatabase indicate where the traf-
fic should go once it has been handled. The indication is done by establishing
port and destination mapping rules in an XML document. The oscillator and
clock modules deal with the time ticks in the modules and synchronize to the
simulation time for time-stamping of logged data. A visual representation of
the 5G node is shown in Fig. 6.7, where various entities indicate submodules,
the horizontal line is the message dispatcher, and the arrows are channels con-
necting the modules. Note that the submodules shown on the left side of the
horizontal line in Fig. 6.7 do not require any connectors and should be seen as
a way to access information elsewhere in the system.

The line underneath the eth submodule leading to the module’s border in-
dicates the possibility of other modules, such as VlanEtherSwitchPreemptable
(TSN Bridges), to connect to the 5G Node. Note that the arrows in the 5G
node are bidirectional, i.e., both the TT and the eth modules can send and re-
ceive data. Each of the gates connects to a channel; this channel can be seen
as a submodule with established parameters. They are initialized to default
values, which can be changed during runtime. These parameters include delay
of transfer, packet error rate, or data rate. One of the TSN-Translator (TT)
functions is to configure these parameters of the channel to correct values to
simulate the max-delay of the PDB to establish a simulated 5G transfer. Simi-
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interfaceTable

filteringDatabase

scheduleSwap

oscillator

legacyClock

clock

TT

eth[sizeof(ethg)]

message  
dipatcher

Figure 6.7: 5G Node in OMNeT++.

larly, as to how the QFI would change the parameters in an actual 5G node, the
TT looks at the incoming transmissions PCP value and changes the channel
parameters to pre-determined values that are set in the XML files.

5QI - XML Integration: When the TT function is initialized, it collects the
data structures of pre-determined QoS parameters of the channel in the XML
file. The XML file also allows the users to establish these parameters before-
hand. This XML file is akin to the 5QI values in an actual 5G node. As this
proof-of-concept implementation of the translator focuses on the user-plane,
an XML file loaded during initialization is an elegant solution. The loaded file
contains the delay, data rate, and PER of the channel. The translator chooses
the parameters that correspond to the PCP value being sent through the device.
There are eight different levels of PCP in TSN. Hence, eight 5QIs can be used.
The delayPar parameter sets the delay of the channel to the indicated value, the
errorRatePar sets the packet error rate, and the dataratePar sets the datarate. A
detailed description of the implementation in simulation environment is pre-
sented in [28].

6.5 Evaluation: Automotive Industrial Use Case

This section presents an industrial use case that is used to evaluate the proposed
technique and its proof-of-concept implementation.
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6.5.1 Use Case Setup

The use case is a part of an autonomous recycling site that contains several
autonomous vehicles (recycling cranes and haulers). Each vehicle uses TSN
for onboard backbone communication. The vehicles communicate with each
other and with their remote control center using 5G. We consider a part of one
of these vehicles and the remote control center as shown in Fig. 6.8.

There are four nodes that are connected to a TSN bridge within the vehi-
cle. Similarly, there are two nodes that are connected to one TSN bridge in
the remote control center. Within the vehicle, the actuator node (A) is con-
trolled by a camera input that is acquired by node (S). The camera node is
connected to an aggregation node (Agg) that performs aggregation of data and
computation of control signals. The 5G gateway node (G1) is responsible for
communicating with the 5G gateway node (G2) in the remote control center.
The Remote Computer node (RC) in the remote control center computes the
actuators’ states in each vehicle. The visual representation of the use case in
the simulation environment is depicted in Fig. 6.9.

Remote Computer (RC)

TSN

5G gateway (G2)5G gateway (G1)Aggregation (Agg)

Sensor/Camera (S)
Actuation (A)

ECU

ECU

In-vehicle Remote Control

TSN

Figure 6.8: Automotive industrial use case utilizing TSN & 5G.

The traffic flow in the use case is as follows:

(S)–>(AGG)–>(G1)–>(G2)–>(RC)–>(G2)–>(G1)–>(A)

The node (S) sends its data to the (Agg) node that, in turn, sends the computed
data to the (RC) node through the 5G network. The (RC) node then sends a
message back to the vehicle through the 5G network to node (A). We focus
on investigating the channel propagation delay in the message that originates
from node (S) and terminates at the actuator node (A).
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5G

FiveGNode1 FiveGNode2

Node  
(Agg)

Node 
(S)

Node 
(RC)

Bridge2Bridge1

Node 
(A)

Figure 6.9: Model of the use case in the simulation mode.

6.5.2 Simulation Parameters

The simulation parameters are set either on the channels or in the omnetpp.ini
file. Each wired channel has a 100Mbit/s bandwidth. The transmission delay
of a TSN message with maximum payload (1546 Bytes) on each link is equal
to 123µs. The processing delay in each of the node (S), (Agg), (A) and (RC)
is equal to 20µs, while the processing delay in each of the nodes G1 and G2
is set to 0.5ms to simulate maximum latency of L2/L3 flow as per 3GPP to
fulfil the URLLC requirements in the UP [29]. The 5G channel delay is set
to the parameters indicated by the XML-file. The TSN bridges are set with
a pre-configured offline schedule. The gates on the TSN bridges are set to
StrictPriority, which indicates that they both check if a gate is open and the
PCP value of the incoming traffic to determine which message to prioritize.
The end-to-end deadline of the message of interest is 50ms according to the
requirement specification of the use case.

6.5.3 Scheduling Parameters

The schedule used in this use case is created to showcase that the tool func-
tions even with gates not being open at all times. The (S) and (Agg) assume
the same priority and set their PCP values to 1, while the (RC) node has its
traffic assigned to a PCP value of 2. Each of the devices is set with a period of
10ms and varying offsets depending on the arrival time of the previous mes-
sage. For example, the message sending task in (RC) has an offset of 2500
µs. This offset corresponds to the time it takes for the message to arrive from
the (Agg) node. Table 6.3 shows the period and offset of each of the task in
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the corresponding nodes. The scheduling sub-module was already part of the
NeSTiNg packet in OMNeT++ and was derived from the simulation environ-
ment [6]. The schedule is designed so that the gates are open as the message
arrives at Bridge1 but the gates open with a slight delay when a message arrives
at Bridge2. This was done to simulate a potential configuration where other
messages with different priorities go through the port. The scheduling works
by having gates opened or closed for a certain length over a set cycle. The
gates are represented by bit-vectors where the value ’0’ indicates the closed
state of the gate, and the value ’1’ indicates that the gate has an open state.

Table 6.3: Scheduling parameters.

MessageID Name Start time (µs) Period ( µs)

1 Camera 10 10000

2 Aggregator 300 10000

3 Remote Control 2500 10000

6.5.4 Evaluation Results

We focus on two main aspects in the evaluation: end-to-end delay and channel
manipulation by the translator design during the run-time.

Fig. 6.10 shows the delay at each hop in the converged TSN-5G network
depicted in Fig. 6.9. The horizontal axis shows the events that are explained
in Table 6.4. For example, event 1 shows the processing delay in Node (S).
Similarly, event 17 shows the delay of the message received in Node (A). The
vertical axis in Fig. 6.10 shows the cumulative delay at various events with
respect to the start of the flow (Node (S) sensing the values). The blue line
indicates the measured cumulative delay for each event in the simulator, while
the highlighted red values represents the cumulative delay for the flow: Node
(S) -> Node (Agg) -> Node (RC) -> Node (A). For example, the cumulative
delay from sensor Node (S) to aggregator Node (Agg) is 0.27ms. The end-to-
end delay from the sensor (Node (S)) to the actuator (Node (A)) in the traffic
flow in the use case in Fig. 6.8 is 5.57ms.

It is interesting to not that there are considerable jumps in the delay be-
tween the events 6 and 7 and between the events 13 to 14. These jumps show
the transmission time over the 5G channel with the slight difference between
each due to the different priority level used to manipulate the 5G channel as
described below.

The manipulation of the channel is indicated by first writing the PCP value
and then the corresponding XML value, shown by an output of XMLInfo as
depicted in Fig. 6.11. To make sure that the values are properly configured,
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Figure 6.10: End-to-end delay in the automotive use case.

Table 6.4: Representation of each event included in the transmission flow from Sensor
to Actuator.

Event Event Interpretation

1 Processing delay in Node (S)

2 Transmission delay between Node (S) and Bridge1

3 Transmission delay between Bridge1 and Node (Agg)

4 Node (Agg) sends the message back to Bridge1

5 Translation delay from TSN to 5G

6 The message is sent to the FiveGNode1

7 Transmission delay from FiveGNode1 to FiveGnode2 (PCP 1)

8 Translation delay from 5G to TSN

9 The message is sent to Bridge2

10 Bridge2 sends the message to Node (RC)

11 Node (RC) sends the message back to Bridge2

12 Translation delay from TSN to 5G

13 The message is sent to the FiveGNode2

14 Transmission delay from FiveGNode2 to FiveGnode1 (PCP 2)

15 Translation delay from 5G to TSN

16 The RC message is sent to Bridge1

17 Bridge1 sends the RC message to Node (A)

the channel parameters are also output to the console. This flow of output can
be seen in Fig. 6.11 which shows how different PCP values provide different
outputs and corresponding channel delay.

PCP 1 is used from Node (Agg) to Node (RC) and is indicated by events 6
to 7. Similarly, PCP 2 is used from Node (RC) to Node (A) and is denoted by
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INFO: PCPValue: 1

INFO: XMLInfo:  Delay:  0.001

INFO: XMLInfo:  PER:  0.0001

INFO: XMLInfo:  Datarate:  100000000

INFO: Channel Delay:  0.001

INFO: Channel PER:  0.0001

INFO: Channel Datarate:  1e+08

(a)

INFO: PCPValue: 2

INFO: XMLInfo:  Delay:  0.003

INFO: XMLInfo:  PER:  0.0001

INFO: XMLInfo:  Datarate:  100000000

INFO: Channel Delay:  0.003

INFO: Channel PER:  0.0001

INFO: Channel Datarate:  1e+08

(b)

Figure 6.11: 5G channel manipulation based on different priority levels: a) PCP 1
output for message sent from Node (Agg) to Node (RC), and b) PCP 2 output for
message sent from Node (RC) to Node (A).

events 13 to 14. In Fig. 6.11, the PCP value is first read and then matched to
the PCPValue of the XML document as listed by the XMLInfo. This is applied
to the channel, indicated by the Channel Delay, PER, and Datarate. For PCP
1 and 2, the delays of 0.001s and 0.003s correspond to the delay-time increase
when looking at events 6 to 7, and 13 to 14.

The parameters’ values for each PCP correspond to the predefined values
in the XML file. This shows that the translator performed well on channel
manipulation during run-time. The use case shows a change in channel param-
eters depending on the read PCP value and is, therefore, the first step towards
an improved converged TSN-5G network within the NeSTiNg simulation tool.

6.6 Conclusions

In this paper, we proposed a technique to integrate TSN and 5G communica-
tion mainly focusing on the translation of the flows between them. Further-
more, we presented a proof-of-concept implementation of the proposed tech-
nique in a commonly used free simulation tool, namely NeSTiNg. We utilized
an automotive industrial use case to evaluate the performance of the proposed
technique and the simulator. We showed that the proposed technique can be
useful for the network designers to evaluate TSN-5G heterogeneous network
configurations with regards to end-to-end delays.

The current implementation in the simulator assumes that the clock syn-
chronization is perfect between the devices in use. This is not the case in a real-
world scenario where TSN and 5G have their clock synchronization schemes.
The sharing of time information between the TSN and 5G system is a required
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step for a fully synchronized system. Therefore, an important step forward is
to design and implement such a synchronization. Moreover, other features of
5G according to URLLC can be integrated, which entails another future work.
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Abstract

Integrating wired Ethernet networks, such as Time-Sensitive Networks
(TSN), to 5G cellular network requires a flow management technique to ef-
ficiently map TSN traffic to 5G Quality-of-Service (QoS) flows. The 3GPP
Release 16 provides a set of predefined QoS characteristics, such as priority
level, packet delay budget, and maximum data burst volume, which can be
used for the 5G QoS flows. Within this context, mapping TSN traffic flows to
5G QoS flows in an integrated TSN-5G network is of paramount importance as
the mapping can significantly impact on the end-to-end QoS in the integrated
network. In this paper, we present a novel and efficient mapping algorithm to
map different TSN traffic flows to 5G QoS flows. To the best of our knowl-
edge, this is the first QoS-aware mapping algorithm based on the application
constraints used to exchange flows between TSN and 5G network domains.
We evaluate the proposed mapping algorithm on synthetic scenarios with ran-
dom sets of constraints on deadline, jitter, bandwidth, and packet loss rate. The
evaluation results show that the proposed mapping algorithm can fulfill over
90% of the applications’ constraints.
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7.1 Introduction

Many contemporary industrial communication systems are based on wired
Ethernet networks. Despite having many advantages, these networks suf-
fer from low flexibility and have high installation and maintenance costs [1].
These shortcomings of wired networks in industrial systems have paved way
for wireless communication networks, like WIFI, 4G and 5G, to mention a
few. In a wireless communication system, various devices strive to link with
each other in a limited capacity of radio spectrum [2]. The advancement in
modern wireless and cellular communication technologies have expanded the
capacity and coverage of industrial communication systems.

The advantages of both wired and wireless networks can be utilized in
industrial communication systems by integrating these networks in a unified
heterogeneous wired/wireless network. In such a network, each (sub) network
may implement a different protocol and may have different Quality of Service
(QoS) characteristics of the underlying flows. In order to achieve a seam-
less and unified heterogeneous network, the QoS characteristics of the flows
need to be systematically mapped in-between different (sub) networks [3], [4].
The estimation of end-to-end QoS of flows in such networks is a critical chal-
lenge [5]. One way to measure the overall performance of heterogeneous net-
works is by quantifying the effects of each participating application and access
technology [6].

The fifth generation of mobile networks (5G), as defined by the 3rd gener-
ation partnership project (3GPP)1, support multiple broadband networks pro-
viding end-to-end QoS guarantees. The 3GPP Releases define standardized
QoS classes/profiles for different services’ needs, which makes the mapping of
QoS classes over heterogeneous networks a daunting task [3]. Time-Sensitive
Networking (TSN) is a set of standards based on switched Ethernet2 that sup-
ports high-bandwidth and low-latency wired communication [7, 8]. On the
other hand, 5G offers promising solution to support ultra-reliable low latency
communication (URLLC) [9]. The integration of TSN and 5G would provide
greater level of flexibility in the network communication, while supporting
the high-bandwidth and low-latency communication needs of many industrial
communication systems that utilize both wired and wireless networks. Alas,
the 3GPP specifications do not define a mapping of QoS attributes between 5G
and TSN. Defining such a mapping in a systematic way is a non-trivial task
and has a profound impact on the end-to-end QoS experienced by the traffic
flows in a heterogeneous TSN-5G network.

1https://www.3gpp.org/
2https://1.ieee802.org/tsn/
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In this paper, we propose a novel algorithm, called the QoS-MAN, to sys-
tematically map QoS characteristics between TSN and 5G. The purpose of this
algorithm is to facilitate integration of traffic flows in a heterogeneous TSN-5G
network. Although we specifically considered TSN as the Ethernet protocol in
this mapping, the proposed algorithm can be adapted to the flows between 5G
and other Ethernet protocols that provide strict QoS.

The main contributions in this paper are as follows:

1. We introduce an efficient QoS mapping algorithm that systematically
maps TSN traffic flows or any Ethernet-based traffic flows to different
5G QoS flows, using the QoS characteristics standardized in the 3GPP
Release 16 [10]. To the best of our knowledge, this is the first work that
systematically maps the flows between Ethernet and 5G network domains
using a QoS-aware mapping algorithm.

2. To evaluate the proposed algorithm, we generate synthetic scenarios with
random sets of applications’ constraints to show how the algorithm per-
forms with respect to fulfilling the applications’ constraints.

The rest of the paper is organized as follows. Section 7.2 presents the
background and related work. The proposed mapping algorithm is presented
in Section 7.3, while Section 7.4 provides evaluation and results. Finally, the
conclusion and future work are presented in Section 7.5.

7.2 Background and Related Work

7.2.1 5G network

Each 5G user equipment establishes a Packet Data Unit (PDU) similar to the
concept of a Packet Data Network (PDN) connection in 4G, thus we describe
the PDU session details and traffic flow management. 5G network provides
connectivity to User Equipment (UE) towards a Data Network (DN) such as
Internet, IP Multimedia Subsystem (IMS), or any private corporate network.
To provide this end-to-end connectivity, 5G establishes a PDU session through
the User Plane Function (UPF), containing up to 64 QoS flows. A UE may
also request to establish multiple PDU Sessions in parallel [11], e.g, when
a UE wants to use both Internet connectivity as well as IMS services at the
same time. A 5G QoS flow is assigned to every flow or packet coming to
the uplink (UL) or downlink (DL). There are two types of flows in 5G: (i)
Guaranteed Bit Rate (GBR) QoS flows and (ii) Non-GBR QoS flows. The
GBR transmission is used for applications when providing real-time services,
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as there are no problems associated with overload during transmission of this
data and packet loss [12].

QoS flow is the finest granularity of QoS differentiation inside a PDU ses-
sion. It has a unique QoS flow Identifier (QFI). The traffic with the same QFI
within a PDU session will receive the same traffic forwarding treatment [13].
Considering the DL direction the insertion of QFI is performed on the UPF
by the Session Management Function (SMF). The SMF extracts the QoS flow
binding parameters (in the following section) and creates a new QoS flow if
the one requested does not exist. Each application gets its own Service Data
Flow (SDF) inside the UPF, and then they are associated/mapped to different
or same QFI based on their QoS needs as also shown in Fig. 7.1. Another
mapping is performed on the radio side, assigning QoS flows to Data Radio
Bearers (DRB). However, this type of mapping is beyond the scope of this
work.
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Figure 7.1: Example of QoS realization for downlink packets [14].

7.2.2 Traffic Forwarding and Traffic Classes in TSN

TSN is a set of standards developed to support high-bandwidth and low-latency
communication over switched Ethernet. TSN switches support 8 different pri-
orities defined by Priority Code Point (PCP) field. The PCP is a 3-bit value
added in the 802.1Q-2018 VLAN tag. There are two scheduling mechanisms
available in TSN: (i) Credit-based shaper for Audio-Video Bridging (AVB),
and (ii) Time-Aware Shaper (TAS), which allows arbitration of traffic at the
egress port. Each queue is controlled by a Gate Control List (GCL) where all
the offline schedule is timestamped.

TSN supports three different traffic classes: Scheduled Traffic (ST), Audio
Video Bridging with Class A and Class B, and BE traffic. The ST class is
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scheduled offline, with strict temporal isolation achieved with the TAS mech-
anism controlled by the GCL [15]. The GCL is pre-defined with the specific
time slots. When a gate has an open state, the corresponding queue is allowed
to send messages over the link. This makes ST class fully deterministic, with
no jitter on delivering the messages.

AVB defines two priority classes, class A and B, with A as the highest
priority queue. The AVB traffic queues are controlled by the CBS mecha-
nism [16]. The CBS works on credit basis, thus the queue consumes credit
when it sends a message, and it replenishes the credit when it has a pending
message. The traffic from an AVB queue can be transmitted only if the queue
has a non-negative credit and if the gate has an open state. The BE traffic
class consists of non-critical data with no real-time guarantees. It is the lowest
priority class, and traffic from this queue can be sent only if the gate is opened.

7.2.3 Related Work

There are several QoS mapping techniques between different network proto-
cols that have been proposed in the literature. These works are categorized
based on the mapping between parameters and traffic classes in each network
protocol. In this section, we present an overview of the existing mapping tech-
niques between different networks.

Satka et al. [17] developed a translation technique between TSN and 5G
frames by mapping the default priority value of a 5G frame to the Priority
Code Point (PCP) value of a TSN frame, and vice versa. The QoS-MAN
algorithm considers this technique as an input. In comparison, QoS-MAN
considers the entire set of predefined 5G QoS parameters, and instead of map-
ping those parameters to the priority levels of TSN frames, it elaborates fur-
ther on the applications’ requirements such as deadline, jitter, bandwidth, and
packet loss. Al-Shaikhli et. al [3] propose a mapping framework for end-
to-end QoS support over heterogeneous networks. The mapping framework
consists of two scheduling policies: (i) a Class-Based Weighted Fair Queuing
(CBWFQ) policy and (ii) a Rate-Controlled Priority Queuing (RCPQ) policy.
The authors provide classification of the incoming traffic into appropriate QoS
classes based on application’s type and QoS requirements (latency, packet loss
rate, bandwidth) similar to our work.

The work in [18] presents an effective QoS mapping method between the
5G QoS flow and the time and wavelength-division-multiplexed passive optical
network (TWDM-PON) priority queue. TWDM-PON supports queue oriented
QoS management introducing high, medium and low priority queues. This
work maps the 5G QoS identifiers (22 in total) to the priority queues of PON



Paper C 135

based on the delay tolerance of services. The network load is also considered
as it can affect the mapping relationship, e.g, when the traffic load is small,
the backhaul network has more free resources to handle more priority queues.
In addition, Zhang et.al [19] present a QoS-aware dynamic scheme to real-
ize the interconnection between 5G and TSN networks. Differently from our
work, they focus on the Virtual Network Function (VNF) mapping problems.
They propose VNF mapping considering mixed integer linear programming
with time-sensitive constraints together with a heuristic algorithm for VNF
mapping and scheduling in the 5G-TSN network. Yang et al. [20] propose a
scheme for low-latency transmission and resource management in a TSN-5G
system. They include a QoS mapping table of TSN QoS information and 5G
QoS Identifier (5QI) mapping table. This work focuses on uplink transmis-
sion schemes based on configured grant scheduling instead of mapping QoS
containers in order to satisfy delay requirements of the applications.

Reviewing the existing works on QoS mapping algorithms, we observe that
none of them support mapping TSN traffic into 5G. In this paper, we present
such an algorithm and we show that the proposed algorithm, supports traffic
mapping of Ethernet in general, but specifically TSN traffic to 5G traffic.

7.3 Proposed QoS Mapping for TSN-5G Flows

Traversing traffic from TSN to 5G requires a mapping from TSN QoS to 5G
QoS. This mapping provides an appropriate forwarding treatment to TSN traf-
fic inside the 5G system. In this section, first we define the QoS parameters
and characteristics in 5G. Then we present the proposed mapping algorithm
that can map not only TSN but also other Ethernet traffic to 5G flows based on
the application’s requirements.

7.3.1 5G QoS Parameters and characteristics

The 5G QFI is a reference to a set of QoS parameters depending on the type of
5G QoS flow. This set of QoS Parameters is presented in Fig. 7.2. The focus
of this paper is on 5G QoS Identifier (5QI). The detailed information for other
QoS parameters from Fig. 7.2 can be found in [10].

5QI is a scalar referencing to a set of predefined QoS characteristics, as
shown in Fig. 7.3. The 3GPP Release 16 [10] provides predefined values for
each characteristic based on the type of service that is used.

The set of characteristics includes:

• Resource Type: it determines whether dedicated resources are pre-allocated
to a QoS flow in a radio base station. The flows can be Guaranteed Bit Rate
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Figure 7.2: 5G QoS flow types and their parameters.
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Figure 7.3: Standardized 5G QoS Characteristics.

(GBR), Delay-critical Guaranteed Bit Rate (DC-GBR), or Non-Guaranteed
Bit Rate (Non-GBR). There are no pre-allocated resources for Non-GBR
flows. On the other hand, GBR and DC-GBR flows are typically authorized
“on demand", with the only difference that for DC-GBR, 3GPP specifies an
extra characteristic, namely the Maximum Data Burst Volume, which will
be described below.

• Default Priority Level: it indicates priority level of QoS flows. The smaller
the number the higher the priority level.

• Packet Delay Budget (PDB): it defines an upper bound on the time a packet
is delayed between UE and UPF. It is basically the time a packet can spend
inside 5G system without being dropped.
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• Packet Error Rate (PER): it defines an upper bound on the rate of packet
losses, which is formally defined as the number of packets that have been
sent by a link layer protocol, yet they could not be successfully delivered to
the corresponding receiver.

• Default Maximum Data Burst Volume: it defines the largest amount of data
that the 5G Radio Access Network is required to transmit within the PDB
period.

• Default Averaging Window: it indicates the duration of time to calculate the
GFBR and MFBR.

7.3.2 QoS-MAN algorithm

We propose a QoS Mapping Algorithm, called the QoS-MAN, to efficiently
map Ethernet traffic flows to 5G QoS flows. The QoS-MAN algorithm uses
application constraints and requirements, which can be defined for TSN or
other Ethernet-based network flows. For the sake of simplicity, we divide our
algorithm into two phases. In the first phase, the algorithm maps the Ethernet
traffic flows to 5G resource types. Whereas in the second phase, the algo-
rithm maps the traffic flows to specific 5G QoS Identifiers. The two phases are
described in detail below.

Phase 1 – Mapping to 5G resource types

5G provides three types of resources, namely DC-GBR, GBR, and Non-GBR.
Mapping TSN traffic flows to 5G QoS flows consists of mapping TSN traffic
classes to 5G resource type that best fits to the TSN traffic needs. First, we
present a naive mapping technique to map the TSN traffic classes to 5G re-
source types. As the ST traffic in TSN is fully deterministic with zero jitter on
delivery of packets, it should be mapped to DC-GBR flows on a 5G system.
The DC-GBR flows in 5G are authorized on demand using permanently pre-
allocated resources, thus providing real-time guarantees on a PDB period with
a MDBV.

AVB traffic in TSN is relatively less critical than ST traffic. Therefore, this
traffic may or may not have hard real-time requirements. However, it still needs
pre-allocation of radio resources to prevent suffering from lack of resources at
any point in time. The GBR flows provide such guarantees. Therefore, AVB
traffic is mapped to the GBR resource type.

The BE traffic in TSN is commonly referred to as non-critical traffic with
no real-time requirements. Hence, this traffic is mapped to the Non-GBR flows
in the 5G network. The naive mapping technique can be presented as follows.
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DC-GBR←− ST
GBR←− AVB

Non-GBR←− BE
However, the naive technique of mapping TSN and 5G flows, discussed

above, neither ensures any specific QoS for the packets nor fulfillment of the
application’s constraints. Instead, the technique only maps the packets based
on their traffic class, e.g, AVB class can consist of critical data with real-time
requirements that needs to be distinguished from other AVB traffic with no
criticality or real-time requirements. The naive mapping technique maps all
such AVB traffic in a similar fashion to the 5G flows regardless of the real-time
requirements. Another limitation of the naive mapping technique is that it does
not consider the bandwidth or packet loss rate constraints of an application
while performing the mapping between TSN and 5G flows.

In order to deal with the above mentioned limitations of the naive mapping
technique, we present an extended technique by developing three logic-based
equations for each type of resource. The technique uses the application re-
quirements as its input. We define these requirements in the form of constraints
such as the Deadline constraint (DL), Jitter constraint on delivery of packets
(JO), and Bandwidth constraint (BW). All parameters are treated as Boolean
variables. A non-zero parameter means that the application has a requirement
on that specific parameter, otherwise the application does not impose any re-
quirement on the parameter. The algorithm first checks if the application has
real-time requirements or not. In this work, these requirements correspond to
the deadline or jitter constraints on the packets send by the application.

An application is assigned a Non-Guaranteed Bit Rate (Non-GBR) re-
source if it does not have any real-time requirement on the reception of flows.

Non-GBR = ! (DL
∥∥ JO)

If an application has real-time requirements (deadline, jitter or both) but
does not have bandwidth constraints, then the Guaranteed Bit Rate (GBR) flow
type is assigned to it. However, if an application has real-time requirements
as well as constraints on the throughput or bandwidth, then it is assigned the
Delay-Critical Guaranteed Bit Rate (DC-GBR) resource type.

GBR = (DL
∥∥ JO) & !(BW)

DC-GBR = (DL
∥∥ JO) & BW

We summarize the mapping equations with a truth table shown in Table 7.1,
where 1 identifies availability of the constraint, while 0 identifies otherwise.
Note that X shows that the constraint can have any binary value.

The pseudocode of QoS-MAN algorithm is presented in Algorithm 3.
This algorithm takes the number of applications and applications’ constraints
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Table 7.1: Truth table of the mapping technique.

DL JO BW GBR DC-GBR Non-GBR

0 0 X 0 0 1

0 1 0 1 0 0

0 1 1 0 1 0

1 0 0 1 0 0

1 0 1 0 1 0

1 1 0 1 0 0

1 1 1 0 1 0

(i.e., Deadline, Jitter, Bandwidth, and Packet Error Rate) as inputs, and maps
them to different 5G resource types using the logical equations presented
above. The functions MappingToDC(i), MappingToGBR(i), and
MappingToNonGBR(i) will be described in Phase 2.

Algorithm 3 QoS-MAN algorithm.
begin
1: n← number_of_apps
2: applicationRequiements← user_input
3: NonGBR_matrix← predefined_NonGBRqos
4: GBR_matrix← predefined_GBRqos
5: DC_GBR_matrix← predefined_DC_GBRqos
6: for application[i] where i← 1 to n do
7: if app[i].Deadline||app[i].Jitter then
8: if app[i].Bandwidth then
9: QoS[i].resourceType← DelayCriticalGBR

10: MappingToDC(i)
11: return QosProfile[i]
12: else
13: QoS[i].resourceType← GBR
14: MappingToGBR(i)
15: return QosProfile[i]
16: end if
17: else
18: QoS[i].resourceType← Non_GBR
19: MappingToNonGBR(i)
20: return QosProfile[i]
21: end if
22: end for
end
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Phase 2 – Mapping to 5G QoS identifiers

For each type of resource, the 3GPP Release 16 [10] defines a set of values for
QoS characteristics, i.e., PDB, PER, MDBV, as described in Section 7.2. A
5G QoS Identifier is used as a reference to the predefined values of QoS char-
acteristics. In our approach, 5QI is equivalent to QoS Flow Identifier (QFI),
used as a unique value to identify the QoS flow. There are 5 possible QFI-s
for DC-GBR, 12 QFIs for GBR, and 9 QFI-s for Non-GBR as shown in Ta-
bles 7.2, 7.3, and 7.4 used as an input to the QoS-MAN algorithm. Phase 2
of the algorithm efficiently assigns QFIs to specific traffic flows based on the
values of deadline, bandwidth and packer error rate, if any.

The 3GPP Release 16 defines the information for DC-GBR resources pre-
sented in Table 7.2, where the Guaranteed Bandwidth is calculated by divid-
ing the Maximum Data Burst Volume (MDBV) with the Packet Delay Budget
(PDB):

BW =
MDBV

PDB

Table 7.2: QFIs for standardized Delay-Critical GBR flows.

QoS/
QFI Priority

Guaranteed
Bandwidth

(Mbit/s)

Packet Error
Rate (PER)

86 18 2.1664 10−4

82 19 0.204 10−4

85 21 0.408 10−5

83 22 1.0832 10−4

84 24 0.361 10−4

Algorithm 4 uses the predefined values from Table 7.2 to map traffic flows
to specific QFIs based on the application’s bandwidth constraint.
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Algorithm 4 MappingToDC(i)
begin
1: i← applicationID
2: QoSBW← findClosestBW (DC_BW, 5, app[i].BW )
3: for k ← 0 to 4 do
4: if DC_GBR[k][1] == QoSBW then
5: QoS[i].identifier ← DC_GBR[k][0]
6: break;
7: else
8: QoS[i].identifier ← 500
9: end if

10: end for
end

Algorithm 4 takes the application’s bandwidth and compares it to guaran-
teed bandwidth values from Table 7.2, defining the closest higher guaranteed
bandwidth depicted as QoSBW - line 2 of Algorithm 4. Then, the traffic flow
is assigned to the identifier that assures the specific QoSBW that best fulfills
the application’s requested bandwidth, and exits the loop. If there is no QFI
which assures the requested bandwidth then we assign the application to a non-
significant QFI (500) saying that the algorithm failed to fulfill the application’s
BW using the standardized DC-GBR flows.

To map traffic flows to QoS flows of GBR resource type, we use the values
of the standardized QoS characteristics’ from 3GPP shown in Table 7.3.

Table 7.3: QFIs for standardized GBR flows.

QoS/
QFI Priority Packet Delay

Budget (PDB)(ms)
Packet Error
Rate (PER)

3 30 50 10−3

65 7 75 10−2

67 15 100 10−3

1 20 100 10−2

66 20 100 10−2

2 40 150 10−3

71 56 150 10−6

4 50 300 10−6

72 56 300 10−4

73 56 300 10−8

74 56 500 10−8

76 56 500 10−4

The QoS-MAN algorithm takes these values as an input to effectively
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choose the right QFI value for the traffic flow of each application as shown
in Algorithm 5. First, the algorithm searches column 3 in Table 7.3 to find the
PDB value that is closest to (but lower than) the deadline constraint of each
application depicted as QoSPDB - line 2 of Algorithm 5. From Table 7.3 one
can notice that there are many identifiers that have the same PDB value but
have different PERs. To better assign the QFI, in line 5 of Algorithm 5 we
make sure that the algorithm selects the QFI that assures a PER greater than
or equal to the application’s PER constraint, and exits the loop. If the appli-
cation’s constraints (PER, PDB) cannot be assured from the GBR Qos then
we assign a non-significant (400) identifier saying that the algorithm failed to
assign this application to a GBR QoS flow.

Algorithm 5 MappingToGBR(i)
begin
1: i← applicationID
2: QoSPDB← findClosest(GBR_PDB, 12, app[i].DL)
3: for k ← 0 to 11 do
4: if GBR[k + temp][2] == QoSPDB then
5: if GBR[k + temp][3] ≥ app[i].PER then
6: QoS[i].identifier ← GBR[k + temp][0]
7: break;
8: end if
9: else

10: QoS[i].identifier ← 400
11: end if
12: end for
end

Lastly, for QoS flows of Non-GBR resource type we use the standardized
values from Table 7.4. The pseudocode presented in Algorithm 6 uses the PER
to map to Non-GBR QFIs, using column 3 in Table 7.4. Non-GBR QFIs can
assure only flows with PER less than or equal to 10(−6).

As the majority of QFIs assure a PER up to the power of (-6), our algorithm
uniformly assigns traffic flows to different QFIs without overusing only one
flow. To do so, the QoS-MAN algorithm reserves QFI 79 and QFI 7 to flows
with PERs 100 and 10−1 respectively, as shown on lines 2-6 of Algorithm 6,
otherwise the algorithm selects between other QFIs. We use the temp variable
to make sure the algorithm does not select the same QFI for every flow.

If there is no QFI that assures the requested PER, then the application is
assigned to a non-significant QFI saying that the algorithm failed to fulfill the
application’s PER using the Non-GBR flows.
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Table 7.4: QFIs for standardized Non-GBR flows.

QoS/
QFI Priority Packet Error

Rate (PER)

69 5 10−6

5 10 10−6

70 55 10−6

6 60 10−6

79 65 10−2

80 68 10−6

7 70 10−3

8 80 10−6

9 90 10−6

7.4 Evaluation and Results

In this section, we present our experimental setup showing the performance of
QoS-MAN on a set of evaluation scenarios.

7.4.1 Experimental setup

We consider 1000 applications with different QoS constraints on Deadline,
Jitter, Bandwidth and Packet Error Rate. It is common for real-time systems
to have tasks operating in different time bands [21]. The usual time bands
for real-time systems are 1 ms-10 ms, 10 ms-100 ms, 100 ms-1 s [22]. For
example, a temperature sensor will likely sample at a lower rate compared to a
rotation speed sensor [23]. Considering the examples above, in our scenarios
we consider real-time systems with tasks operating in a time band of 100 ms-
1 s. We also randomly select the deadlines within the range of [100 ms-1 s].
The random selection of deadlines follows uniform distribution.

Jitter constraints are defined by random boolean values as we use them
only in the first phase of the mapping algorithm, following the logic-based
equations in Section 7.3. In addition, the bandwidth constraints are set to
uniformly-distributed values in the range of [0%-100%]. 100% is the maxi-
mum guaranteed bandwidth of ≈ 2.16 Mbit/s as shown in Table 7.2. Zero is
used as a boolean value to specify no bandwidth constraint.

We use packet error rates (PERs) to evaluate the performance of our al-
gorithm. To get different ranges for PERs, we consider values from previous
works (i) Packet Error Rates for in-body communication [24], and (ii) Packet
Error Rates for a Mobile Wireless Access System [25] as shown in Table 7.5.



144 7.4. Evaluation and Results

Algorithm 6 MappingToNonGBR(i)
begin
1: i← applicationID
2: if app[i].PER == 0 then
3: QoS[i].identifier ← Non_GBR[4][0]
4: end if
5: if app[i].PER == 1 then
6: QoS[i].identifier ← Non_GBR[6][0]
7: end if
8: if app[i].PER > 1 then
9: for k ← 0 to 8 do

10: if app[i].PER ≤ Non_GBR[k + temp][2] then
11: QoS[i].identifier ← Non_GBR[k + temp][0]
12: temp++;
13: if Non_GBR[k + temp][2] == 2||Non_GBR[k + temp][2] == 3 then
14: temp++;
15: end if
16: if temp > 8 then
17: temp = 0;
18: end if
19: break;
20: end if
21: end for
22: else
23: QoS[i].identifier = 0
24: end if
end

We also evaluate QoS-MAN algorithm for PER values in the range of prede-
fined possible PER from 3GPP specifications.

7.4.2 Analysis of mapping results for different ranges of PER

We use three different scenarios to evaluate the performance of the QoS-MAN
algorithm. The input to the algorithm is selected from different ranges of PER.
In the first scenario, the application’s constraints on PER are set to uniformly-
distributed values in the range of [10−12 − 100]. Whereas, in the second and
third scenarios, the PER values are set in the range of [10−5−100] and [10−8−
100], respectively, as shown in Table 7.5. The main idea in this evaluation is
to show the sensitivity of the proposed algorithm with respect to different PER
inputs.

The results of QoS-MAN for scenario 1 are presented in Fig. 7.4. It is obvi-
ous that 5G QoS resource types of GBR and Non-GBR failed to fulfill some of
the applications’ constraints when the PER is set in the range of [10−12−100].
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Table 7.5: PER variations used to evaluate the QoS-MAN algorithm.

Evaluation Scenarios PER (ranges)

PERs for in-body communication [24] [10−12 − 100]

PERs for a Mobile Wireless System [25] [10−5 − 100]

Possible PERs for predefined QFIs in 5G [10] [10−8 − 100]

This result was expected since predefined 5G QoS flows support PERs down
to the level of 10−8. Any PER value less than 10−8 cannot be guaranteed by
the predefined QFIs of the 5G system. The DC-GBR flows are not affected
by PER constraints since the QoS-MAN algorithm selects the DC-GBR QFIs
only on the basis of the Bandwidth constraint of the application.

We conclude that in scenario 1 the QoS-MAN algorithm can fulfill only
79.3% (shown in Fig. 7.7) of the applications’ constraints since we are map-
ping the traffic flows to the predefined QFIs supporting PERs down to the level
of 10−8.
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The results of QoS-MAN for scenario 2 are presented in Fig. 7.5. We run
the algorithm with the same number of applications, but changing PER in
ranges of [10−5 − 100]. The performance of the algorithm is significantly
improved fulfilling 98.5% (shown in Fig. 7.7) of the applications’ constraints
as predefined QFIs of all resource types can guarantee PERs in the ranges of
[10−5 − 100]. When it comes to GBR type of resources, our algorithm checks
both DL and PER of the applications, and it might fail to assign it to a QFI
which can fulfill the DL constraint but not the PER constraint and vice versa.
For example in the case of a traffic flow with a deadline value of 100ms and a
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Figure 7.5: Number of applications that are either successfully assigned to each
resource type QFIs or have failed to have their constraints fulfilled when PER ∈
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PER of 10−6, there is a set of predefined QFI(33, 65, 67, 1, 66) in Table 7.3
that can guarantee the deadline value of 100 ms but not the PER value of 10−6.

If we consider PERs in the ranges of predefined QoS characteristics in 5G,
the QoS-MAN algorithm fulfills 89.7% (shown in Fig. 7.7) of the applications’
constraints, failing 63 applications’ constraints in PER from Non-GBR QoS
flows (which can only guarantee PER down to the level of 10−6 in Table 7.4),
and 40 applications’ constraints in DL and PER from GBR QoS flows as shown
in Fig. 7.6.
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Figure 7.6: Number of applications that are either successfully assigned to each
resource type QFIs or have failed to have their constraints fulfilled when PER ∈
[10−8 − 100].

7.4.3 Analysis of traffic flows assigned to each QFI

To further evaluate the performance of the QoS-MAN algorithm, we investi-
gate how the traffic flows are spread among the QFIs. In 5G, all traffic flows
with the same QFI are entered to the same QoS flow. In this case, if all traffic
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Figure 7.7: The percentage of applications whose constraints are fulfilled by QoS-
MAN in each scenario.

flows are assigned to the same QFI then an overhead would be added to the
transmission of these flows.

In Figs. 7.8, 7.9, and 7.10, we show how the traffic flows from different
applications are mapped to predefined QFIs in a 5G system. There are only 5
possible QFIs for DC-GBR resources, which offer guarantees on very different
bandwidth values. In this case, our algorithm is restricted as it depends on
the Bandwidth constraint of the application, which in our case is uniformly
distributed between values from 1%-90%. QFI 18 serves the majority of traffic
flows as it is the only QFI that can guarantee bandwidth constraints over 50%
of the maximum 2.16664 Mbit/s, while the remaining 4 QFIs serve the traffic
flows with bandwidth constraints less then 50%.
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Figure 7.8: Number of applications assigned to each DC-GBR QFI when PER ∈
[10−12 − 100].

Similarly, there are 12 possible QFIs for GBR resources. In this case,
the QoS-MAN algorithm performs the mapping by selecting the QFI which
fulfills the Deadline and PER constraints of the application. The traffic flows
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are spread among the QFIs, by first choosing the closest lower value to their
deadline constraint and PER constraint. As shown in Fig. 7.9, QFI 74 is mostly
used for the traffic flows. This QFI offers the highest PDB value of 500ms and
lowest PER of 10−8. From the user deadline constraints, we claim that the QFI
with a PDB of 500ms will serve all the traffic flows with a deadline constraint
in the range of [500 ms-1000 ms]. Since the QFI 74 offers the lowest PER of
10−8, it ends up being mostly used by the mapping algorithm. A traffic flow
which does not have a deadline constraint but has a jitter constraint is added
to QFI 3 and 65 of GBR, selecting the one that provides guarantees in the
requested PER.
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Figure 7.9: Number of applications assigned to each GBR QFI when PER ∈ [10−12−
100].

The effect of spreading the traffic flows among different QFIs can be
clearly observed in Non-GBR resources as most of the QFIs of Non-GBR
type guarantee the same PER of 10−6, while QFI 79 and QFI 7 guarantee
PER of 10−2 and 10−3, respectively. Fig. 7.10 shows the proposed algorithm
does not overuse one QFI, but it indeed spreads the flows between different
QFIs to reduce the overhead inside the 5G QoS flows.

7.5 Conclusions and Future Work

In this paper, we advocated that one of the essential but challenging tasks in
integrating Time Sensitive Networking (TSN) and 5G networks into a unified
heterogeneous network is to map their QoS requirements. Therefore, we pro-
posed a novel mapping algorithm to efficiently map TSN QoS requirements
into 5G QoS characteristics. The proposed algorithm, called the QoS-MAN,
can systematically and efficiently map any Ethernet traffic flows to 5G QoS



Paper C 149

25 25 25 25
28

25

45

25 24

0
5

10
15
20
25
30
35
40
45
50

QFI 69 QFI 5 QFI 70 QFI 6 QFI 79 QFI 80 QFI 7 QFI 8 QFI 9

N
um

be
r o

f a
pp

lic
at

io
ns

QoS Identifiers for Non-GBR resources

Applications assigned to each Non-GBR QFI in Scenario 2

Figure 7.10: Number of applications assigned to each Non-GBR QFI when PER
∈ [10−12 − 100].

flows. We evaluated the proposed algorithm using several synthetic scenar-
ios with random sets of constraints on applications, including deadline, jitter,
bandwidth and packet loss rate. The evaluation results show that the proposed
mapping algorithm can effectively fulfill over 90% of the applications’ con-
straints.

The proposed algorithm considers only the predefined QoS flow identifiers
provided by the 3GPP specification, while there is also the opportunity to cre-
ate new QoS flows with other identifiers. This can improve the performance
of our mapping algorithm by achieving a fulfillment of 100% applications’
constraints. Moreover, 5G defines a limitation of maximum 64 QoS flows
in a PDU Session, which our mapping algorithm does not take in consider-
ation. The future work entails to address this limitation of QoS flows in the
QoS-MAN algorithm, while proposing a scheduling technique for TSN-5G
network.
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Abstract

The integration of Time-Sensitive Networks (TSN) with 5G cellular networks
requires a defined architecture for network configuration and management.
Although 3GPP specifications provide necessary means for the TSN-5G in-
tegration, the operation of such converged TSN-5G network remains an open
challenge for the research community. To address this challenge, this paper
presents the ongoing work in developing a centralized architectural model to
configure the TSN-5G network, and forward traffic from TSN to 5G and vice-
versa. The proposed architectural model uses knowledge of the traffic charac-
teristics to carry out a more accurate mapping of quality of service attributes
between TSN and 5G.
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8.1 Introduction

The advancement in the Industrial Internet of Things (IIoT) brings many ad-
vantages such as increase in productivity and safety in the industrial domains,
decrease in the cost of infrastructure and production error rates, among oth-
ers [1]. The IIoT employs numerous embedded IoT devices to increase au-
tomation, predict machine failures, monitor various components of the system,
and ensure safe human-machine interaction [2]. These embedded IoT devices
are often required to continuously communicate with each other as well as
with the existing industrial infrastructure. In the case of timing predictable
IIoT applications, the embedded devices require high-bandwidth, low-latency
and timing predictable communication.

Ethernet is a promising communication technology to support high
bandwidth wired communication. However, traditional Ethernet is unable
to support low-latency and predictable communication. The IEEE 802.1
Time-Sensitive Networking (TSN) Task Group developed a set of standards
for Ethernet to support the low-latency required by IIoT systems. Specifically,
TSN standards provide low-latency, fault tolerance and online configuration
capabilities to switched Ethernet communications1. For these reasons,
TSN has become the most promising solution to build the communication
infrastructures of novel industrial applications [3].

Another promising solution to meet the stringent low-latency communi-
cation of the industrial applications is the fifth generation of mobile network
technology, i.e. 5G. This technology is capable of supporting the required lev-
els of network latency with its Ultra-Reliable Low-Latency Communication
(URLLC) service [4]. Furthermore, the Release 16 of 3rd generation partner-
ship project (3GPP) [5] introduces the integration of TSN and 5G to ensure
seamless operation of industrial automation devices. A converged TSN-5G
network introduces a greater level of flexibility in the network communication,
while meeting the requirements of high-bandwidth and low-latency communi-
cation.

Although 3GPP specifications provide the necessary means for the TSN-
5G integration, the operation of such converged TSN-5G network in low-
latency applications remains an open topic to the research community. Specif-
ically, one of the key mechanisms to provide timing guarantees in TSN-5G
networks is the mapping of TSN traffic to 5G. Currently, 3GPP proposes to
map TSN traffic to 5G using priorities only. Nonetheless, this is not the most
suitable approach to provide low-latency and bounded jitter. Instead, we pro-
pose to use a mapping technique that takes into account further traffic informa-

1https://1.ieee802.org/tsn/
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tion, i.e. the bandwidth, packet loss rate, deadline and maximum acceptable
jitter [6].

Currently, the 3GPP specification proposes to carry out the mapping of
TSN traffic to 5G within the 5G devices. Nonetheless, if we want to take
advantage of the benefits provided by a richer mapping approach we can no
longer carry out the mapping within the devices. On the one hand, the mapping
would be more complex and, thus, harder to carry out on-the-fly every time a
TSN frame is received. On the other hand, providing the necessary information
about the traffic to each 5G device would introduce additional overhead in the
network.

For these reasons, in this work we propose to carry out the traffic map-
ping within the Centralized Network Configuration entity (CNC) devised in
the IEEE Std 802.1Qcc [7] standard. The CNC is responsible for configuring
the network devices in TSN. We propose to take advantage of its complete
view of the network and its knowledge of the traffic to carry out the mapping
of TSN-5G traffic. Once the mapping is carried out, the CNC will use the
Network Configuration (NETCONF) protocol to configure both TSN and 5G
bridges.

The remainder of the paper is structured as follows. Section 8.2 provides
an overview of the most important TSN and 5G concepts, as well as the ex-
isting related work. Section 8.3 describes the design rationale of the proposed
configuration architecture. Finally, Section 8.4 concludes the paper by summa-
rizing the most important contributions and pointing at future work directions.

8.2 Background and Related Work

In this Section we discuss the basic TSN and 5G concepts necessary to under-
stand the rest of the paper, as well as the related work.

8.2.1 Background

Time Sensitive Networking

TSN is a set of standards developed by the TSN Task Group to provide stan-
dard Ethernet with low-latency, fault tolerance and online configuration capa-
bilities. Specifically, the IEEE Std 802.1Qcc [7] standard proposes centralized
architectures to support the online configuration of TSN networks. Centralized
architectures are proven to be more adequate to carry out complex configura-
tion decisions in real-time [8]. For this reason, there is a growing interest in
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using TSN’s centralized architectures to configure the networks of IIoT appli-
cations, which are expected to be large and mutable.

The IEEE Std 802.1Qcc standard introduces two centralized architectures,
namely the Centralized Network/Distributed User, in which only the network
is managed by a centralized entity while the application is managed in a dis-
tributed manner; and the Fully Centralized architecture, where all the devices
in the system are managed centrally. Figure 8.1 depicts the Fully Central-
ized architecture, which we selected to build our configuration architecture for
TSN-5G networks.

CUC

CNC

User/Network  
Configuration Protocol

TSN Bridge 1 TSN Bridge 2 TSN Bridge 3

Network Management Protocol

TSN
Endpoint

TSN
Endpoint

Stream QoS Requirements;

exchange of configuration

parametersConfiguration
of TSN

functions and
parameters

Figure 8.1: Fully Centralized TSN Configuration Model.

The Figure depicts a TSN network with 3 bridges, 2 end stations, the so-
called Centralized User Configuration entity (CUC) and Centralized Network
Configuration entity (CNC). On the one hand, the CUC is responsible for gath-
ering the application requirements, calculating new possible configurations
and informing the CNC about how these requirements affect the network, e.g.
creation of a new stream of information or elimination of existing ones. On
the other hand, the CNC is responsible for monitoring the network, calculating
new network configurations based on the information received from the CUC
or the network itself, and deploying the configuration in the bridges.

The flow of information of this model is as follows:

• The end stations send their Quality of Service (QoS) requirements to
the CUC entity, such as data rate, traffic class, priorities and worst-case
latency.

• The CUC relays the end stations’ requirements to the CNC entity.

• The TSN bridges send their capabilities to the CNC. These capabilities
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include bridge delays per port and class, propagation delays per port,
and priorities.

• Since the CNC has an overview of the whole network, it calculates an
adequate configuration for the network. This configuration may include
the schedule of the time-triggered traffic, but also the configuration of
mechanisms for the timely transmission of event-triggered traffic or for
frame preemption.

5G network

The fifth generation of mobile networks (5G) is designed to address six chal-
lenges that were not adequately addressed by the previous generations of mo-
bile networks i.e. higher capacity, higher data rate, lower end to end latency,
massive device connectivity, reduced cost and consistent Quality of Experience
provisioning [9, 10].

The 3rd Generation Partnership Project (3GPP)2 identifies Ultra-Reliable
Low-Latency Communication (URLLC) as a key usage scenario of 5G.
URLLC is applied for the event notification of critical applications with
low-latency and reliability requirements, such as vehicular and industrial
control applications [11]. The capabilities of URLLC makes 5G a suitable
wireless candidate for time-sensitive communication achieving ultra-low
latency down to 1 ms and reliability up to 99.9999% [12]. 5G key URLLC
capabilities enable the integration of 5G mobile network with TSN wireline
network providing converged deterministic connectivity for industrial
automation.

8.2.2 Related Work

There are several existing works focusing on the integration model of TSN-5G
network. In this section, we present an overview of the works that have been
proposed in the literature.

Ginthör et al. [13] present a joint configuration approach that enables end
to end scheduling optimization over a bridged TSN-5G network. The architec-
tural model of the network consists of a converged network with several TSN
bridges and 5G as a logical TSN bridge. The authors use the fully central-
ized network configuration model, which is suitable for end to end optimized
schedules. Similarly, authors in [14–16] analyze the integration of TSN-5G
considering 5G as a logical TSN bridge, while utilizing the centralized net-
work configuration model. Such integration consists of 3 TSN translators (TT)

2https://www.3gpp.org/about-3gpp
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used as an interface with a TSN network while achieving transparency of 5G
system: (i) Device-side TSN translator (DS-TT) located at the User Equip-
ment (UE), (ii) Network-side TSN translator (NW-TT) residing at the User
Plane Function (UPF), and (iii) TSN Application Function (TSN AF) which is
responsible for showing the 5G system capabilities to the CNC and then carries
out the mapping of TSN traffic to 5G and manages the traffic forwarding.

In our work, we move the mapping functionality from the TSN AF to the
CNC, as the CNC has the information needed to map TSN QoS requirements
to 5G QoS profiles using more advanced mapping techniques [6]. To the best
of our knowledge, this is the first proposed architecture that maps TSN traffic
to 5G QoS profiles in a TSN CNC.

8.3 Proposed Architecture

A converged TSN-5G architecture requires translation functionalities to for-
ward the traffic and different QoS-es from the wired to the wireless network
and vice-versa. The 3GPP Release 16 [5] standardizes these translation func-
tionalities into 3 parts: 1) DS-TT function, which resides on a UE side of 5G
network, 2) NW-TT function, which resides in the UPF side (both on the user
plane), and 3) TSN AF, which resides on the control plane and is used to influ-
ence traffic routing in the user plane based on QoS mapping of TSN QoS-es to
QoS Identifiers or profiles specified in 3GPP Release 16 [5].

As we have discussed in Section 8.1, the current 3GPP integration of 5G
and TSN proposes to carry out the mapping of TSN traffic to 5G within the 5G
systems. Furthermore, the mapping consists in a correspondence between TSN
priorities and 5G QoS Identifiers. Unfortunately, this mapping technique does
not allow to take advantage of the wide range of QoS Identifiers available in
5G. For this reason, we use a QoS mapping technique between TSN and 5G not
only based on traffic classes of a TSN network, but using other QoS parameters
such as deadline, jitter, bandwidth, and packet loss rate which allows to provide
a higher granularity of the QoS.

In order to take advantage of the benefits brought by our mapping func-
tion we need to modify the configuration architecture. Specifically, we move
the TSN AF functionality inside the CNC for a series of reasons. First, the
CNC has the complete view of the network, which means it already has all the
information required to perform the QoS mapping between TSN and 5G traf-
fic. Second, since this mapping technique is more complex, it requires higher
computation resources than those available in 5G systems. Third, performing
the mapping in the CNC allows to perform it only once for the entire network,
instead of having to execute it once in each 5G system. Finally, carrying the
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mapping out in the CNC prevents introducing additional bandwidth and tim-
ing overhead in the network, as the only information that must be transmitted
is the result of the mapping, and not the entire traffic information. Figure 8.2
depicts the proposed architecture, which we will explain in detail next.
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Figure 8.2: The centralized configuration model of a TSN-5G network.

8.3.1 5G QoS Characteristics

3GPP Release 16 [5] provides predefined QoS profiles based on the type of
service that is used. The QoS profiles are represented by a 5G QoS Identifier
(5QI), which is a reference to a set of predefined QoS characteristics. The set
of QoS characteristics includes:

• Resource type - The QoS flows can be Guaranteed Bit Rate (GBR),
Delay-critical Guaranteed Bit Rate (DC-GBR), or Non-Guaranteed Bit
Rate (Non-GBR). In case of GBR flows, 5G pre-allocates dedicated re-
sources in a radio base station.

• Default priority level - Each QoS flow has its own priority level, used to
prioritize between different flows of a UPF.

• Packet Delay Budget (PDB) - It defines an upper bound of the time a
packet can spend within 5G system without being dropped.
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• Packet Error Rate (PER) - Similarly to packet loss rate, in 5G PER de-
fines the number of packets that could not be successfully delivered to
the corresponding receiver.

• Default Maximum Data Burst Volume (MDBV) - 5G defines the largest
amount of data that can be transmitted by the radio unit within the PDB
period.

• Default Average Window - It indicates the duration of time to calculate
two QoS parameters of a 5G network: (i) the Guaranteed Flow Bit Rate
(GFBR), and (ii) Maximum Flow Bit Rate (MFBR).

This set of predefined 5G QoS characteristics is saved in the knowledge
database of pre-defined QoS from 3GPP, presented in Figure 8.2.

8.3.2 QoS Mapping Algorithm

A QoS mapping algorithm [6] is introduced to map the TSN QoS require-
ments to the predefined 5G QoS characteristics represented by the 5QI. This
algorithm takes two inputs:

1. The predefined QoS characteristics from 3GPP Release 16, which are
saved in a knowledge database.

2. The set of TSN QoS-es i.e, Deadline, Jitter, Bandwidth (BW), and
Packet Error Rate (PER).

The QoS Mapping algorithm compares the TSN QoS to the predefined 5G
QoS-es and chooses the set of characteristics that fulfills the requested QoS
based on specific functions presented in [6]. After performing all its calcula-
tions the algorithm sends to the CNC the 5G QoS Flow Identifier which will
be used for further forward treatment of the flow inside the 5G system.

8.3.3 TSN-5G Sample Workflow

This section describes the sample workflow in the proposed TSN-5G archi-
tecture which includes TSN bridges and 5G as a logical TSN bridge. The
workflow is as follows:

• Step 1: The CUC collects all the requirements of various applications
in the network from the TSN endpoints and forwards them to the CNC.
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• Step 2: The CNC has all the knowledge on the capabilities and bound-
aries of the bridges in the network in advance. It also has the traffic
information of the entire network, which it can derive from the com-
munication requirements received from the CUC. Based on network and
traffic information, the CNC computes a schedule for the requested TSN
flows.

• Step 3: In our architecture, if a TSN flow has a receiver connected
through the 5G system, the CNC will have to perform another step,
which consists of mapping the TSN QoS requirements to the 5G QoS
Figure 8.2. After obtaining the specific 5G QoS Identifier, the CNC
computes the schedule for the 5G system, and shares the 5G QoS Identi-
fiers to the Policy Control Function (PCF) of each 5G system for further
traffic forwarding treatment.

• Step 4: The CNC configures all the bridges, regardless of whether they
are TSN or 5G, following the calculated configuration. To that, we
propose to use NETCONF [17], a network configuration protocol that
follows a client-server architecture. The CNC has a NETCONF client
which triggers the configuration of all the network devices. Each device
has a NETCONF server embedded which will read the information re-
ceived from the CNC and will apply it. In order for the 5G systems to
communicate with the CNC, we need to define a YANG data model that
specifies which information the PCF will use to configure the QoS-es of
the traffic. The definition of the YANG data model is left as future work.

8.4 Summary and Ongoing Work

TSN standards and 5G are promising technologies to build the networks of
future IIoT systems, as both technologies are suitable for providing flexibility,
high-bandwidth and low-latency to the communications. However adequate
mechanisms must be put in place to support adequate forwarding of the traffic
in TSN-5G networks. One key aspect is the mapping of TSN traffic to 5G QoS
profiles to ensure that the timing guarantees of the traffic are met.

Currently, most works propose to use a simple mapping based on TSN’s
traffic priorities to 5G QoS profiles. However, this mapping cannot take full
advantage of the 5G profiles, which can result in the loss of QoS. For this
reason, we proposed to use a mapping technique that uses knowledge of the
traffic characteristics to carry out a more accurate mapping. To support this
mapping technique, we defined an adequate network architecture.
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In this work, we proposed to use TSN’s fully centralized architecture to
carry out the mapping of TSN traffic to 5G. We discussed the main aspects of
the architecture, i.e., which devices are involved and how they inter-operate.
Furthermore, we proposed a workflow, which defines the different activities
required to properly configure a TSN-5G network using the proposed archi-
tecture.

Currently, we are working on providing a YANG model that defines the
different aspects to be configured in the 5G systems to adequately forward
TSN traffic following the results of the proposed mapping. The result of this
mapping approach will be the end to end scheduling algorithm for TSN-5G
network. We plan to implement the entire approach in a well-known simulator
named NeSTiNg, that is based on the OMNeT++ tool.
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