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Abstract

In-home entertainment systems are becoming popular because they al-
low a variety of consumer electronic (CE) devices to be connected, using
a wireless network, to form a system capable of handling multimedia
content. Using such a system provide the end-users the possibility of
transparently streaming multimedia content between devices of varying
capabilities. This is possible because the system adapts the multimedia
content to match the capabilities of the receiving device.

What looks simple to the end-user, is actually a very complex system
that manages all existing multimedia streams and resources. It must
manage all the varying resource demands, on all the constrained devices,
in such a way that the resulting quality (video or audio playback) is
acceptable to all the end-users of the system.

In this thesis we investigate two different, but still related, issues
within the in-home entertainment network. First, we look at how we
can adapt to the the capabilities of the nodes, which contains processors
of varying capabilities and also operating systems which also provide
different capabilities. Secondly, we have to adapt to the varying capa-
bilities of the wireless network when it is used for video streaming in
the presence of other network traffic.

For nodes, we present two scheduling methods that are extensions
to the off-line scheduling paradigm.

The first method aims at improving the handling of soft aperiodic
tasks in an off-line scheduled system, which are normally handled in
the background resulting in long response times. The method creates



space within an off-line schedule in order to allow a Total Bandwidth
Server to use it during run-time in order to improve the response times.

The second method deals with overload caused by firm aperiodic
tasks in an off-line scheduled system. The method deals with the over-
load by selecting which aperiodic tasks to execute, and which tasks
to drop, without disturbing the execution of the more critical off-line
scheduled tasks.

We also present a third scheduling related method that presents an
plug-in based scheduling architecture with the purpose of allowing easy
change of scheduling algorithm within operating systems.

In order to deal with the wireless network issues we present an archi-
tecture that decrease the network congestion in order to improve packet
delivery reliability and decrease packet delays. In order to accomplish
this, the architecture continuously predicts the available bandwidth, then
uses this information to adapt the transmission rate of the node in order
not to exceed what is available.
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Chapter 1

Introduction

In-home entertainment systems are becoming more and more popular,
because they provide the possibility to uniformly handle various con-
sumer electronic (CE) devices with different capabilities. These kind
of systems allow users to transparently stream multimedia content, i.e.,
video or audio, basically between any devices, without worrying about
connection type or media format. The system will automatically adapt
the multimedia stream according to the capabilities of the receiver de-
vice. Furthermore, most of the devices within the in-home entertainment
system are connected using a wireless network. This permits the devices
to be easily moved within the home and it also allows mobile devices to
continuously receive streamed multimedia.

What looks simple from the user point of view is actually a very
complex real-time system that transparently "handles™ different resources
with varying demands on real-time devices with very different capabili-
ties.

Providing an architecture for such a real-time system requires a solu-
tion that is capable of efficiently handling varying resource demands in
constrained real-time devices. Varying resource demands are, for exam-
ple, task sets with varying utilization demands, or video/audio streams
with variable bit rates. The problem is that these demands cannot always
be met; which depends on the constrains of the devices, i.e. the proces-
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sor power, operating system capabilities, and available bandwidth of the
network. Thus, the architecture must adapt to the resource demands in
order to match the constraints of the devices.

1.1 Real-Time Systems Background

Real-time systems are becoming more and more commonplace, and are
used in applications ranging from cars, airplanes, and factory automa-
tion, to mobile phones, and multimedia systems. In [63] real-time sys-
tems are defined as systems where: “ not only the functional but also the
timely correctness is important”, i.e., not only the logical correctness
of the computations performed are important, but also at the time these
computations are performed.

In many cases, each computation has an associated deadline. If the
computation does not complete before the deadline the system is con-
sidered to have failed, and depending on the category of the system, this
can lead to serious consequences, i.e., for safety critical or hard real-time
systems.

Real-time systems are usually divided into two categories: hard and
soft. Hard real-time systems have stringent requirements on both func-
tional and timely behavior. If either of these fail, the consequences can
be catastrophic, such as damage to people or property. Soft real-time
systems, on the other hand, are systems that can tolerate an occasional
failure of the timing requirements without any severe consequences,
e.g., only a possible degradation of performance or quality.

Real-time systems consist of applications and resources, i.e., where
resources usually are one or several processors. Applications consist
of tasks that cooperate to achieve the global goal of the application. To
avoid contention and conflict between these tasks over the resources that
exist in the system, i.e., the processors, a scheduling algorithm need
to determine when to execute the tasks (in which order). There are
two main scheduling algorithms paradigms, off-line, or on-line schedul-
ing. Off-line scheduling takes place before run-time and provides pre-
dictability and support for general constraints at the cost of flexibility.
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On-line scheduling, on the other hand, provides flexibility and dynamic
run-time activities, but at the expense of less support for handling mul-
tiple constraints.

1.1.1 Constraints

Constraints originate from the demands of the application and impose
requirements on the system. We define two classes of constraints as:
Smple can easily be handled by on-line scheduling algorithms. Ex-
amples of such constraints are periods, start-times, and deadlines.
Complex constraints, on the other hand, cause problems for on-line
schedulers. However, some of them can be solved at the cost of a higher
overhead. Here we give some examples of complex constraints:

Jitter causes the start or end of tasks to vary, which means that the
interval between task instance invocations will vary. Some appli-
cations require the jitter between task instances to be constant or
to have a small variation. In the extreme, periodic tasks can have
invocations back-to-back or at the start of the first period and end
of the second period.

Distribution cooperating tasks can execute on different nodes in a sys-
tem, which can require synchronization. Many real-time systems
are distributed by nature, requiring synchronization and commu-
nication between the parts. In order to provide determinism in
such systems, the scheduler requires a global view of the whole
distributed system.

Precedence means that a series of tasks must execute in a predefined
order (also called a transaction). The basic example is the already
mentioned sensor-actuator example, where the sensor measures
some data, then computation take place, and finally data is sent to
the actuator.

End-to-end deadline are deadlines for whole transactions of tasks, i.e.,
when the first task starts, a deadline is determined for the whole



4 Chapter 1. Introduction

transaction of tasks. In the sensor-actuator example an end-to-end
deadline exists for the whole transaction, from the sampling to the
actuation.

1.1.2 On-Line and Off-line Scheduling

On-line scheduling provides flexibility for partially, or non specified,
activities, i.e., for aperiodic and sporadic activities. Feasibility tests de-
termine whether a given task set can be feasibly scheduled according to
the rules of the particular algorithm applied. On-line scheduling allows
to efficiently reclaim any spare time coming from early completions and
allows to handle overload situations according to actual workload condi-
tions. On-line schedulers are divided in two categories, dynamic prior-
ity schedulers, i.e., earliest deadline first (EDF), and fixed fixed priority
schedulers (FPS) [46].

Off-line scheduling, also called table driven scheduling, is capable
of constructing schedules for distributed applications with complex con-
straints, e.g., precedence, jitter, or end-to-end deadlines. The inclusion
of additional constraints into an offline scheduler is typically straightfor-
ward, e.g., by including the constraints in a feasibility test applied during
schedule construction. As a result, the off-line scheduler produces a ta-
ble containing task execution positions. During run-time, the dispatcher
simply performs a simple table lookup to execute tasks according to the
schedule, resulting in a very simple run-time dispatching.

This approach has been shown to be suitable for critical hard real-
time systems [39, 40]. By applying strict temporal control, critical ac-
tivities can be performed in a deterministic way.

1.1.3 Event and Time Triggered Systems

Real-time systems are usually further classified as event or time-triggered,
with respect to how the real-time activities are controlled.

In event-triggered systems, the activities happen in response to ex-
ternal events. The typical example of this is the sensor-actuator exam-
ple: a sensor detects an external event and activates a task that reacts to
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this event (performs a computation), after which the task sends it’s out-
put to an actuator. This is an example of a system reacting and adjusting
to an external event. One of the main issues with event-triggered sys-
tems is that external events can cause many tasks to be activated, thus,
causing overload in the system, potentially leading to system failure.
On-line scheduling is suitable for event triggered systems as it provides
the ability to handle dynamic on-line events. SPRING [64] is an exam-
ple of an event-triggered real-time operating system.

Time-triggered systems, on the other hand, require a priori knowl-
edge about all activities. In distributed time-triggered systems, each
node must have the same notion of time, implying that clock synchro-
nization is needed. The main advantage of time-triggered systems is the
predictable behavior they provide at the cost of low run-time flexibility.
Time triggered systems are scheduled using off-line scheduling, which
provides a time table containing task activation times, corresponding
to the external events. Examples of a time-triggered real-time operat-
ing system are MARS [41] and TTP-OS [69] a time triggered operating
system.

1.1.4 Overload

Overload is defined as a situation when there is not enough processor
time available for the timely completion of all tasks, i.e., some tasks
will miss their deadlines. Overload situations are usually sudden and
transient, i.e., if a system reacts to a sudden event by activating many
tasks. Itis very hard to predict when the system will become overloaded.

Traditional on-line scheduling algorithms such as EDF or FPS be-
have poorly in overload situations, as shown in [47]. In the worst case
they might even cause all tasks to miss their deadlines.

Off-line schedulers also handles overload poorly because of the lack
of flexibility they provide. If possible overload situations have to be in-
cluded as a consideration when creating an off-line schedule, the result,
will in many cases, lead to in an over-constrained system. At the same
time, because of the low flexibility, the number of allowed overload ac-
tivities would usually be restricted over the system lifetime.
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Since real-time system can also be distributed, it is possible that
overload situations occur on a set of processing nodes although the sys-
tem is globally underloaded. Such situations could be resolved by mi-
grating tasks from overloaded nodes to underloaded nodes.

1.1.5 Network Scheduling

Real-Time communication can, just as real-time systems, be divided
into hard or soft systems. Hard real-time systems consider a packet
deadline miss as seriously as a task deadline miss, i.e the consequences
can be catastrophic.

On the other hand, soft real-time systems may only experience a
quality degradation as a result a late packet. Soft real-time communica-
tion is often based on general purpose communication networks, such
as Ethernet [3]. We give more details on the issues of using Ethernet for
real-time communication in section 2.3.

Furthermore, real-time communication can be classified into time
triggered or event triggered, with the same distinction as for real-time
systems. The same advantages and disadvantages as for real-time sys-
tems.

Controller Area Network

Controller Area Network (CAN) [29] is an example of an event trig-
gered communication bus, where each message has a unique id that also
represents the priority of that message. When a node wants to transmit
a message, it starts by transmitting the id of the message, bit-by-bit. If
several nodes want to transmit, they all start with the message id. A
simple arbitration scheme determines which node that will be allowed
to send its message. Basically the CAN bus works as a XOR gate, i.e.,
the node with most dominant bits will be allowed to send its message.
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Time-Triggered Protocol

Time-Triggered Protocol (TTP) [42] is an example of a time-triggered
communication bus that uses the Time Division Multiple Access (TDMA)
algorithm. Each node is assigned at least one time slot where it can send
its message. All these slots create a scheduling table that is repeated
over and over again. There is no need for arbitration since the ordering
of message transmissions are determined off-line.

Ethernet

The Ethernet [3] family is the most common network communication
protocol in use today. It is widely used in environments ranging from
industry, offices, and homes. The main advantages of Ethernet is: the
low cost compared to the special protocols used for hard real-time com-
munication, that it has been widely used and tested during a long period
of time (decades), and that it provides very high data rates.

When using Ethernet for real-time communication, the problem is
that it was not designed with real-time systems in mind. Ethernet was
intended to be used for general purpose communication. Therefore, it
has unbounded delays on message passing, no priority scheme, and no
delivery guarantee. According to [10], the non-determinism of Ethernet
increase if the load exceeds 30% of the total capacity.

Switched Ethernet is a simple way to achieve better real-time com-
munication using Ethernet. The idea is that each node is connected to a
full-duplex switch. The switch ensures that no collisions between pack-
ets can occur, thus allowing a reliable message passing.

1.2 Resource Constrained Real-Time Devices

1.2.1 Processor and Operating System Constraints

The nodes in our system contain both processors and operating systems,
who are responsible for running the tasks that make up the applications.
We give a short description of their constraints and limitations.
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Desktop PCs are usually uniprocessor systems, but still with very
powerful processors that are capable of a huge amount of computations
per second. It is also possible to have multiple processors tightly con-
nected within the same PC, a so called Symmetric Multi-Processing
(SMP), which further increase the capability of the PC. Another pos-
sibility is to have a distributed system, where multiple processors are
located on different PCs, but still cooperate when performing computa-
tions.

The processor is not solely responsible for the handling and running
of tasks, the operating system (OS) is also a vital part.

The OS is responsible for handling most things during the life of a
task. It manages when tasks are created, activated, deactivated, when
they execute, and so on. It is within the OS that the task scheduling
actually takes place, i.e., the decisions of in which order tasks will be
executed on the processor.

Real-time OSs (RTOS) provide real-time scheduling algorithms for
task scheduling, while general-purpose OSs (GPQOS) provide algorithms
that are fair, i.e., all tasks gets to run. Both types of OSs are viable to
exist on different nodes within an in-home entertainment network.

Windows NT/2000 in Real-Time Systems

Real-time systems have somewhat stricter demands on tight and well
specified deadlines. There are several reasons to why Windows NT/2000
(NT/2000) is not suitable for use in real-time systems "as is". Some of
these reasons can be traced back to the fact that one of the goals with
NT/2000 was to introduce a fairness in the system. NT/2000 is designed
to prevent the potential starvation of low priority processes.

In [30, 52], thorough experimental investigations of the real-time ca-
pabilities of NT/2000 are made, and reasons for using NT/2000 in real-
time systems are mentioned. One reason is that there are many compe-
tent programmers available that knows the NT/2000 programming envi-
ronment. Contributing is also that the development environment around
NT/2000 is quite large. There also exists a vast amount of inexpensive
Commercial Off The Shelf (COTS) software for the Windows NT/2000
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platform. If the underlying operating system can provide real-time sup-
port, it is possible that some of the COTS software can as-well.

1.2.2 Network Constraints

In in-home entertainment systems, nodes communicate using wireless
networks in order to achieve more flexibility for the system. More
specifically, we use the Ethernet standard network (IEEE 802.11). We
give a short introduction to how it works, and present the problems that
come with wireless Ethernet.

Wired Ethernet in Real-Time Systems

As mentioned in 1.1.5, Ethernet (IEEE 802.3) [3] is the most common
and popular network communication protocol in use today.

The problem is that it was not designed with real-time systems in
mind, thus lacking support for bounded message delays, message prior-
ities, and delivery guarantees. In addition, the networks starts to become
more and more non-deterministic as the load on the network increases.

Wireless Networks

Another, widely used variant of the IEEE 802 family is the wireless
Ethernet (IEEE 802.11 [1]) protocol, which has gained popularity in
the recent years. It is based on similar techniques as the wired version
(IEEE 802.3), but there are also some significant differences.

A big advantage is that no wiring is necessary to connect devices,
and it is even possible to have mobile devices roaming within the net-
work which is a desirable feature in many cases. Depending on which
part of the 802.11 standard (a,b,or g) that is used, where two different
maximum communication speeds can be achieved, 11 or 54 Mbps.

Unfortunately, there are additional drawbacks to the ones from the
wired variant (IEEE 802.3). The main problem is packet losses due
to interference and disturbance of the radio signal. The IEEE 802.11
family of network protocols standards all use radio waves to transport
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the packets, they operate in different frequencies, 2.4 Ghz for 802.11b/g
and 5 Ghz for the 802.11a standard.

The wireless network, since it uses radio waves, is subject to inter-
ference from various sources. Interference causes packets to disappear
and makes it more problematic to handle the communication protocol.

There are many types of radio wave interference, here we shortly
describe two of the most common.

Diffraction, Refraction, Reflection As described in [62], these three
phenomena causes the radio wave to practically disturb itself. Dif-
fraction occurs when the wave is split into multiple waves, Re-
fraction occurs when the wave changes direction, and Reflection
occurs when the wave bounces of an object (like a wall).

Unregulated frequency Another problem is that the operating frequency
of the 802.11b/g standards is unregulated, which means that any
device can use it. Bluetooth [14] and microwave owens both oper-
ate in the unregulated frequency causing interference if they oper-
ate during the same time as the the wireless network. Thus, packet
losses increase and the performance of the network degrades. The
same problems can also appear if many wireless networks that use
the same frequency operate within the range of each other.

One advantage of the 802.11a standard is that it operates in a reg-
ulated frequency and, thus, is not subject to the same amount of
interference. The drawback is that the higher frequency limits the
range and penetration capability of the radio signal, making the
standard less popular than the other two (b and g).

Other effects Walls, movement, and other physical effects also con-
tribute as interference to the wireless network.

A well known issue with wireless communication is the packet overhead
introduced in order to increase the reliability of the packet delivery. For
each data packet transmitted, several "small" packets are also transmit-
ted to ensure the delivery of the data packet. This has the effect that the
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actual efficient bandwidth available for transmitting data is significantly
lower than the theoretical maximums (11 or 54 Mbps). Distance to the
communication endpoint is also an important factor that decreases the
actual speed. According to [72], typical peak throughput is more around
4 — 5 Mbps for a 11 Mbps network, which our own measurements con-
firm. Typical data rates in home networks are more around 2 — 3 Mbps.
The same is true for a the 54 Mbps network, where speeds up to 50%,
i.e 27 Mbps, might be reached.

1.3 Adapting to Varying Demands

1.3.1 Processor Scheduling Overview

In this section we present three processor scheduling solutions. We
present two theoretical scheduling algorithms, both extensions to the
slot shifting algorithm [27]. The first extension allows more efficient
handling of soft aperiodic tasks, and the second extension allows over-
load situations to be handled.

The third solution proposes a plug-in based architecture to allow dif-
ferent scheduling algorithms to be incorporated into the operating sys-
tem in a "plug-in" manner.

1.3.2 Related Work
Soft Aperiodic Task Handling

On-line scheduling is used to efficiently handle those activities that can-
not be completely characterized off-line in terms of worst-case behavior,
and, hence, cannot receive a priori guarantee. Examples of these activ-
ities include soft aperiodic tasks (e.g., multimedia tasks) whose com-
putation time or, inter-arrival times, can have significant variation from
instance to instance. Moreover, on-line scheduling is used to reclaim
any spare time coming from early completion. A bandwidth reserva-
tion technique [20] is used to isolate the temporal behavior of the two
schedules and prevent the event-driven tasks to corrupt the off-line plan.
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The MARS system [41] is an example of a system with entire off-
line planning of all activities. On the other side of the spectrum, SPRING
[64] is using planning and global task migration [75] for handling a vari-
ety of constraints on-line. Its planning efforts are expensive; a dedicated
scheduling chip is suggested. In our approach, the on-line scheduling is
very simple as we only compute new deadlines.

The use of free resources in offline constructed schedules for aperi-
odic tasks has been discussed in [55]. The resulting flexibility is limited
since aperiodic tasks are inserted into the idle times of the schedule only.
Slot shifting [27] analyzes off-line schedules for unused resources and
leeway, which is represented as execution intervals and spare capacities.
This information is used at runtime to shift task executions, accommo-
date dynamic tasks, and to perform on-line guarantee tests. It provides
increased flexibility, but focuses on hard and firm tasks only. In [34] the
authors present a new and improved, with respect to complexity, method
for on-line handling of aperiodic tasks.

From the on-line side, the integration of different scheduling par-
adigms in the same system requires a resource reservation mechanism
to isolate the temporal behavior of each schedule. In [49], Mercer, Sav-
age, and Tokuda propose a scheme based on processor capacity reserves,
where a fraction of the CPU bandwidth is reserved to each task. This
approach removes the need of knowing the worst-case computation time
(WCET) of each task because it fixes the maximum time that each task
can execute in each period. Since the periodic scheduler is based on the
Rate Monotonic algorithm, the classical schedulability analysis can be
applied to guarantee hard tasks, if any present.

In [22], Liu and Deng describe a two-level scheduling hierarchy
which allows hard real-time, soft real-time, and non real-time applica-
tions to coexist in the same system. According to this approach, each
application is handled by a dedicated server, which can be a Constant
Utilization Server [23] for tasks that do not use non-preemptable sec-
tions or global resources, and a Total Bandwidth Server [61, 60] for
the other tasks. At the lowest level, all jobs coming from the different
applications are handled by the EDF scheduling algorithm. Although
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this solution can isolate the effects of overloads at the application level,
the method requires the knowledge of the WCET even for soft and non
real-time tasks.

The use of information about amount and distribution of unused re-
sources for non periodic activities is similar to the basic idea of slack
stealing [67], [21] which applies to fixed priority scheduling. Our method
applies this basic idea in the context of offline and EDF scheduling.
Chetto and Chetto [19] presented a method to analyze idle times of peri-
odic tasks based on EDF. Our scheme analyzes offline schedules, which
can be more general than strictly periodic tasks, e.g., for control appli-
cations.

Overload Handling

Value based overload handling has been thoroughly investigated. In [15],
a number of methods that use values and deadlines to handle overload
are compared. For a wide range of overload conditions, the best perfor-
mance was achieved by EDF scheduling, extended with a value based
overload recovery mechanism and resource reclaiming. An example of
such an algorithm is RED [16]. For very high overloads, scheduling
based on value density outperforms EDF based methods. In [6], task
priorities are calculated dynamically from values and remaining exe-
cution times. They consider tasks with soft deadlines, i.e., values that
decrease if the deadline is missed, rather than become zero or negative.
In [11], an overload algorithm is presented for the special case when a
minimum slack factor for every task is known. Also, tasks are assumed
to be equally important.

These methods do not consider distributed scheduling, or overload
handling in the presence of offline scheduled critical tasks.

Distributed overload handling is addressed in, e.g., [56], where an
acceptance test is performed upon arrival of aperiodic tasks. If it fails,
the node initiates an intricate bidding procedure in which nodes coop-
erate to decide where to migrate the task. The problem considered in
this thesis requires an overload handling where values are taken into ac-
count. Another difference is that in our method migration is initiated
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by the receiving node rather than the current owner of the task, and that
migration is integrated with resource reclaiming and the acceptance test
of new aperiodic tasks.

Plug-in Scheduling

A number of aperiodic task handling methods have been presented [66,
67, 61], but within their respective packages only.

Instead of extending an existing scheduling package, we concen-
trate the functionality into a module, define the interface, and discuss its
application to off-line and on-line scheduling methods as examples.

S.Ha.R.K [28] is an operating system where scheduling algorithms
including aperiodic servers are created in a modular fashion. The inter-
face between the system and the scheduler in S.Ha.R.K is more complex
than the interface we propose in this paper.

Another operating system which provides the possibility of "plug-
ging in" scheduling algorithms is the MaRTE OS [7]. MaRTE supports
the application-defined scheduling interface proposed in [8] which is
further generalized in [9]. Application-defined scheduling allows the
application designer to construct his/her own scheduling algorithm and
use it to schedule the task within the application. The application sched-
uler executes as a special thread thus allowing several different applica-
tion schedulers to co-exist.

A problem with this approach is that since the scheduling algorithm
acts as an extra layer, between the kernel scheduler and application,
overhead will be introduced due to extra context switches occurring for
each "normal™ context switch.

1.3.3 Contribution

In this section we describe how the time triggered approach can be en-
hanced to suit distributed real-time systems where overload situations
must be anticipated. We give a precise formulation of overload detec-
tion and value based task rejection in the presence of off-line scheduled
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tasks, and present a heuristic overload handling algorithm. Overload sit-
uations are detected immediately when the offending tasks arrive, and
resolved by rejection of low value tasks.

The overload handling includes a task migration algorithm to benefit
from the distributed setting, that integrates migration of rejected tasks
with resource reclaiming and the acceptance test of newly arrived tasks.

We assume that the critical tasks are scheduled offline, but the sched-
ule is handled in a flexible way at runtime to facilitate the inclusion of
aperiodic tasks. This is achieved by including mechanisms from the
slot shifting algorithm [27] that allow the planned execution of offline
scheduled tasks to be shifted in time, while still ensuring that no critical
constraints are violated.

This allows the designer to choose, for each activity individually,
the trade-off between guaranteed timely execution, and less resource
demanding non-guaranteed handling based on values.

Plug-in Scheduling

Scheduling algorithms have been typically developed around central
paradigms, such as earliest deadline first (EDF) [46], rate monotonic
(RM)[46], or off-line scheduling. Additional functionality, such as ape-
riodic task handling, guarantees, etc., is typically provided as extensions
to a basic algorithm. Over time, scheduling packages evolved, providing
a sets of functionality centered around a certain scheduling methodol-
ogy.

EDF or FPS, for example, are chosen for simple dispatching and
flexibility. Adding constraints, however, increases scheduling overhead
[73] or requires new, specific schedulability tests which may have to
be developed yet. Off-line scheduling methods can accommodate many
specific constraints and include new ones by adding functions, but at the
expense of runtime flexibility, in particular inability to handle aperiodic
and sporadic tasks.

A similar approach dominates operating system functionality: im-
plementation of the actual real-time scheduling algorithm, i.e., take the
decisions which task to execute at which times to ensure deadlines are
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met, are intertwined with kernel routines such as task switching, dis-
patching, and bookkeeping to form a scheduling/dispatching module.
Additional real-time scheduling functionality is added by including or
“patching” this module. Replacement or addition of only parts is a te-
dious, error prone process.

Consequently, a designer given an application composed of mixed
tasks and constraints has to choose which constraints to focus on in the
selection of scheduling algorithm; others have to be accommodated as
good as possible. Along with the choice of algorithm, operating system
modules are chosen early on in the design process.

This contrasts actual industrial demands: designers want to select
various types of functionality without consideration of which package
they come from. They are reluctant to abandon trusted methods and to
switch packages for the sake of an additional functional module only.
Instead, there is a need to seamlessly integrate new functionality with
a developed system, enabling designers to choose the best of various
packages.

In this paper, we propose the use of a plug-in approach to add func-
tionality to existing scheduling schemes and provide for easy replace-
ment at the operating system level. In particular, we present an archi-
tecture to disentangle actual real-time scheduling from dispatching and
other kernel routines with a small API, suited for a variety of schedul-
ing schemes as plug-ins. We detail two plug-ins for aperiodic task han-
dling and how they can extend two target systems, table-driven and EDF
scheduling using the presented approach.

1.3.4 Packet Scheduling Overview
1.3.5 Related Work
Ethernet Communication

There are many attempts to modify Ethernet to make it more determin-
istic and useful in real-time communication. As mentioned above, we
want a solution which uses the standard hardware and protocols, but for
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completeness we will discuss a few solutions that changes part of the
standard.

In [48], the authors present a method to achieve hard real-time com-
munication using standard Ethernet, using Switched Ethernet. The idea
is to use switches (not hubs) and connect only one node to each port in
the switch in order to avoid any contention, thus avoiding the use of the
unpredictable contention resolution algorithm.

The switch is capable of full duplex transmission, i.e., sending and
receiving simultaneously, thus allowing efficient communication. Due
to the switch ensures there are no collisions. The only problem is that
output queues can overflow if the input rate is to high, i.e., several nodes
are transmitting to the same node with a combined rate higher than the
switch’s output rate. In this case packets will be dropped by the switch.

Another problem with switched Ethernet is that there are no priori-
ties among packets, which is desirable for real-time communication. A
solution to this problem is to use the IEEE 802.3p [4] protocol, which
adds the possibility to prioritize packets.

In [59], the authors propose a change to the MAC layer, which will
result in a non standard solution. The good thing with the proposed
solution is that the modified MAC layer is only required on the nodes
that want to use real-time communication. All other nodes can use the
standard Ethernet protocol. The method relies on on the sensing and
collision detection abilities of standard network cards, and it requires
that the cards can send a jam signal (called black burst). Real-time traffic
is prioritized using round-robin to determine which node is allowed to
transmit.

Nodes transmitting real-time packets uses the normal Ethernet rules
when transmitting the first packet, but for subsequent packets a special
algorithm is used. The nodes schedule the next access attempt in the
future. To seize the channel for the next packet transmission the node
waits an amount of time before transmitting (Inter-frame spacing). If
a collision is detected, the node immediately sends the jamming signal,
i.e., the black burst, and continues doing so up to a predefined maximum
time, or until no collision is detected. If several nodes transmit the black
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burst, the node with the longest burst gets access to the medium and
immediately transmits its packet.

The length of the burst is is a direct function of the contention delay,
measured from the time the access was scheduled to the time when the
node perceives the medium to be idle, i.e., the node that has waited the
longest time has the longest burst.

Bandwidth Estimation

Network bandwidth, especially the available bandwidth, is of major im-
portance for QoS verification, streaming applications, and congestion
control. Much research effort have therefore been dedicated to the prob-
lem of measuring bandwidth within the network communication area.
However, there are few existing methods which are oriented toward the
wireless environment. Although some adaptive bandwidth allocation
schemes have been proposed, they all require some form of resource
reservation, which is not included in the Ethernet standard. The adap-
tation of QoS is therefore strongly dependent on an end-to-end on-line
measurement of the availability of bandwidth along the path from the
sender to the receiver.

We give a short introduction to some methods that are based on
probing the network path, which serve a basis for our own bandwidth
prediction method, which is presented in chapter 4.

Probe Packet Probing is a method suited for determining end-to-end
characteristics of a network path.

The basic idea is to probe the network by generating a traffic flow
that is sent from one end node to the other. Information about the state
and behavior of the network can then be extracted from the time delay
of the probe packet.

The time delay of a probe packet across a single link consists of three
components: the propagation delay, queuing delay, and transmission
delay.

Propagation delay, also called latency, is due to the time it takes
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for the signal to traverse the link, i.e., the time it takes for each bit of
the packet to traverse the link. It is independent of the packet size but
depends on the geographical spread of the network, i.e., the distance
between the nodes.

Queuing delay occurs inside nodes (such as routers) when there is
contention at the input and output ports of these devices. All incoming
packets are queued in an output buffer, and queuing delay is simply the
waiting time for a packet before it gets services, i.e., transmitted, and
occurs due to previous packets that have not yet been serviced. The
amount of traffic passing through the node determines the delay, more
traffic means longer delay.

Transmission delay is related to the underlying transmission hard-
ware. It occurs due to the time it takes to physically transmit a packet
onto the network.

One Packet Probing Technique The one packet probing technique,
introduced in [12], is based on a deterministic model which is mathemat-
ically represented as shown in equation 1.1, where the path is assumed
to consist of n links, the latency of link [ is denoted by ¢ , the band-
width of link [ is denoted by &; , the size of probe packet & is s; , the
time when packet k has completely arrived on link  is denoted by #' .

-1 0
#=10+5 (Z— +dz~> (L)
1=0 v

In [12], the authors observe that in the absence of cross traffic, queu-
ing delays can be assumed to be negligible; queuing caused by addi-
tional traffic can only increase the total delay time. This model also
assume that the propagation delay remains constant for different packet
sizes since the absolute signal frequency has a higher order relative to
the size of the packet. Therefore, sending a large number of packets
of different sizes ensures that the minimum value of their transmission
times will approximate a line whose slope is the inverse of link band-
width.
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Packet Pair Probing Technique This technique, proposed in [38], is
a well-known mechanism for measuring the capacity of a path. It was
first introduced to measure the available bandwidth given in fair queuing
networks.

A packet pair measurement consists of two packets of the same size
L sent back-to-back from the source to the destination. Without any
cross traffic in the path, the packet pair will reach the receiver with a
time spacing, called dispersion, 4, that is equal to the transmission delay
at the narrowest link in the end-to-end path.

The receiver can then estimate the capacity C' of the bottleneck link
from the measured dispersion ¢, as C' = L/J.

Similarly to the one-packet model, the packet pair technique can
produce a wide variety of measurements and erroneous capacity esti-
mates. The main reason is that cross traffic can distort the packet pair
dispersion, leading to capacity underestimation or overestimation.

Pathload Pathload is another method proposed in [24]. This tech-
nigue probes a network path by periodically sending a stream of UDP
packets. The period is varied among different streams according to the
probing information that is returned.

Pathload is based on the observation that, if there is an increasing
trend in the one-way packet delays, the sending rate of a packet stream
is higher than the available bandwidth. Otherwise, the sending rate is
lower than the available bandwidth.

A third possibility, referred to as grey-region, is the case of ambigu-
ous trend (the trend is neither increasing or decreasing). The grey-region
is due to the fact that the available bandwidth varies around the sending
rate during a probing stream.

As a result of the bandwidth estimation, a range containing the lower
and upper bounds for the available bandwidth is reported to the sender.
This approach has the advantage that it detects one-way delays, thus
it does not require a symmetric network structure and the estimation
can be more accurate for some single way communication. Another
interesting aspect of Pathload is that it watches for the presence of the



1.3 Adapting to Varying Demands 21

overall increasing trend during the entire stream instead of instantaneous
performance measurement.

Pathload is based on an iterative algorithm to analyze the delay vari-
ation at the receiver side. The measurement latency is large since it
needs a large quantity of the delay samples to produce a final estimation.
The overhead is also relative high, which is not desirable for mobile de-
vices such as pocket PCs and other handheld devices.

Traffic Shaping

In [44] and [43], the authors propose a method to achieve better results
using Ethernet for real-time communication with respect to round-trip
time and packet loss ratio.

The basic idea of applying traffic smoothing for network transmis-
sion is to smooth a bursty stream of data into a constant stream of data
by using the leaky bucket algorithm. The rationale is that, by smoothing
out bursts, the transmission is evenly spread out over time in order to
reduce the probability of congestion and collisions on the network. It is
also a way to control the rate of the transmitted traffic generated by each
node.

The traffic smoother architecture resides on all nodes, and is inserted
between the UDP, TCP/IP layers and the MAC layer, where it intercepts
all outgoing IP packets. Traffic is divided into real-time or non real-
time traffic. The idea is to only smooth non real-time traffic, and let the
real-time traffic pass the smoother without interference, to eliminates
contention within the node. By smoothing the non real-time traffic, col-
lisions between real-time and non real-time packets are reduced.

The traffic smoother uses a credit bucket to regulate the burstiness of
the non real-time traffic stream. The transmission rate for non real-time
traffic is dynamically adjusted depending on the current network uti-
lization. Adjustment is carried out by changing the refresh period of the
credit bucket, i.e., how often new credits are added to the bucket. The
transmission rates for all nodes are adjusted using a mechanism similar
to the "slow start increase and multiplicative decrease" of TCP/IP con-
gestion avoidance mechanism, called harmonic increase multiplicative
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decrease (HIMD). Periodically, the transmission rates of all nodes are
harmonically increased (by decreasing the refresh period) until a col-
lision occurs. When a collision is detected, the remaining credits are
deleted from the bucket, and the refresh period is doubled.

In [18] propose an improvement to the above described traffic smooth-
ing method. First, in order to have a better picture of the current net-
work  utilization, both throughput and collisions are monitored. The
smoothing is dynamically adjusted using a fuzzy controller instead of
the HIMD approach described above.

The fuzzy controller takes the number of collisions and throughput
as input, and produces an output that determines the refresh period ad-
justment. One difference with the previous approach is that the adjust-
ment of the refresh period is dynamic instead of static. Fuzzy control is
used because of the non-linearity and complex behavior of the systems,
which is difficult to model for a traditional controller.

The authors show that this approach gives shorter round trip times
(RTT) and a better throughput than the previous work.

Wi-Fi Multimedia (WMM)

The Wi-Fi Alliance [70] started interoperability certification for WMM
as a profile of the upcoming IEEE 802.11e QoS extension [2] for 802.11
networks in 2000.

WMM defines four access categories, voice, video, best effort, and
background to be used for prioritizing of traffic. Legacy devices, i.e.,
without WMM support, are supported and such traffic is transmitted
using the best effort priority.

Clients can get the permission to transmit a burst of data. They
can actually transmit data for a certain amount of time, based on the
access class of the traffic. A higher priority access class gets a longer
time interval in which it may transmit packets. The length of the time
frame, ranging from 0.2ms to 6ms, depends on the speed of the wireless
network, i.e., 11 or 54 Mbps.

In the future, WMM will also support a feature called scheduled ac-
cess, where applications are allowed to reserve network resources based
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on their traffic characteristics through requests sent to the AP.

1.3.6 Contribution

The traffic smoothing solutions presented in 1.3.5 are based on the as-
sumption that you can detect collisions in the network, which is pos-
sible if wired Ethernet is used. But, the in-home entertainment sys-
tems will use wireless Ethernet, which, as mentioned earlier, uses a
collision avoidance (CSMA/CA) scheme instead of collision detection
(CSMA/CD). This is due to difficulties in detecting collisions on the
wireless medium, that makes the traffic smoothing solutions not applica-
ble in our scenario.

Instead, we need other methods to measure the currently available
bandwidth of the network. Furthermore, because of the variation of
the available bandwidth of the wireless network (it is not varying in
wired networks), we need to continuously adapt the transmission rate
according to these variations.

To accomplish this we try to come up with the answer to a simple
question:

"isit possible to continue transmitting at the current rate?".

To determine the answer to this question we need to predict the
available bandwidth and compare it to the transmission rate of the node.
If the answer is "yes" we can continue, otherwise we have to adapt the
transmission rate to the amount of bandwidth that will be available ac-
cording to the prediction.

The purpose of the transmission rate adaptation is to avoid overload-
ing the network with packets which will cause congestion. Congestion
is bad since packets will collide triggering retransmission algorithms, in
turn causing longer delays for the packets. In the worst case, conges-
tion can also cause packets to be dropped, causing the network QoS to
become poor.

We propose an architecture that provides network QoS by contin-
uously adapting the transmission rate of nodes in order to match the
currently available bandwidth of the wireless network.
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The architecture consists of a bandwidth predictor, that first uses a
simple probe-packet technique to measure the available bandwidth of
the network. Then, prediction of the future available bandwidth uses
both the probe packet measurement and the history of previous predic-
tions in order to come with the current prediction. The predicted band-
width is then fed into the traffic shaping part of the architecture, which
adjust the transmission rate of the node accordingly.

It also prioritizes video streams traffic over other traffic when trans-
mitting packets using a low level traffic shaper setup.

Bandwidth Prediction

Our bandwidth prediction uses the well known packet-pair probing tech-
nique presented in [38]. Shortly, the sender transmits two probe packets
of identical size, back-to-back, to the receiver. The receiver measures
the delay between the two packets, and returns this information to the
sender.

This information indicates whether the network load is high or low,
i.e., a long delay indicates high load and vice versa.

To make a more accurate prediction of the available bandwidth we
also include the history of previous predictions in the current prediction.
The reason for including the history in the calculation of the current pre-
diction is to not react to "strongly" to temporary spikes. With the history
of prediction we include the previous trend of the network bandwidth.

We have to repeatedly perform the bandwidth prediction in order to
catch the behavior of the varying bandwidth of the wireless network. We
perform measurements to determine the sampling frequency we need to
use in order to properly predict the bandwidth. What we conclude from
the measurements, using different sampling periods of 0.2, 0.5, 1.0, and
2.0 seconds, is that the prediction result is unaffected by the choice of
period.
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Traffic Shaping

The Traffic Shaper shapes the outbound traffic according to the portion
of available bandwidth assigned to the node and the bandwidth predic-
tion result.

We perform traffic shaping at two different levels: at the low level,
where we shape all outgoing IP-packets, and at the application level,
where the application itself can adapt the transmission rate.

At the low level, we have the possibility of controlling the transmis-
sion rate at a bit level, giving us a fine granularity control. Furthermore,
this level allows us to prioritize video stream packets over other packets
by installing a complex traffic shaping architecture, using network QoS
features built into the Linux kernel. The architecture allows us to give
the video stream a higher share of the rate assigned to the node, but,
without starving the other traffic that also needs to be transmitted.

On the application level we have a coarse granularity control an only
perform major transmission rate changes. If the application does not
react we risk internal buffers to overflow causing packet to be dropped
even before they are transmitted.

1.4 Outline of the Thesis

The rest of the thesis is organized as follows way: in chapter 2 we
present what we consider to be resource constrained real-time devices
within an in-home entertainment system. Chapter 3 contains the proces-
sor and operating system scheduling solutions, two theoretical algo-
rithms and a plug-in scheduling architectural solution. In chapter 4 we
present our solution for the wireless network issues presented in chap-
ter 2 which is two part: we present our bandwidth prediction and traffic
shaping methods.

In Appendix A, we present implementation details and simulation
results from the solutions we presented in chapters 3 and 4.






Chapter 2

Resource Constrained
Real-Time Devices

2.1 Overview

We look at two types of resources within the in-home entertainment
system, namely the nodes, containing processors and operating systems,
and the network.

In this chapter we describe the resources in more detail and we also
present problems and issues related to each resource.

Nodes are varying devices ranging from full blown PCs, with pow-
erful processors and lots of memory, to handheld devices, with more
restricted processors and memory. The processors have different power
(speed), that limits the amount of work than efficiently can be performed
on them. Since it is not possible to simultaneously execute all existing
threads, scheduling of the application threads (tasks) to efficiently uti-
lize the processors is required.

In this chapter we look at both wired and wireless Ethernet. We
discuss their general properties, and give a more specific description
the problems that may be encountered when using wired and wireless
Ethernet for real-time communication.

27
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2.2 Processors and Operating Systems

Desktop PCs are usually uniprocessor systems, but still with very pow-
erful processors that are capable of a huge amount of computations per
second. It is also possible to have multiple processors tightly connected
within the same PC, a so called Symmetric MultiProcessing (SMP),
which further increase the capability of the PC. Another possibility is
to have a distributed system, where multiple processors exists on dif-
ferent PCs, but still cooperate when performing computations. In this
thesis we consider PCs with uniprocessor architectures.

The processor is not solely responsible for the handling and run-
ning of tasks: the operating system (OS) is also a vital part. The OS is
responsible for managing the life of all tasks, i.e., task creation, activa-
tion, deactivation, when they should execute, and so on. Task schedul-
ing takes place within the OS. Real-time OSs (RTOS) provide real-time
scheduling algorithms for task scheduling, while general-purpose OSs
(GPOS) provide algorithms that are fair, i.e., all tasks are scheduled to
get share of the processor for execution. Both types of OSs are viable to
exist on different nodes within an in-home entertainment network.

As mentioned in 1.3.3, one problem with RTOSs is that they usu-
ally only support one specific scheduling algorithm (or paradigm), for
example FPS. All applications has to be tailored to fit the scheduling
paradigm present within the OS, even if using another paradigm would
be more suitable. Since most RTOSs also have a monolithic design, it is
not trivial to change or replace the scheduling algorithm because of the
tight coupling between the scheduler and the rest of the OS kernel.

GPQOS, on the other hand, do not at all, or has very limited, support
for real-time scheduling. Most of them use Round-robin algorithms,
where each task is given a "slice” of time for execution, in a "round-
robin fashion". GPOSs suffer from the same problem as RTOSs, it is
not easy to separate the scheduling parts from the rest of the OS kernel
if there is a desire to change the scheduling algorithm.

The theoretical scheduling algorithms we present in chapter 3 are
all real-time algorithms, aimed at being used in RTOSs. Furthermore,
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we propose an architecture to disentangle the tight coupling between
the scheduling and OS kernel routines, which will allow any scheduling
algorithm to be easily added to the OS.

2.2.1 Windows NT/2000 in Real-Time Systems

Real-time systems have somewhat stricter demands on tight and well
specified deadlines. There are several reasons to why Windows NT/2000
(NT/2000) is not suitable for use in real-time systems "as is". Some of
these reasons can be traced back to the fact that one of the goals with
NT/2000 was to introduce a fairness in the system. NT/2000 is designed
to prevent the potential starvation of low priority processes.

There are also other reasons for not using NT/2000 in real-time sys-
tems. The fairness policy makes the operating system highly responsive,
but it does so at the expense of determinism.

Deficiencies

It is not really feasible to incorporate NT/2000 into a real-time system
without some adjustments and limitations. The issues that need ad-
justing according to [30, 52], are described below. The deficiencies of
NT/2000 in the context of real-time systems are more observable under
higher system load, when the system is stressed.

There is no priority tracking scheme in the interrupt handling [52].
Priority tracking is a scheme that ensures that all parts of a thread ex-
ecutes at the same priority. For example, in case of an interrupt, the
interrupt will run with the same priority as the thread. Thus the interrupt
will not affect the execution of any of the other threads in the system.

In NT/2000, the Interrupt Service Routine (ISR) is always executed
at the highest priority. The execution of the ISR releases a Deferred
Procedure Call (DPC). DPCs are handled in FIFO order and run on a
priority higher than any user thread. This can cause priority inversion,
and is, therefore, not compliant with priority inheritance.

Priority inversion is the name of the phenomenon when a lower pri-
ority thread blocks the execution of a higher priority thread by locking
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a shared resource for a unbounded time period. Because all ISRs run
on higher priority than the DPCs, even lower priority interrupts, for ex-
ample interrupts caused by mouse movement, affect the execution of all
DPCs.

As mentioned earlier, scheduling is a central part in real-time sys-
tems. The scheduling scheme must allow an analysis that can determine
whether the system will keep its timely restrictions or not. The schedul-
ing scheme of NT/2000 is based on priority classes (with seven priority
levels in each class).

There are four classes (presented in ascending priority order): IDLE,
NORMAL, HIGH, and REALTIME. Threads that belong to the three
lower classes are incorporated into the previously mentioned fairness
policy, their priorities are raised if they get too little execution time.

Processes running on a priority in the REALTIME class is not in-
cluded in that policy. There is no straightforward way to make an analy-
sis when the scheduling is affected by the fairness policy, because lower
priority threads can affect higher priority threads in unexpected ways.
Thus, real-time systems should use the REALTIME class. Unfortu-
nately, there are only seven priorities within that class and many ap-
plications require quite a lot more.

An additional drawback is that all ISRs and DPCs run on priori-
ties higher than the REALTIME class, which may cause REALTIME
threads to be blocked by non time-critical interrupts. In order to rem-
edy the fact that most conventional uses of PCs require more RAM
than is actually available in the system, Windows NT, and most other
general purpose operating systems use page swapping. In cooperation
with a virtual memory scheme and a secondary storage medium (hard-
drive), page swapping allows the system to allocate more RAM than
actually exists in the system. This is very useful and practically a must
for general purpose operating systems. Unfortunately, it introduces un-
quantifiable delays, a property that is unacceptable in real-time systems.
Threads running on kernel level have permission to disable interrupts,
or raise the Interrupt ReQuest Level (IRQL). Thus, for unknown peri-
ods of time that the application has no control over (or even knowledge
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of), interrupts can be disabled. Also, the mapping of the IRQL is per-
formed dynamically at system startup, and may differ between hardware
architectures.

2.2.2 Windows CE

As stated in [71], Windows CE is designed as a general-purpose oper-
ating system for small devices, typically diskless systems with limited
memory capacity, such as pocket PCs. The Hardware Abstraction Layer
(HAL) is a thin layer of code that is adapted to specific hardware plat-
forms.

Unlike other Windows operating systems, Windows CE does not
represent one standard or identical piece of software that is common to
all platforms. To support the varying need of a wide range of products,
Windows CE is modular, i.e., it can be custom built for a product by
selecting from a set of provided software modules.

Windows CE offers a subset of the of the same programming inter-
faces used to develop applications for other Windows operating systems.

Real-Time Support in Windows CE

Windows CE is a preemptive multitasking operating systems, and sup-
ports a maximum of 32 processes to run simultaneously. The number
of threads a process can contain is limited only by available system re-
sources.

Windows CE uses a priority-based time-sliced algorithm to sched-
ule the execution of threads, and supports eight discrete priority levels.
Level 0 and 1, the highest priorities, are intended for real-time applica-
tions and device drivers. Levels 2 — 4 are intended to be used for kernel
threads and normal applications, while 5 — 7 should be used by appli-
cations that can always be preempted by other applications. Threads
with higher priority are always scheduled to execute before threads with
lower priority, and threads of the same priority run in a round-robin
fashion where each thread gets a time slice for execution.
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Unlike other Windows operating systems, Windows CE thread pri-
orities are fixed and do not change. To avoid priority inversion, Win-
dows CE allows the lower priority thread to inherit the more critical
threads priority and run at the higher priority until it releases its use of
the resource.

Windows CE offers a different set of "wait objects” for thread syn-
chronization. These include critical section, event , and mutex objects,
which allow a thread to block its own execution and wait until the spec-
ified object changes. The requests to the synchronization objects are
processed in "FIFO-by-priority” order: a different FIFO queue is de-
fined for each of the discrete priority levels. A request from a thread is
placed at the end of that priority level queue, and the scheduler adjusts
these queues when priority inversion occurs.

Windows CE splits interrupt processing into two steps: an interrupt
service routine (ISR) and an interrupt service thread (IST). Each hard-
ware interrupt request line (IRQ) is associated with one ISR, so, when an
interrupt occurs, the kernel calls the registered ISR. Since the ISR is the
kernel part of the interrupt processing, with the primary responsibility
of directing the kernel to launch the appropriate IST, it is kept as short
as possible. The ISTs are waiting for specific events that are generated
by the kernel whit directions from the ISR. When this event occurs, the
IST starts its execution, where it performs additional interrupt process-
ing. ISTs run at the two highest priority levels, 0 or 1, ensuring that
these threads run as quickly as possible.

2.2.3 Methods to Give GPOS Real-Time Support

There are several possible approaches on how to improve the real-time
capabilities of a general purpose operating system.

There are also other approaches on how to improve real-time per-
formance of GPOS [30], as described below: If the worst-case behavior
of a system can be decided beforehand, it may be possible to use the en-
vironment "as is". The requirements should either be very modest real-
time requirements, or every system property should be known before-
hand. Then it could be possible to dimension the system in such a way
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that there are always sufficient resources available. It is also possible
to make modifications to the kernel of the operating system. However,
it seems that there are some issues that makes this approach question-
able [53] . Itis also a matter of following the future development of the
platform.

Another possibility is to have two machines running two separate
0Ss, one with the GPOS and one with a RTOS. If a RTOS offered the
same API as the GPQOS, there is no need to incorporate the GPOS into
the real-time system.

2.3 Networks

According to [5, 43], Ethernet (IEEE802.3) is one of the most success-
ful local area networks ever implemented. It is widely used in real-life
networks both in office and in industry applications.

Ethernet is based on a scheme called Carrier Sense Multiple Access
with Collision Detection (CSMA/CD). The scheme allows all nodes to
make one attempt to send a packet, as long as the network is not busy.
If the first transmission attempt fails (because of a packet collision),
the nodes involved in the collision will detect the collision and wait an
arbitrary time before making a new sending attempt. The algorithm in
use is called Binary Exponential Backoff (BEB), and it is used to resolve
failed transmission attempts by randomly generating the time for the
next transmission attempt.

This scheme yields very good performance in general purpose net-
works, but the CSMA/CD scheme is one of the reasons for Ethernets in-
ability to give real-time guarantees. A node could potentially be blocked
for an unlimited time if packet collisions occurs at inappropriate times.
This non-prioritized competition for packet transmission and randomly
generated times are undesirable in real-time systems.
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2.3.1 Wireless Network Issues

Due to technical difficulties in detecting collisions on the

wireless medium 1, a Collision Avoidance scheme is used instead of
collision detection. Hence it belongs to the group of protocols that uses
the CSVIA/CA medium sharing mechanism.

The Collision Avoidance scheme is designed to reduce the proba-
bility of collisions when they are most likely to occur [37]. Because
of the Carrier Sense protocol, most collisions occur when two nodes
simultaneously makes attempts to access the medium. Simultaneous ac-
cess to the medium is most likely to occur right after a busy medium
becomes free, because there may be several nodes that have sensed the
busy state, and are waiting to transmit. As a protection from these po-
tential collisions, the Collision Avoidance scheme implements a ran-
dom back-off agreement that decreases the probability of collisions in
these situations. In resemblance with wired Ethernet, the CSMA/CA
medium access protocol uses a random back-off time in the case where
the medium is identified as busy.

However it is often not possible to determine whether a radio chan-
nel is busy or not. One of the reasons for this is that one node may be
receiving information from second node that is out of range with respect
to a third node that wants to know whether the channel to the second
node is busy or not. This is referred to as the natural hidden terminal
problem [74].

The standard that specifies the IEEE 802.11 protocol [1], defines the
physical and medium access control layers. Wireless Ethernet commu-
nication is carried out over radio or infrared, and the Medium Access
Control (MAC) supports communication between independent mobile
nodes as well as communication via access points. Networks without
access points are referred to as ad-hoc networks [1]. Such networks are
often created spontaneously and no additional resources than the devices
participating in the network are required. Routing in ad-hoc networks

'Radio modems are half-duplex, thus they cannot listen while they transmit. Even if
they could, the relation between transmitted and received signal strength makes listen-
ing non-trivial.
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is more complicated due to the limited temporal and spatial extent of
the network. Important differences to wired media exist in the physical
layer specified in the IEEE 802.11 standard [1] for Wireless Ethernet.
There are no well-defined coverage areas, i.e., no absolute or observ-
able bounds where stations are known to be unable to receive frames.

The following list shows some of the problems with wireless Ether-
net:

e The physical layer is unprotected from interference.
e The media used for communication is significantly less reliable.
e The network topology is dynamic and may change over time.

e There is no full connectivity. Stations may be hidden from each
other and it cannot be assumed that every station can listen to the
other stations participating in the network.

e The propagation properties are varying over time and are asym-
metric.

Yet another difference between wired communication and Wireless
Ethernet is that the assumption that an address is the same as a destina-
tion (valid for wired communication) is invalid in Wireless Ethernet [1].
When using Wireless Ethernet the destination of a message is a station
(abbreviated STA in the IEEE standard) but not necessarily a particular
location. The above properties makes Wireless Ethernet less suitable
for real-time systems, where timeliness and determinism are essential
properties.

Point Coordination Function

Within the MAC layer there are two possible ways for medium access
control, the Distributed Coordination Function (DCF) and the Point Co-
ordination Function.

DCEF is the "normal” way of accessing the medium, i.e., where all
nodes try to access the medium using the CSMA mechanism.
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PCF is an optional method where access control is handled in a cen-
tralized way, i.e., one node acts as a master. The master is called point
coordinator and is responsible for polling all other nodes to control when
they can transmit data. In this way the point coordinator can be used to
control when time sensitive data will be sent. In order to guarantee
the point coordinator access to the medium, it uses a shorter Interframe
Soace (IFS), compared to what is normally used, before transmitting
its polling packet. Normally, a node uses an Distributed Coordination
Function IFS (DIFS) as delay before contending for access. The point
coordinator uses a Point Coordination Function IFS (PIFS) which is
shorter in order to be sure that it gets access.

In order to prevent the point coordinator of monopolizing the net-
work, a time interval known as superframe was introduced. Within a
superframe, there are two time intervals: first an interval where PCF is
used, this is where the time critical messages can be sent. The second
interval is used for the "normal™ DCF, allowing nodes to compete for
access to the medium.

2.3.2 Network Congestion

Network congestion is a problem when using Ethernet networks. Net-
work congestion occurs when the network is over loaded with traffic
which leads to packet collisions and packet drops within routers. Col-
lisions occur because sever nodes try to transmit packets at a high rate
and at the same time, and in the end it is difficult to successfully transmit
a packet. Routers drop packets if their internal queues are full further
increasing the difficulty of successful packet delivery.

Network congestion causes packets to collide because many nodes
are trying to transmit at the same time. These collisions will cause re-
transmissions, as nodes will repeatedly try to transmit their data. As an
end result there will be no reliable network communication, the proba-
bility of getting a packet "through" is low.

In addition, packets can be dropped by the switches or access points
(AP). Switches, or APs, drop packets if the internal queues become over-
loaded with packets. In the case of constant retransmissions and bursty
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traffic there is a high probability of packet overflow. If a 10 Mbit/s
switch simultaneously receives 10 Mbit/s of traffic from several differ-
ent nodes, with the same destination node, that outgoing port (within the
switch) will become overflowed, causing packet drops.

In order to avoid, or minimize, congestion, the network traffic must
be controlled. Nodes can not be allowed to transmit any amount of data
at any time. Instead the packet transmission from the nodes must be
strictly controlled.

2.4 Chapter Summary

In this chapter we presented two types of constrained real-time devices
within in-home entertainment system; the nodes, containing processors
and operating systems, and the network.

Processors comes in a variety of classes, from powerful desktop PC
processors to less powerful processors used in handheld computers. And
operating systems (OS), which run on the processors and are responsible
for managing the life-cycle of the tasks, i.e., including the scheduling of
tasks.

OSs can be divided into two classes; real-time operating systems
(RTOS) and general-purpose operating systems (GPOS), both with dif-
ferent goals in mind. A RTOS is intended to be used in real-time sys-
tems, where timeliness is as important as correct functionality. GPOSs,
on the other hand, are more focused on providing correct functional-
ity and a fair share of the processor time to all tasks (threads) running
in the system. Using GPOSs in real-time systems is problematic since
they were not designed with real-time as a goal, typical problems come
from lack of control of all resources and tasks leading to problems with
blocking times, priority inversion, and so on. A common problem with
both types of OSs is that they usually are quite monolithic, meaning that
the scheduling algorithm is tightly coupled with the OS kernel, making
it problematic to change algorithm within the OS.

The second resource we presented was both wired and wireless Eth-
ernet. Using Ethernet for real-time communication is problematic be-
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cause it cannot give any real-time guarantees. Wireless Ethernet is sim-
ilar to the wired variant, but in addition has the problem of sensitivity to

interference. For both types, wired and wireless, network congestion is
a big problem.
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Processor Scheduling

3.1 Overview

In this chapter we look at our task scheduling solutions. We present two
theoretical scheduling algorithms, both which are extensions to the slot
shifting algorithm, which we also give a short introduction on.

The first algorithm extends the handling of soft aperiodic tasks in
conjunction with the off-line scheduling methods used in slot shifting.
It allocates processor bandwidth to be used, at run-time, for an aperiodic
task handling server. Bandwidth is allocated in the off-line phase, where
the scheduling table is created, to not interfere with the execution of the
hard real-time guaranteed time triggered tasks.

The second extension deals with the case when there is overload in
the system, i.e., the tasks request more processor capacity then what is
available. The problem is that time triggered tasks with hard real-time
guarantees cannot be skipped or dropped due to the overload, instead the
algorithm deals with the firmly guaranteed aperiodic tasks. The method
finds a suitable set of firm aperiodic tasks to remove, based on task val-
ues, without disturbing the execution of the time triggered tasks.

Finally, we propose a solution to a problem that exists in most real-
time systems, namely that they contain a predefined scheduling algo-
rithm. All applications has to be tailored to fit the paradigm of the

39
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algorithm present in the system, even though it might not be suitable.
With our solution we propose to insert a plug-in scheduling architecture
within the operating system kernel. The plug-in architecture has a small
and simple interface allowing for easy creation and insertion of various
scheduling algorithms, allowing the operating system to be tailored to
the application and not vice versa.

3.1.1 Slot Shifting

As mentioned, both theoretical algorithms are extension to the slot shift-
ing algorithm presented in [27], here we give a short summary of the
principal ideas of the algorithm.

Slot shifting introduces flexibility into the off-line schedule by al-
lowing off-line scheduled tasks to be shifted in time, but never in such a
way that their timely execution is impeded.

Information about this flexibility, i.e., available resources and lee-
way in the off-line schedule, is represented as spare capacity of disjoint
time intervals. This information is used by the runtime scheduler to de-
cide for each slot whether to execute an aperiodic or an off-line task.
In this thesis, the spare capacity of these fixed intervals are only consid-
ered as a way to determine the spare capacity of arbitrary future intervals
when handling overload.

3.2 Soft Aperiodic Task Handling

The rationale of our method to provide for complex application con-
straints and efficient runtime flexibility is to concentrate all mechanisms
to handle complex constraints in the off-line phase, where they are trans-
formed into simple constraints suitable for earliest deadline first schedul-
ing, which is then used for on-line execution. The off-line determined
simple constraints serve as an "interface" between off-line preparations
and on-line scheduling. Specifically, we use the off-line scheduler pre-
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sented in [25] !, start-time, deadline pairs as simple constraints, and
EDF based Total Bandwidth Server [61] and Constant Bandwidth Server
[20] as runtime algorithms. The amount of desired flexibility can be set
in this step as well.

Our transformation technique can extract maximum flexibility. By
tightening start time and deadlines of certain tasks, it is possible to con-
strain the execution of some tasks, e.qg., for reasons of testing or reliabil-
ity.

Our method works by reducing complexity (NP hard in the case
of distributed, precedence constrained executions with end-to-end dead-
lines) off-line by instantiating a set of independent tasks with start-times,
deadlines constraints on single processors which fulfill application con-
straints and guaranteed bandwidth requirements. The issues of alloca-
tion to nodes, subtask deadline assignment, fulfilling jitter requirements
are resolved by the off-line scheduler. This allows the use of time in-
tensive algorithms to resolve the constraints, since they are performed
off-line, i.e., before the system is deployed, and flexible scheduling at
runtime.

Once tasks with start-time, deadline constraints have been derived
and analyzed, earliest deadline first scheduling is performed on single
nodes individually at runtime; the original set of complex constraints,
distribution, etc., remains hidden from on-line scheduling.

The resulting instance of simple constraints will not generally be
optimum. Since it is performed off-line, however, additional analysis
can be performed, possibly resulting in another instantiation with differ-
ent simple constraints. Consider a subtask deadline assignment which
induces tight constraint on one node. Performance analysis may show a
different, more relaxed setting to be more appropriated.

As an additional requirement, the offline scheduler has to create a
schedule such that a desired fraction U; of the processor utilization (i.e.,
a desired bandwidth) is reserved for on-line aperiodic service. This
means that, if a bandwidth Uy is reserved on a node, then for any interval

1This serves as example; a number of other off-line scheduling algorithm can be
applied, e.g., the one presented in [54].
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[t1, t2], there must be at least (¢, — ¢1)U, time available for aperiodic
processing.

A trivial approach is to replace the worst case execution time of
each task with CU No modifications to the scheduler are required to
guarantee a bandW|dth of Us. This method, however, does not consider
spare capacities in the schedule for bandwidth reservation. Response
times in the resulting scheduling can thus be prohibitively long.

Our bandwidth reservation method during offline schedule construc-
tion analyzes the schedule for idle resources and their distribution. It
maximizes flexibility by considering the leeway in the schedule, as per
the specification constraints. In particular, the offline scheduler contains
a function with tests the feasibility of the schedule constructed so far; it
is extended by testing the availability of the specified bandwidth as well.

3.2.1 Transformation Technique

The feasible schedule with guaranteed bandwidth is transformed into
independent tasks with start-times, deadline pairs. Our method is based
on the preparations for on-line scheduling in slot shifting [27].

The offline scheduler allocates tasks to nodes and resolves the prece-
dence constraints. The scheduling tables list fixed start- and end times
of task executions, that are not as flexible as possible. The only as-
signments fixed by specification are starts of first and completion of last
tasks in chains with end-to-end constrains, and tasks sending or receiv-
ing inter-node messages. The points in time of execution of all other
tasks may vary within the precedence order. We calculate earliest start-
times and latest finish-times for all tasks per node based on this knowl-
edge. As we want to determine the maximum leeway of task executions,
we calculate the deadlines to be as late as possible.

Let end(PG) denote the end and start(PG) the start of a prece-
dence graph PG according to the schedule. The start of an inter-node
message transmission M is denoted start(M ), the time it is available
at all receiving nodes end(M ). These are the only fixed start times and
deadlines, all others are calculated recursively with respect to prece-
dence successors.
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These fixed constraints are derived first: The deadline of task T', dr,
of precedence graph PG in a schedule is:

e If Tisexittask in PG: dp = di(PG),

e if T"sends an inter-node message M: dp = start(M).

The earliest start time of task 7, rr, of precedence graph PG in a
schedule is calculated in a similar way:

o If Tisentry task: rp = start(PG),

e If T receives an inter-node message M: rp = end(M).

Next, constraints of predecessors and successors of tasks with fixed
constraints are derived:

e A predecessor P of a task 7" with fixed deadline is assigned a
deadline so as to be executed before 7" with EDF, i.e., dp = dr—
Cr.

e A successor S of a task 7" with fixed start-time is assigned the
same start-time as 7". An appropriate deadline and EDF with en-
sure P preceding 1. rp = rp. This step is applied recursively.

3.2.2 On-line Scheduling

Once the transformation is performed off line and a bandwidth (j is re-
served on each processing node, on line scheduling of aperiodic tasks
can be handle by a Total Bandwidth Server (TBS). This service mech-
anism was proposed by Spuri and Buttazzo [60, 61] to improve the re-
sponse time of soft aperiodic requests in a dynamic real-time environ-
ment, where tasks are scheduled according to EDF.

The server works as follows: whenever an aperiodic request enters
the system, the total bandwidth (in terms of CPU execution time) of the
server, is immediately assigned to it. This is done by simply assign-
ing a suitable deadline to the request, which is scheduled according to
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the EDF algorithm together with the periodic tasks in the system. The
assignment of the deadline is done in such a way to preserve the schedu-
lability of the other tasks in the system.

In particular, when the k-th aperiodic request arrives at time ¢ = 1,
it receives a deadline

d, = max(rk,dk_l) + —k,
Us

where C7 is the execution time of the request and U is the server uti-
lization factor (i.e., its bandwidth). By definition ¢y = 0. The request is
then inserted into the ready queue of the system and scheduled by EDF,
as any periodic or sporadic instance. Note that the maximum between
r and di_1 is needed to keep track of the bandwidth already assigned
to previous requests.

Figure 3.1 shows an example of schedule produced with a TBS. The
first aperiodic request, arrived at time ¢ = 6, is assigned a deadline
di =7 + % =6+ ﬁ = 10, and since d; is the earliest deadline in
the system, the aperiodic activity is executed immediately. Similarly, the
second request receives the deadline &, = ro + % = 21, but it is not
serviced immediately, since at time ¢ = 13 there is an active periodic
task with a shorter deadline (18). Finally, the third aperiodic request,
arrived at time ¢ = 18, receives the deadline ds = max(rs, ds) + % =

21 + 55= = 25 and is serviced at time ¢ = 22.
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Figure 3.1: Total Bandwidth Server example.
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Intuitively, the assignment of the deadlines is such that in each inter-
val of time, the fraction of processor time allocated by EDF to aperiodic
requests never exceeds the server utilization U;. Since the processor
utilization due to aperiodic tasks is at most Uj, the schedulability of a
periodic task set in the presence of a TBS can simply be tested by veri-
fying the following condition:

Up,+Us <1,

where U, is the utilization factor of the periodic task set. This results is
proved by the following theorem.

Theorem 1 (Spuri and Buttazzo, 96). Given a set of n periodic tasks
with processor utilization U, and a TBSwith processor utilization U,
the whole set is schedulable if and only if

U, + U, < 1.

The implementation of the TBS is straightforward, since to correctly
assign the deadline to a new request, we only need to keep track of the
deadline assigned to the last aperiodic request (d;_1). Then, the request
can be inserted into the ready queue and treated by EDF as any other
periodic instance. Hence, the overhead is practically negligible.

3.2.3 Simulation Results

In order to evaluate the method we implemented and simulated the de-
scribed algorithm in a Real-Time simulator, presented in [58]. All the
offline and soft aperiodic tasks were randomly generated, and the load
of the offline tasks is varied between 0 and 0.9, and the soft aperiodic
task load is varied between three different levels over the LCM.

The simulation length for each run was 10000 slots, and the soft
aperiodic tasks arrived during that length.

We have studied the average response times of the soft aperiodic
tasks, and compared our algorithm against background scheduling. We
also check what happens with the response times of the soft tasks when
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the load of the offline tasks increases. When the offline load is equal to
0 only TBS is running.

Figure 3.2 shows the result of the simulation. The same task sets
were run with both background scheduling and our method, and the
response times are measured in slots.

60

Figure 3.2: Response times for the soft aperiodic tasks.

Due to high offline load, many soft aperiodic tasks did not finish
before the simulation ended and therefore the response times became
higher with increased load. Even when the offline load was 0 some
soft aperiodic tasks were not able to finish because the ready queue was
overloaded.
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3.3 Overload Handling

The overload handling algorithm presented in this chapter is developed
in cooperation with Jan Carlson 2.

At runtime, local scheduling uses the slot shifting algorithm de-
scribed in [27], except for the guarantee mechanism.

As outlined above, slot shifting is used to decide when aperiodic
tasks can be allowed to run without causing an off-line scheduled task
to miss its deadline. In addition, the scheduler must decide which aperi-
odic task to execute. In the proposed method, aperiodic tasks are served
according to EDF once accepted by the overload detection mechanism.

To handle overload situations, each node keeps the ready queue,
containing the aperiodic tasks ready to be executed on that node, con-
stantly free from overload. When new aperiodic tasks arrive, they are
inserted into the ready queue based on their deadlines. Then, the queue
is processed to detect future overload situations and to resolve them to
make the queue free from overload again.

All tasks removed from the ready queue due to overload are stored
in a separate maybe-later queue, as long as they have positive laxity.
This queue is similar to the reject queue in RED [16], but used for tasks
migration as well as resource reclaiming.

The basis of the task migration algorithm is that selected tasks from
maybe-later queues are retried, possibly on other nodes. Retrying tasks
locally is required to reclaim resources when tasks finish in less time
than WCET. If a task is accepted on the new node, it is immediately
migrated. An important aspect of this scheme is that a task is only mi-
grated if it has been found non-profitable for local execution, and if there
is room for it on the new node, possibly after rejecting a number of lower
valued tasks.

2p.hD. Student at the Department of Computer Science and Electronics, MDlardalen
University, Sweden.
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3.3.1 Overload Handling

At run time, scheduling is performed locally via the slot shifting scheme,
which decides for each slot if an aperiodic task can be allowed to execute
without causing an offline scheduled task to miss its deadline.

Aperiodic tasks are served according to EDF, which gives good per-
formance in non-overload situations. When the system is overloaded,
two important issues must be addressed. In general, high valued tasks
should be preferred over tasks with low value. Additionally, tasks should
be removed as early as possible, rather than simply being allowed to
miss their deadlines, since an early removal might allow the task to be
stolen by another node in the system.

Our algorithm ensures an overload-free ready queue, i.e., all tasks
in the queue can be executed without missing their deadlines, also in the
presence of offline scheduled tasks. When new aperiodic tasks arrive,
the algorithm checks if they cause overload, and if so, which tasks to
reject in order to resolve this efficiently.

Problem Formulation

Detection and removal of overload can be formulated as a general bi-
nary optimization problem. This allows us to abstract on details, since
the dynamic aspects of the rejection problem (e.g., that rejecting a task
influences the finishing times of the others) are represented by static
restrictions. This facilitates the development of a suitable algorithm.

Let 7,..., 7, be the aperiodic tasks currently in the ready queue,
including the ones that just arrived, sorted according to EDF. For each
task 7; we use a boolean variable z; to represent whether the task should
be kept in the ready queue (z; = 0), or rejected (z; = 1). These vari-
ables are the output of the overload algorithm, used by the Flea Market
algorithm described in Section 3.3.3.

To explain the problem formulation, we first consider a simpler set-
ting without offline scheduled tasks, and then proceed by showing the
modifications needed to incorporate offline scheduled tasks as well.

Consider a single aperiodic task 7;. To detect if there is a risk of
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this task missing its deadline, we need the expected finishing time, de-
noted ft;. In a pure EDF setting, with no offline scheduled tasks to
consider, this would be computed by adding the remaining execution
times ¢q, . .., ¢; to the current time.

However, detecting overload is not enough. To solve it efficiently
we need to know the size of each deadline miss, so we denote by ¢;
the overload amount of 7;, defined in the simple setting as ft, — dl;. In
order to ensure that 7; does not miss its deadline, at least o; slots must
be freed, by removing some of the tasks 7, ..., 7;. This is represented
by the following restriction:

cix1+coxo+...+cx; >0

Similar reasoning can be applied to each of the tasks in the ready
queue, resulting in the following set of restrictions:

121 > 01
171 + C2X2 > 09

cix1+coxo+ ... +cprn > 0on

Note that these restrictions give a static formulation of the problem,
since the o-values are defined in term of the current ready queue, and
do not depend on the z-values.

An assignment of the values 0 or 1 to the z-variables corresponds
to a potential solution to the task rejection problem. Furthermore, any
assignment that satisfies the restrictions corresponds to a solution that
would result in a ready queue free from overload. However, we do not
simply look for a solution (rejecting all tasks is always a valid possibil-
ity), we want a solution that gives as high value as possible to the sys-
tem. This means that the summed values of the removed tasks should
be minimized, which is represented as:

min  vizy + vexg + ...+ vpTy

So far, we have considered a simplified system that contains only
aperiodic tasks. In order to construct similar restrictions when offline
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scheduled tasks also have to be considered, the definition of g; must be
modified.

Let scla, b] be the spare capacity of the interval from a to b, i.e., the
number of slots in the interval that is not required to execute offline
scheduled tasks in time. Now, o; can be defined as follows:

g; = SC[dli, ftz]

This definition requires the expected finishing time to be computed,
and now that the system contains offline scheduled tasks as well, this
is not straightforward. Instead, we use the following definition, which
is equivalent to the previous one except that it assigns negative values
rather than zero to tasks that finish before the deadline. In this definition,
t. denotes the current time.

o1 = C1 — SC[tC, dll]
o; = 0i—1+¢ — sc[dli—q, dl; (1<i<n)

The modified definition of o; allows the same restrictions to be used
as in the simplified setting, and the final representation of task rejection
as a optimization problem is:

min vz +vexrs + ...+ vpxy,
when cja

> 01
171 + C2X2 > 09
cix1+coxo+ ... +cprn = op

X1,T2,...,Tp € {0,1}
Example: Let the ready queue contain the following aperiodic tasks
at the beginning of slot 10, where (di;, ¢;, v;) represents 7;.

71 : (15,2,20) 73 : (19, 3,10) 75 1 (21,4, 20)
79 : (16,1, 10) 74 :(19,1,5) 76 ¢ (24,4, 20)

The tasks 75 and 74 have just arrived, and might have caused overload. If
no more tasks were to arrive, the execution of the aperiodic tasks would
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look as follows. The arrows denote deadlines, and the gaps indicate
slots needed to execute offline tasks. For simplicity, we assume that the
offline schedule has a low load in the interval.

10 15 20 25
71 | T 0'1:—3
T2 | T 09 =—
T3 - o | og5=—2
T4 | T o4=—1
5 s | o5=2
T6 T o 05=5

The corresponding optimization problem is:

min
when

20x1 + 1022 4+ 10x3 + 524 + 2025 + 202
2:E1

2x1 + 1zo

2x1 + 1lzo + 323

2z1 + 1oy + 33 + 1y

2x1 + 1z + 33 + lag + 4xs

2z1 + lag + 3x3 + 1z + 45 + 46
1,22,...,Tg € {0,1}

VIV IVIVIV IV
r—tl\DllDw

(AN

The last two inequalities correspond to the overload at 7 and 74, and
describe what must be done in order to resolve this.

3.3.2 Rejection Algorithm

Even when all restrictions except the last one are trivially satisfied (g <
0 for 1 < i < n), the problem is hard to solve. In fact, it has been re-
duced to the well known NP-hard binary knapsack problem, which in-
dicates that an optimal algorithm is not feasible. Instead, our algorithm
is based on heuristics that exploit properties of this particular problem.

One such property is that each restriction contains less variables than
the subsequent ones. Furthermore, a good solution (with respect to the
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minimization criteria) to a single restriction is a reasonably good partial
solution to all subsequent restrictions, since the variables are equally
weighted in all restrictions.

Algorithm Description. Initially, all x; variables are set to 0, which
represents a solution where no tasks are removed. The rejection algo-
rithm traverses the restrictions top-down, solving each of them individ-
ually.

The restrictions are solved by changing some of the variables from
0 to 1. Once a variable is set to 1, this variable is never changed during
the solving of subsequent restrictions.

Each restriction, unless already satisfied by the current variable set-
tings, is solved in three steps.

o First, we consider the variables of the left-hand side of the restric-
tion that are currently set to 0, and would solve the restriction if
set to 1. From these we select as our best single candidate the one
with lowest v;.

e Next, we construct the collection candidates. From the remain-
ing left-hand side variables that are currently set to O (i.e., those
that would not solve the restriction if set to 1), we collect vari-
ables from right to left until the restriction would be solved if all
variables in the collection are set to 1.

o Finally the value of the best single candidate is compared against
the summed values of the collection candidates (if a large enough
collection was found), to decide what the final choice should be.

3.3.3 Remote Task Stealing

A distributed system with runtime task migration must somehow decide
when and where to move tasks in order to maximize the total value of
executed tasks. These decisions become increasingly important when
the load, or the value of tasks, varies a lot between nodes. Ensuring
optimal global scheduling is an NP-hard problem, and we therefore aim
for a sub-optimal solution.
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In order to cope with the complexity of the problem, scheduling is
primarily handled locally on each node, as discussed in Section 3.3.1.
Task migration is handled together with acceptance tests of new tasks,
and local resource reclaiming. Further, task migration is always initi-
ated by the node the task is to migrate to, and not the current owner.
Therefore, we use the term task stealing, rather than migration.

To keep network usage low, and to simplify the algorithm by rul-
ing out the possibility of conflicting thefts, only one node at a time is
allowed to steal tasks. This is ensured by something similar to a con-
ceptual token ring, where the owner of the token may steal tasks from
any other node during one slot, before the token is passed to the next
node in the ring.

By some arbitrary communication scheme, the maybe-later queues
(or parts of them) are made visible to all nodes in the system. At the start
of aslot, each node adds newly arrived aperiodic tasks to its ready queue.
In addition, the node holding the token may add tasks from any maybe-
later queue in the system, including its own. After adding tasks, each
node applies the overload handling algorithm to resolve any overload
situations.

Since only one node is allowed to steal tasks from any maybe-later
queue at the start of each slot, and no additional data have to be sent
over the network, the stealing node may execute one of the stolen task
immediately (in the current slot).

The parameter MaxTheft is used to adjust the algorithm w.r.t. net-
work capacity and system size. At the start of every slot, each node
performs the following algorithm:

1. Let A be the set of all aperiodic tasks currently in the ready queue.
2. Add to A all aperiodic tasks that arrived to the node at this tick.

3. This step is only performed by the node currently holding the to-
ken. Gather tasks from the maybe-later queues of all nodes in
the system. From the maybe-later queues of other nodes, con-
sider only tasks that are movable. Add to A the tasks with highest
value density, at most MaxTheft tasks.
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4. Apply the overload algorithm to A. The result is a boolean value
x; for each a; € A, where 0 represents acceptance and 1 rejection.
For each z;, perform the following action depending on whether
the task a; was added during step 1, 2 or 3 of this algorithm.

x; | step | action

1 1 | Remove a; from ready queue,
and insert it in the maybe-later
queue.

1 2 | Insert a; into maybe-later
queue.

Do nothing.

Do nothing.

Insert a; into ready queue.
Insert a; into ready queue, and
inform the current owner (pos-
sibly yourself) of the theft.

o O o
WN P W

5. If the node holds the token, send it to the next node.

3.3.4 Node Communication

The algorithm is described as if the whole maybe-later queues are visi-
ble to all nodes, but this is actually not required. The node holding the
token is interested only in the MaxTheft tasks with highest value density.
By keeping maybe-later queues sorted according to value density, it is
sufficient to make the MaxTheft first tasks in each queue visible. Also,
since aperiodic tasks are assumed to reside on all nodes in the system,
only tasks identifiers are sent over the network.

Furthermore, only one node uses the maybe-later queues each slot.
Thus, the distribution of maybe-later queue information in a system of n
nodes can be accomplished by a total of n—1 messages, each consisting
of MaxTheft task identifiers and remaining execution time.

Communication is also required in order to migrate tasks. Since
only one node may steal tasks from the maybe-later queues in each slot,
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the only communication needed in order to migrate a task is to inform
the current owner of the theft. Thus, a stolen task may execute on the
new node in the same slot as it is stolen. At most n—1 messages, each
containing one task identifier, are sent each slot due to task migration.
The algorithm, as described above, assumes that the network is fast
enough to permit the following communication during a single slot:

e The node holding the token sends theft messages to all nodes.

e When receiving the theft message, each node sends its new maybe-
later queue information to the next token holder.

If the network does not permit this within a single slot, but within ¢ slots,
the algorithm can be modified so that the token is inactive for t—1 slots
when it arrives to a node. Figure 3.3 and 3.4 show the communication
between three nodes for ¢ =1 and ¢t = 3. Ticks are denoted by vertical
lines, and the scheduling performed in each slot is represented by a grid.
Horizontal lines denote the token holder, and dashed lines represent that
the token is inactive. Arrows starting in a grid are messages concern-
ing stolen tasks, and those starting in the middle of a slot are messages
containing maybe-later queue information.

| | |
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Figure 3.3: Node communication (t=1).

3.3.5 Simulation Results

Simulations have been performed for various overload scenarios, show-
ing how the algorithm behaves in terms of total accumulated value.
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Figure 3.4: Node communication (t=3).

In order to evaluate the efficiency of introducing task migration, i.e
moving the tasks to other nodes for possible execution, we compare the
total accumulated value for both scenarios. The simulation results are
visible in tables 3.5 and 3.6.

In the figures we also show the results of a comparison of the fol-
lowing methods for overload handling:

1. The full method presented in the paper.

2. The overload handling algorithm, without task migration.

3. A basic algorithm that uses the offline schedule, assigning idle
slots to the aperiodic tasks based on value density.

4. Same as 3, but aperiodic tasks are ordered by value.

5. Same as 3, but aperiodic tasks are ordered EDF.

6. Same as 3, but aperiodic tasks are serviced in order of arrival.

Methods 1 and 2 implement the efficiency improvements suggested
in Section 3.3.2. Each point in the figures represents some 300 simula-
tions.

In the first experiment, all nodes in the system are subject to the
same amount of load. The result is presented in figure 3.5. Because
all nodes are overloaded, the possibility of task migration does not pro-
vide any significant improvement. Compared to the basic methods, the
proposed method performs better.

The second experiment, shown in figure 3.6, is a scenario of un-
evenly distributed load. Half of the nodes have no aperiodic tasks ar-
riving, only offline scheduled tasks. Here, the task migration algorithm
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Figure 3.5: Even load distribution.

clearly increases the system performance, compared to overload han-
dling without migration, because tasks can migrate to nodes with no
aperiodic load.

Another important issues we investigated is how we can deal with
the worst case complexity of the algorithm O(n?), where n is the length
of the ready queue, i.e the number of tasks present in the ready queue.

We found that by reducing the number of tasks we look at in the
ready queue, not necessarily all tasks, we can deal with the complex-
ity and still get an acceptable behavior from the algorithm. Figure 3.7
shows the accumulated value for different cutoff values.

As we see in the figure, the difference between the different cutoff
values are minimal, indicating that it is possible to efficiently deal with
the complexity by looking at fewer tasks.

We have performed more simulation in order to evaluate the be-
havior of the algorithm, the interested reader can see these results in
Appendix A.
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Figure 3.6: Uneven load distribution.

175
150

—i— cutoff=15

—&— cutoff=10

—&— cutoff=5

125

100

75

50

./

25

0,8 1 12 14 16 18 2 22 24 26 28 3

System load

Figure 3.7: Accumulated value for different cutoff values.
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3.4 Plug-in Scheduling Architecture

Functionality for various services of scheduling algorithms is typically
provided as extensions to a basic algorithm. Aperiodic task handling,
guarantees, etc., are integrated with a specific basic scheme, such as
earliest deadline first, rate monotonic, or off-line scheduling. Thus,
scheduling services come in packages of scheduling schemes, fixed to a
certain methodology.

A similar approach dominates operating system functionality: im-
plementation of the actual real-time scheduling algorithm, i.e., take the
decisions which task to execute at which times to ensure deadlines are
met, are intertwined with kernel routines such as task switching, dis-
patching, and bookkeeping to form a scheduling/dispatching module.

Consequently, designers have to choose a single scheduling pack-
age, although the desired functionality may be spread over several ones.
Instead, there is a need to seamlessly integrate new functionality with
a developed system, enabling designers to choose the best of various
packages.

In this section, we propose the use of a plug-in approach to add
functionality to existing scheduling schemes and provide for easy re-
placement on the operating system level. In particular, we present an
architecture to disentangle actual real-time scheduling from dispatch-
ing and other kernel routines with a small API, suited for a variety of
scheduling schemes as plug-ins. We detail two plug-ins for aperiodic
task handling and how they can extend two target systems, table-driven
and earliest deadline first scheduling using the presented approach.

A plug-in can be thought of as a hardware or software module that
adds a specific feature or service to an existing system. The purpose of
a plug-in is to add functionality without calling for redesign or exten-
sive modifications. To accomplish this it must be clear what services
the plug-in provides and an interface between the plug-in and the target
system must be defined.
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Figure 3.8: Plug-in and system architecture

Target System Architecture and Interface

Before we go into the details of the plug-in, we define the target sys-
tem model that the plug-in will interact with. The model is presented
in figure 3.8 and it consists of three separate modules as parts of the
system:

Execution Sequence Table This is the table where the tasks are kept
sorted in a certain order, depending on the plug-in module’s schedul-
ing algorithm. The plug-in module has exclusive modification
rights on this table. To manipulate the table, the plug-in module
uses the two methods insert(task, pos) and remove(task).

Dispatcher It is responsible for taking the first task in the execution
sequence table and execute it. The dispatcher has access to view
the contents of the whole execution sequence table, but it cannot
modify it. The plug-in module also has exclusive control over
the dispatcher and it is activated by the dispatch() call. When the
dispatcher is activated, it will check if there is an executing task
and either preempt the task, if it exists in the execution sequence
table, or else abort it.

Wake-up Calendar This calendar controls a set of watch-dog timers,
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all tasks will get entries set in the calendar corresponding to their
deadlines (to catch deadline misses). The calendar will also hold
other time critical points, such as the critical slots from [32].
To set or remove these wake-up points the plug-in module uses
the setWakeUpPoint(time, id) and the delete\akeU pPoint(time)
methods. All the wake-up points are associated with an id. The
id’s represents deadlines, critical slots, and so on.

Plug-In Interface

The plug-in module encapsulates a scheduling algorithm for scheduling
of user level tasks (not system level tasks), such that the rest of the sys-
tem becomes completely decoupled from the scheduling. This means
that the plug-in module is the only part of the system that knows about
scheduling, and it is also the only part that needs to be changed, if the
scheduling algorithm is being changed.

Therefore the interface to the plug-in module is kept small and sim-
ple such that it is clear how to write a new plug-in. This makes it easier
for designers to create the scheduling package they want. The plug-
in interface is used by the system, specifically the wake-up calendar
and dispatcher, to activate the plug-in module at certain events or times.
Thus each plug-in module that is implemented, is responsible for react-
ing correctly to the events that activates it.

The details of the plug-in module interface and the events it must
react to follow below:

event(taskArrival) This event activates the plug-in when a new user
level task has been activated. The plug-in is responsible for ex-
ecuting the appropriate acceptance test to either accept or reject
the new task. If the task is accepted, the plug-in must insert it at
the correct position in the execution sequence table and activate
the dispatcher.

event(wakeUp, id) This event is sent by the wake-up calendar and it
activates the plug-in at a certain point of time earlier set by the
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plug-in itself. Here, the plug-in must check what the wake-up
activation corresponds to, by looking at the id, and take the ap-
propriate actions.

event(taskEnd) The dispatcher sends this event to the plug-in when a
task has finished its execution. The dispatcher does not care if the
task is periodic (and should be reactivated later) or aperiodic, it’s
the job of plug-in module to make the correct decision based on
this. Here, the plug-in should remove the task from the execution
sequence table and activate the dispatcher.

System and Plug-In Interaction

In figure 3.8, we can see the interface the system and the plug-in uses to
interact with with each other. In this section we will describe in more
detail how this interaction works for some of the events that can happen
during system execution.

Task arrival when a new user task is activated, event(taskArrival) is
called to activate the plug-in module. The module executes its
acceptance test to either accept or reject the task. If the task is ac-
cepted, the plug-in calls setWakeUpPoint(dl, id) to set a watchdog
on the deadline of the task. Then, the task is inserted into the ex-
ecution sequence table, using insert(task, pos) to set it at the cor-
rect position according to the scheduling algorithm. Finally the
plug-in activates the dispatcher, by calling dispatch(), and then
it suspends itself. The dispatcher is activated, looks at the front
of the execution sequence table, picks that task for execution and
then it suspends.

Task finishing execution when a task has finished its execution in a
timely manner, the dispatcher gets activated and activates the plug-
in module by calling event(taskEnd), then the dispatcher suspends.
The plug-in removes the wake-up time for the task deadline with
removeWakeUpPoint(dl, id), then it removes the task from the ex-
ecution sequence table by remove(task). The plug-in also calls
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Figure 3.9: Example plug-ins

dispatch() again to activate the dispatcher. The dispatcher looks
at the front of the execution sequence table and picks that task for
execution, then it suspends.

Task deadline miss if a task has not finished execution before its dead-
line, the wake-up calendar will be activated by a timer interrupt.
It will then use event(wake-up, id) to activate the plug-in mod-
ule. The plug-in module sees that the id indicates a deadline miss
and removes the task from the execution sequence table, and, if
necessary takes other actions to handle a deadline miss. Then the
plug-in calls the dispatcher, using dispatch(), to activate it. The
dispatcher checks if the executing task exist in the execution se-
guence table. When it discovers that the task has been removed
by the plug-in it will abort the task. The dispatcher also checks
for the first task in the execution sequence table, picks it for exe-
cution, and suspends itself.

3.4.1 Target System Diversity and Plug-In Applicability

The plug-in module design makes it possible to hide the differences be-
tween scheduling algorithms behind a common interface. We will dis-
cuss how this architecture would be applied to the different scheduling
paradigms that exist, and detail what the functions in the interface would
do. Figure 3.9 shows the plug-ins.
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Earliest Deadline Scheduled System

In an event-triggered system using the EDF scheduling algorithm, the
tasks are characterized by start times, worst case execution time (WCET),
and deadlines. The tasks can also be either periodic, and have the period
as an additional attribute, or aperiodic. Before the start of the system,
the plug-in sorts any existing tasks in the execution sequence table in
EDF order. It also sets the wake-up events for the deadlines of the tasks
in the wake-up calendar.

When the system is started, the plug-in activates the dispatcher and
suspends itself. The dispatcher does it’s job and suspends. If no new task
arrives, the executing task will continue until it finishes its execution and
then the dispatcher will activate the plug-in module again. The plug-in
will see that it has been activated by a task-end event and remove that
task from the execution sequence table. Then it activates the dispatcher
again. This is how the plug-in and the system would interact if no new
tasks would arrive or no deadline misses would occur.

If a new task arrives, the plug-in is activated and executes the accep-
tance test. If the task is accepted, it will be inserted into the execution
sequence table at the correct position. The plug-in then activates the
dispatcher and suspends, and the interaction continues as normal.

If a deadline miss occurs and activates the plug-in, the task will be
removed from the execution sequence table. The plug-in then activates
the dispatcher and the execution continues.

Off-line Scheduled System

A target system using an off-line generated [54] schedule usually has
more stringent task requirements, such as precedence constraints, than
an on-line scheduled, event-triggered counterpart. In an off-line gener-
ated schedule, tasks have fixed starting and finishing times. In off-line
scheduled systems there are only off-line scheduled task and no new
task will dynamically arrive during the runtime of the system.

Before the execution of the system, the plug-in prepares the execu-
tion sequence table to correspond to the task table internally stored in
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the plug-in. The on-line execution of this plug-in will therefore be sim-
pler with an EDF plug-in module. As with the EDF plug-in, wake-up
points will also be set for the deadline of the tasks in the off-line sched-
ule. The plug-in also sets wake-up points for every time slot, like the
MARS system described in [40].

When the system is activated, the plug-in immediately sets a wake-
up point at the next time-slot. If no task has a start time equal to the
current time, it suspends. The plug-in will be activated at the start of the
next time-slot and repeat what it did in the previous time-slot.

If there is a task with the start time equal to the current time, the
plug-in activates the dispatcher, then it suspend. The dispatcher activates
the execution of the next task and suspends.

The plug-in will be activated every slot, and it will also get events
when tasks end or if tasks miss their deadline. If a task finishes execution
in a timely manner, the dispatcher activates the plug-in, which removes
the task from the execution sequence table and then checks if there is a
task ready.

3.4.2 Plug-Ins for Aperiodic Task Handling

Below we present two plug-ins that handles aperiodic tasks. These plug-
ins are meant to be “plugged into” a scheduling module that makes
scheduling decisions based on earliest start times and deadlines. The
plug-ins work independently of the scheduling module and can be seen
as a layer on top of it.

At all times, the scheduling module schedules task that are ready to
execute, that is, tasks that are present in the ready-queue. The plug-in
deals with the aperiodic tasks and places them in the ready-queue of the
scheduling module, which then processes the aperiodic tasks as it would
any other tasks in the system.

The mechanism for the two plug-ins for aperiodic task handling is
based on the slot shifting [27], taking advantage of resources not needed
by non-aperiodic tasks and using them to schedule aperiodic tasks.

We have named the different plug-ins, plug-in A and plug-in B to
distinguish between the two different algorithms. Plug-in A focuses on
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guarantees and handling of single aperiodic tasks with fixed demands,
e.g., execution time, while plug-in B is geared toward large number of
aperiodic tasks with changing requirements.

Aperiodic tasks have unknown arrival times. The earliest start time
of an aperiodic task is equal to its arrival time. Aperiodic tasks are
considered independent. We assume that task dependencies are resolved
in the off-line phase.

Known WCET Aperiodic tasks with known worst case times and dead-
lines are termed firm aperiodic. If accepted, which is determined
by a guarantee test, these tasks must be completed before their
deadlines.

Unknown WCET Aperiodic tasks without deadlines and possibly with-
out known maximum execution times are termed soft aperiodic.
These are executed in a best effort fashion at lower priority than
guaranteed tasks such that the timely execution of guaranteed
tasks is not impaired.

Off-line Preparations - Slot Shifting

We propose to use the off-line transformation and on-line management
of the slot-shifting method [27], and further extended in [33]. We don’t
give a full description here, but confine to salient features relevant to
our new algorithms. More detailed descriptions can be found in [26],
[27], [33]. It uses standard off-line schedulers, e.g., [54], [26] to create
schedules which are then analyzed to define start-times and deadlines of
tasks.

After off-line scheduling, and calculation of start-times and dead-
lines, the deadlines of tasks are sorted for each node. The schedule is
divided into a set of digoint execution intervals for each node. Spare ca-
pacities (sc) to represent the amount of available resources are defined
for these intervals.

Each deadline calculated for a task defines the end of an interval I,
end(I;). Several tasks with the same deadline constitute one interval.
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Note that these intervals differ from execution windows, i.e. start times
and deadline: execution windows can overlap, intervals with sc are dis-
joint. The deadline of an interval is identical to that of the task. The
start, however, is defined as the maximum of the end of the previous
interval or the earliest start time of the task. The end of the previous
interval may be later than the earliest start time. Thus it is possible that
a task executes outside its interval, i.e., earlier than the interval start, but
not before its earliest start-time.

Obviously, the amount of unused resources in an interval cannot
be less than zero, and for most computational purposes, e.g., summing
available resources up to a deadline are they considered zero, as detailed
in later sections.

Negative values are used in the spare capacity variables to increase
runtime efficiency and flexibility. In order to reclaim resources of a task
which executes less than planned, or not at all, affected intervals only
need to be update with increments and decrements, instead of a full
recalculation. Which intervals to update is derived from the negative
spare capacities. The reader is referred to [26] for details.

Thus, it is possible to represent the information about amount and
distribution of free resources in the system, plus on-line constraints of
the off-line tasks with an array of four numbers per task. The runtime
mechanisms of the first version of slot shifting [26] added tasks by mod-
ifying this data structure, creating new intervals, which is not suitable
for frequent changes as required by sporadic tasks. The improved [33]
method briefly described in this section only modifies spare capacity.

On-line Activities

Runtime scheduling is performed locally for each node. If the spare
capacities of the current interval sc(l.) > 0, EDF is applied on the
set of ready tasks. sc(l.) = 0 indicates that a guaranteed task has to
be executed or else a deadline violation in the task set will occur. It
will execute immediately. Since the amount of time spent is known and
represented in sc, guarantee algorithms include this information.

After each scheduling decision, the spare capacities of the affected
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intervals are updated. If, in the current interval L, an aperiodic task
executes, or the CPU remains idle for one slot, current spare capacity
in I.. is decreased. If an off-line task assigned to I. executes, spare ca-
pacity does not change. If an off-line task 7" assigned to a later interval
I;,j > c executes, the spare capacity of I; is increased - 1" was sup-
posed to execute there but does not, and that of 1. decreased. If I; “bor-
rowed” spare capacity, the “lending” interval(s) will be updated. This
mechanism ensure that negative spare capacity turns zero or positive at
runtime. Current spare capacity is reduced either by aperiodic tasks or
idle execution and will eventually become 0, indicating a guaranteed
task has to be executed. See [27] for more details.

Guarantee Algorithm A

Assume that an aperiodic task 7, is tested for guarantee. We identify
three parts of the total spare capacities available:

e sc(I.)¢, the remaining sc of the current interval

o Y sc(ly), c<i <l end(l;) <dl(Ta)Nend(I4+1) > dl(Ta), sc(l;) >
0, the positive spare capacities of all full intervals between ¢ and
dl(Ta)

o min(sc(lj41),dl(Ta) — start(I;41)), the spare capacity of the
last interval, or the execution need of T4 before its deadline in
this interval, whichever is smaller

If the sum of all three is larger than wcet(T4), T4 can be accom-
modated, and therefore guaranteed. Upon guarantee of a task, the spare
capacities are updated to reflect the decrease in available resources. Tak-
ing into account that the resources for 74 are not available for other
tasks. This guarantee algorithm is O(NN), with N being the number of
intervals.
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Guarantee Algorithm B

This plug-in uses a newer version of slot shifting, presented in [33],
as guarantee test and the basic idea behind it is based on the standard
EDF guarantee. EDF is based on having full availability of the CPU, so
we have to consider interference from the non-aperiodic tasks in .S and
pertain their feasibility.

Assume that at time ¢; there is a set of guaranteed aperiodic tasks
G, and a set of non-aperiodic tasks S. At time t, where t; < t3, a new
aperiodic A arrives to the plug-in module. Meanwhile, a number of tasks
of G, may have executed; the remaining task set at ¢, is denoted Gy, .
A test if A U Gy, can be accepted, considering tasks in S is performed.
If so, A is added to the set of guaranteed aperiodic tasks, G.

The finishing time of a firm aperiodic task A;, with an execution
demand of ¢(A4;), is calculated with respect to the finishing time of the
previous task, A;_1. Without any off-line tasks, it is calculated the same
way as in the EDF algorithm:

Ft(A) = fH(A—i— 1) +c(A) (31)

Since firm aperiodic tasks are guaranteed together with tasks in S, the
formula above is extended with a new term that reflects the amount of
resources reserved for these tasks:

t+R[t, ft(A})] =1

fHAs) =) + {ft(Ai_1>+R[ft<Ai_1>, A is1 82

where R[t1,¢2] stands for the amount of resources (in slots) reserved
for the execution of the tasks in S between time # and time ¢5 . It is
possible to access R[t1, t2] via spare capacities and intervals at runtime:

R[t1,ta] = [to — t1] — Z maz(sc(l.),0) 3.3)
ICG(t1,t2)
As ft(A;) appears on both sides of the equation, a simple solution is
not possible. But in [33] an algorithm, with a complexity of O(V), for
computing the finishing times of hard aperiodic tasks is presented.
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Plug-in A Plug-in B
accepted_tasks
interval table interval table
Plug-in Plug-in
(EDF) (EDF)
A A
A
SYSTEM SYSTEM

Figure 3.10: Plug-in A and Plug-in B

In this plug-in module no explicit reservation of resources is done,
which would require changes in the intervals and spare capacities, as
done in the plug-in A module. Rather, resources are guaranteed by ac-
cepting the task only if it can be accepted together with the previous
tasks in GG and S. This enables the efficient use of rejection strategies,
and simplifies the handling of the intervals and sc.

Guarantee Plug-Ins

When a plug-in is activated, it updates the intervals in conformity with
the last task execution and checks if there are any pending aperiodic
tasks. If so, it processes them and puts one or more of them into the
ready-queue of the scheduler. Figure 3.10 show the two plug-ins and
the data structures they contain.

Plug-In A The plug-in keeps a table consisting of the intervals and
their attributes (start, end, sc, and so on) that was created in the off-
line phase. It must also keep track of which task executed last, when it
started its latest execution, and how much time it consumed, to be able
to update the intervals table. Using this information, the plug-in updates
interval spare capacities and possibly also wake-up points.
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Plug-In B Plug-in B also needs information about the last task exe-
cution to be able to update spare capacities and wake-up points in the
intervals table it keeps locally. It focuses on handling large numbers of
aperiodic tasks with changing requirements, therefore accepting tasks is
done with explicit guarantees via modifying intervals and spare capaci-
ties. Rather, guarantees are including implicitly, by keeping a list of the
so far accepted task. Should a task finish early, it is removed from the
list and the resources reserved for it are freed without further provisions.
It is well suited for efficient overload handling, since task removals do
not require changes in intervals and spare capacities as in plug-in A.

After each scheduling decision, the spare capacities of the affected
intervals are updated as for plug-in A.

3.4.3 Example

In this section we will use an example to illustrate how the two plug-in
modules we defined earlier, plug-in A and plug-in B, work and interact
with the rest of the system. We assume that there are three periodic
tasks scheduled by the EDF algorithm, and the task-set is the following:
A= (1,4), B=(1,6), C = (2,12), where (C,T) represents WCET
and period. Deadline is assumed to be equal to the end of the period
(D = T). The tasks have harmonic periods to make the example simple.
Firm aperiodic tasks have the format: Tay = (C, D), and soft aperiodic
tasks have the following format: T'a; = (C).

Off-line In the off-line phase the plug-ins create a table that contains
all the interval start and end points, the length of the interval, the sc and
total execution time in an interval, and lastly the wake-up (wu) point of
the interval. This table is stored within the plug-in and it will be updated
during runtime to reflect the correct state. Both plug-ins create identical
tables as shown in table 3.1. The table is created with a length equal to
the least common multiple (LCM) of the periods of the tasks. This table
will be restored and repeated when time ¢ is equal to a multiple of the
LCM.
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| Interval | start(l) [ end(l) | [ 1] ] sc(l) | wu(l) |

Iy 0 4 4 3 3
I 4 6 2 1 5
I 6 8 2 1 7
I3 8 12 4 0 8

Table 3.1: The original interval table.

The execution sequence table (ES-table) contains the following pe-
riodic tasks from the start: ES-table={ A4y, By, Cy}.

On-line The on-line behavior of the two models differs so we will
show step by step how each of them behave, and what happens with the
interval table at different times. Below we will see the actions taken
during each step by the system and the plug-ins.

‘ Time ‘ System actions ‘ Plug-in actions ‘

This shows how the actions by the different parts will be repre-
sented. At each point time we can see the system’s dispatcher, wake-up
calendar actions, and the plug-ins actions.

| t=0 | dispatch 4o | setvakeUpPoint(3), dispatch() |

No new aperiodic tasks have arrived so the plug-in sets a wake-up
point and suspends.
t=1 dispatch T'a s remove(Ap), Guarantee-test,
deleteVakeUpPoint(3,critical-
slot), setWekeUpPoint(4),
insert(T'a¢,dl-pos), dispatch()

ES-table= { By, Cy} and a firm aperiodic task has arrived,
Tay = (1,4).

Plug-in AThe absolute deadline of T'a; is 5,50 1. = Ipand Iy = I;
and the available sc in this interval is 4 (sc(1.) + sc(I¢)), which is larger
than T'a s execution requirement, so T'ay will be guaranteed. Since T'ay
s deadline, 5, is not equal to end(Iy), I; will have to be split. The scis
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| Interval | start(l) [ end(l) | [ 1] ] sc(l) | wu(l) |

To 0 4 1 3 3
T1a 1 5 1 0 1
T 5 6 1 0 5
I 6 8 2 1 7
I 8 12 1 0 8

Table 3.2: Updated interval table for plug-in A.

also updated after the split and the interval table for plug-in A is shown
in table 3.2.

Plug-in B In this plug-in the set of guaranteed aperiodic tasks ()
is empty. The plug-in tests if Tay can be accepted together with the
periodic tasks. This is done by calculating the finishing time of T'ay,
which is 2 in this case (according to formula 3.2). No interval split
will occur in this plug-in, nor any change to the sc of the intervals table
because an aperiodic task was accepted.

Both plug-ins will set an updated wake-up point. The wake-up point
has been changed because task Ay has executed one slot, and then sus-
pend.

t=2 event(taskEnd), remove(T'ay),
dispatch Bo Internal-work,

dispatch()

ES-table= {By, Co}. No new aperiodic tasks has arrived, T'ay has
finished. The plug-ins will be activated by this task-end event, plug-in
A will modify the wake up point of the interval T'a; belonged to in the
intervals table, wu(lya = 5), and then suspend again. Plug-in B takes
no action and suspends.
t=3 event(taskEnd), remove(By),
dispatch C Internal-work,
dispatch()

ES-table= {Cj}. No new aperiodic tasks have arrived. Gy will
execute. By has finished, the wake up point is not modified because &
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belongs to a later interval (but the wu in that interval is modified, so
wu(ly) = 6).

t=4 event(wakeUp), insert(T'as first-pos),

dispatch T'a, insert(A.1,pos),
setWakeUpPoint(5), setWake-
UpPoint(6), dispatch()

ES-table= {A;,Cy}. Next instance of task A is ready. Cy has
finished executing and it belongs to a later interval, so the wu of that
interval is modified (wu(l3) = 9).

A soft aperiodic task T'as = (4) has arrived. Both plug-ins will be-
have in the same manner: since sc(1.) > 0, task T'as will be inserted
first in the ready-queue. Plug-in B will set the next wake up point and
suspend. Plug-in A will set the wake up to 5 even though the origi-
nal wu(l.) = 4, this has changed because T'as executed in an earlier
interval and thus the sc(1.) increased to 1.
t=>5 event(wakeUp), setWakeUpPoint(6), dispatch()
dispatch T'as

ES-table= {A4;,Cy}. Plug-in A is activated by the wake-up point
event. Normally this means that the execution of the soft task must be
stopped in favor of a periodic task. But in this case we have only an
interval change, and the sc(I.) > 0, so the soft task can continue to
execute (sc(I.) > 0 because By executed in an earlier interval). Plug-in
Aresets the wake up point and suspends itself. Plug-in B is not activated.
t==6 event(wakeUp), insert(B1,EDF-pos), set\Wake-
dispatch T'a UpPoint(7), dispatch()

ES-table= {4, By,Cp}. The second instance of task B is acti-
vated. Both plug-ins are activated by wake up points, this means that
the execution of the soft task must be stopped in favor of a periodic task.
Once again, there is only an interval change and a new wake up point
can be set, and since the sc(1.) > 0, T'as can continue to execute. Both
the plug-ins suspend.
t="7 event(wakeUp), remove(Tas),
dispatch A; set\WakeUpPoint(8), dispatch()
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ES-table= {A;, B1, Cy}. The plug-ins are activated due to the wake
up point. T'a; must be interrupted so A; won’t miss it’s deadline. The
plug-ins set the next wake up point and suspend.

t=28 event(wakeUp), remove(A;), insert(As,pos),
event(taskEnd), insert(T'as,first-pos),
dispatch T'as set\WakeUpPoint(9), dis-
patch()

ES-table= { A2, B1, Cp}. The next instance of task A is activated.
Since the sc(I.) > 0, T'as will be put first in the ready queue and exe-
cuted. The plug-ins set the next wake up point and suspend.

t=9 event(wakeUp), remove(Tas),
event(taskEnd), set\WakeUpPoint(10), dis-
dispatch As patch()

ES-table= {AQ, By, C()}
Tas has finished executing, the plug-ins set the next wake up point and

suspend.
t =10 | event(wakeUp), remove(As),
event(taskEnd), setWakeUpPoint(11), dis-
dispatch By patch()

ES-table= { B1, Cyp}. A, has finished it’s execution, By is executed.
The plug-ins set the next wake-up point and suspend.

t =11 | event(wakeUp), remove(Bi),
event(taskEnd), setWakeUpPoint(12), dis-
dispatch Co patch()

ES-table= {Cy}. Bj has finished executing, the plug-ins set the

next wake up point and suspend.

After this, because ¢ = total length of the interval tables, the plug-
ins recreate the original intervals table by restoring the sc and wu of the
intervals. If an aperiodic task arrives and has a deadline longer than the
end of the interval table, the table will be extended by repeatedly adding
the original table to the end of the extended table, until it is longer than
the deadline. All the interval information (start, end, sc, and so on) of
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Tasarrives Tasarrives

Table 3.3: Example execution trace

the extended table is adjusted to represent a larger table, and thus later
time points.

3.4.4 Results

Our proposed plug-in architecture addresses the need for adding func-
tionality to systems, in particular scheduling algorithms, without need
for abandoning trusted methods or major revisions.

We presented a plug-in approach for aperiodic task handling, in
two different plug-in modules, and showed their applicability to two
scheduling schemes, EDF, and off-line scheduling. Our method con-
centrates the aperiodic task functionality into a software module with a
defined interface.

The purpose of the architecture is to disentangle actual real-time
scheduling from dispatching and other kernel routines with a small API,
suited for a variety of scheduling schemes as plug-ins. As the function-
ality of the plug-in is independent of the basic scheduling scheme and
the interface is very small, we can insert and apply the aperiodic-plug-
ins to both off-line and on-line scheduling methods. The API is kept
small in order to keep it simple when adding/writing a new scheduling
module, basically the plug-in module must react to three events from the
surrounding system. When task arrives for execution, wake-up points in
time, and when a task ends its execution. Task arrival is where any ac-
ceptance tests can be performed in order to decide if the task can be
allowed to execute or not. Wake-up points are used to wake the schedul-
ing module at certain time points, for instance if time is slotted, at pre-
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emptions, and so on. Finally, the task end event allows the module to
handle tasks when their execution has finished, periodic tasks should be
reactivated at a later time, aperiodic can be removed, and so on.

3.5 Chapter Summary

In this chapter we presented scheduling solutions for various scenarios.
Two solutions are theoretical extensions to the slot shifting algorithm
presented in [27], the third solution deals with operating system kernel
scheduling architectures.

We presented a solution for handling soft aperiodic tasks in off-line
scheduled systems. The method allocates processor bandwidth in the
off-line phase of scheduling, which is then supposed to be used by a soft
aperiodic task scheduling server, such as the Total Bandwidth Server.
This allows for a more efficient handling than originally proposed in
slot shifting.

The second theoretical solution deals with overload in a off-line
scheduled distributed system. Overload must be removed without dis-
turbing the execution of the time-triggered tasks which has hard real-
time guarantees. Thus, the method removes the overload by removing
firm aperiodic tasks. The algorithm uses task values to compute the set
of tasks that is most appropriate to remove in order to solve the situation.
Removed tasks can be reinserted later for execution, if there are more
resources available due to execution being less than WCET, or they can
be migrated to other nodes for possible execution there.

The final solution within processor scheduling deals with a common
real-time operating system problem. Most RTOSs uses a fixed schedul-
ing algorithm, such as fixed priority, which is highly intertwined with
the rest of the OS kernel in order to have efficient overhead. The prob-
lem is that all applications written for that OS must be tailored to the
specific scheduling paradigm, even though it might not be suitable at
all. We propose a way to disentangle the scheduling algorithm from
the rest of the kernel by implementing a plug-in module. The plug-in
module has a Small and simple interface allowing easy implementation
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and insertion of any scheduling algorithm. Thus, allowing the OS to be
tailored to the applications and not the opposite.

Various simulations have been conducted to show the results of the
algorithms presented above. All results are collected and presented in
appendix A.



Chapter 4

Network Packet Scheduling

4.1 Overview

In this chapter we look at the wireless network part of the in-home enter-
tainment system. Wireless Ethernet (IEEE 802.11) is used when stream-
ing video between devices.

We will give an overview of our architecture where we state the QoS
parameters we are interested in, and we also give a short overview of the
problems that exist when using a wireless network.

Finally, we present our architecture in detail, first how we perform
the available bandwidth prediction using probe packets. Secondly, we
present how the prediction information is used to adapt the transmission
rate of the node by using low level traffic shaping and application level
rate changes.

4.1.1 Streaming using Wireless Ethernet

Streaming of video and audio is a major part of in-home entertainment
systems. As mentioned earlier, the basic idea with these systems is to be
able to wirelessly stream the video or audio from any device capable of
streaming to any device capable of receiving and handling the stream.
The problem is that not all devices are capable of handling any stream,

79
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for instance, a handheld PC is not powerful enough to handle a full
quality DVD movie. Because the available bandwidth of the wireless
network varies, there are no guarantees that a there is enough bandwidth
available to stream the full quality DVD movie, resulting in long delays
or even packet losses.

In order to achieve proper streaming, i.e for the user to perceive a
good video or hear good audio quality, the in-home entertainment sys-
tem needs to provide some kind of QoS.

For the in-home entertainment system we envision in this thesis, we
are interested in the following network QoS:

e A more reliable delivery of streaming packets compared to stan-
dard Ethernet.

e A lower average latency for the streaming packets compared to
standard Ethernet.

We compare our solution to what unmodified wireless Ethernet stan-
dard can provide, in terms of the network QoS we defined above.

In this chapter we present an architecture that provides network
QoS, as defined above, for streaming of video using a wireless network.

Unfortunately, as we have presented in section 2.3, the wireless Eth-
ernet (IEEE 802.11) types of network, was not designed with QoS as a
goal. Furthermore, since the network uses an unregulated bandwidth
spectrum, it can experience disturbance from other devices, such as
cordless phones, microwave owens, Bluetooth devices, and other wire-
less networks, all operating within the same spectrum. Walls, move-
ment, and other physical effects also affects the performance of the net-
work. All of this, combined with the radio wave phenomenon called
fading, where the signal basically disturbs itself, makes guaranteeing
reliable network communication difficult to achieve.

As presented in section 1.3.5 bandwidth prediction is a big research
area. Most bandwidth prediction research is aimed at Internet, where
the purpose is to try to find bottleneck links and then reroute the traffic
around those links, and temporal aspects are not as important as in our
case.
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Traffic smoothing is a way to deal with network congestion, by
limiting the transmission rates from all nodes to a certain limit, con-
gestion can be decreased. The traffic smoothing methods presented in
[44, 43, 18] was all intended to be used in a wired Ethernet, where the
available bandwidth is constant, which is not the case in wireless Ether-
net. The methods also rely on specific information, such as the number
of collisions occurring on the network, which is hard to get in wireless
networks, thus rendering the methods not directly applicable to our in-
home entertainment system.

It is not enough to shape the traffic at the low level presented in
[44, 43, 18], because if the application continues to transmit at a high
rate, there is a chance of internal buffer overflow. Thus, it is also impor-
tant that the application is aware of the varying bandwidth, and adapts
appropriately.

4.2 Basic ldea

The architecture we propose provides QoS for video streaming over the
wireless network, by adapting the transmission rate to the varying band-
width, and by prioritizing the transmission of the video stream packets.

In order for the architecture to provide QoS, it performs two func-
tions: it predicts the available bandwidth of the network and adapts the
transmission rate accordingly.

A major problem with bandwidth prediction in wireless networks is
that there is no easy way to know what the actual bandwidth is. Thus
it is not possible to compare the prediction to the real value in order to
find the error term, i.e. actual bandwidth — predicted bandwidth.

What we get from our bandwidth prediction is the average band-
width that will be available during the time interval until we make the
next prediction, which is also the bandwidth we adapt to. But it can
actually look like what is shown in figure 4.1.

If our prediction of the available bandwidth during the time interval
is lower than the bandwidth that is actually available, we are safe, i.e. we
will not try to transmit more than what is available. Otherwise, we will
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Figure 4.1: Difference between actual and predicted bandwidth for each
time interval.

try to transmit more than what is available, which will result in network
congestion. network congestion is bad since it will cause packets to
collide, which in turn causes retransmissions, which in turn causes the
packet to become delayed for a longer time, or even dropped. In the
end, this can cause important streaming packets to miss deadlines or
even disappear, causing the quality of the displayed video to be bad. So,
this is the major issue we are addressing with our proposed architecture.

Actually, instead of trying to predict the exact bandwidth, we will
try to answer a very simple question:

"isit possible to continue transmitting at the current rate?".

There are two answers to this question: "yes" or "no". A "no" means
that is it not possible to continue and we have to adapt the transmission
rate appropriately. A "yes" answer means we can continue, or maybe
even increase the rate we have if so desired. In order to answer this
question we are no longer interested in the exact amount of available
bandwidth, instead we want to know if it is higher or lower than the
currently requested transmission rate. This shifts our interest, from an
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exact bandwidth prediction, to a quick prediction that is a just part in the
process of determining an answer to the question above. We are more
interested in the end result, i.e. that the streaming is done properly,
which in our case means the timely arrival of the streaming packets at
the receiver node.

Once we know the answer to the question posed above, we take the
appropriate action: continue with the current transmission rate or change
to a lower rate. This approach introduces two new important questions
we need to answer:

e How often should we check if we can continue transmitting with
the current rate?

e With which granularity should we react to a change?

1st Question  The first question deals with how often we need to sam-
ple the wireless network in order to "catch™ the variability of the avail-
able bandwidth. If it varies rapidly, we need to predict, i.e., sample, the
bandwidth often, otherwise we will cause congestion since we might try
to transmit at a higher rate than what is available. On the other hand, if
the variations occur more seldom we don’t need to sample and predict
that often.

This is the problem of determining the sampling interval we need to
predict the available bandwidth. Normally, the Nyquist-Shannon Sam-
pling Theorem! would be used to determine how often we should pre-
dict the bandwidth. In order for us to use the sampling theorem, we need
to have a model representing the "behavior" of the available bandwidth
of wireless network. Unfortunately, there are no proper models, and a
model is difficult to create since the behavior varies depending on the
environment in which the wireless network is deployed.

A problem with sampling often is the overhead introduced by our
prediction method, since we send probe packets in the network and per-
form computations at the sending node. The question is how big is the

'The Sampling Theorem states that the sampling rate should be at least 2 the band-
width of the signal to be sampled
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Maximum time | 43.9 ms
Minimum time | 15.5 ms
Average time | 17.5ms

Table 4.1: The measured maximum, minimum, and average overhead
for the bandwidth prediction.

overhead is. Table 4.1 below shows the overhead of performing the
bandwidth prediction in our architecture.

As we seen in the table it takes about 15 ms to perform a complete
bandwidth prediction, sending the probe packets and receiving the time
difference result and performing the calculation. Ata maximum, it takes
about 43 ms to perform the prediction. From these numbers we conclude
that frequent sampling should not be a problem. Furthermore, since
the code is not optimized we expect the possibility of improving these
numbers with more efficient code.

2nd Question The second question, at which granularity we should
react, deals with when we should react to the answers we get from the
question of whether we can continue transmitting at the current rate or
not. It is a question of whether we should react with a small granularity,
i.e., to changes on the bit level, or with a large granularity, i.e., when
the answer indicates a big change in rate. For example, we could have a
small set of different bandwidth levels, such as Low, Medium, or High
bandwidth. As long as the rate changes stays within the same level, we
do not react, but when the rate changes to another level we react.

Even if the answer is "no", the result can be that we adjust the rate
only to discover that the next answer says we can switch back to the
previous rate again.

If we react to often the end result might be a bad experience for the
user, if the video quality is fluctuating because of the varying bandwidth
of the network the perceived quality of the displayed video is bad.

Our architecture has the possibility of adjusting the transmission rate
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Maximum time | 55.5 ms
Minimum time | 22.8 ms
Average time | 38.8 ms

Table 4.2: The measured maximum, minimum, and average overhead
for updating the traffic shaper parameters.

simultaneously on both a low and the application level within the oper-
ating system.

On the low level it is possible to catch all IP packets and adjusts their
rate before they are inserted into the Network Interface Control (NIC)
layer. At the low level we get a very fine granularity for control, basi-
cally we can adjust the rate in terms of one single bit if we wish. This is
where the traffic smoothers presented in [44, 43, 18] are positioned.

The problem is that it is not enough to only adjust at this level, the
applications also needs to adapt their transmission rates according to the
node limit. Otherwise we risk internal buffers to overflow, so we may
drop packets locally even before they are transmitted.

By only performing traffic shaping on the application level, the prob-
lem will be that the communication layers below the application does
not respect the rate transmitted by the application, and thus can create
bursty traffic at lower levels. Therefore, application level traffic shaping
it is not a viable solution by itself, but in combination with the low level
shaping it is viable.

The architecture we present performs traffic shaping at both levels
to avoid the problems that otherwise can occur.

We are again interested in the overhead of switching, it might be
worth switching at the low level every time there is a change, and the
high level switches occur more seldom.

Table 4.2 below shows the maximum, minimum, and average times
it takes to change the low level traffic shaper in our architecture.

As the table show it takes some time to change the traffic shaper at
the low level, this limits the probing intervals we can use. As we see
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in the table the maximum time a change of the traffic shaper parameters
took around 55 milliseconds.

4.3 Architecture Details

The bandwidth prediction and traffic shaping architecture should be
present on all nodes within the in-home entertainment system. In this
way all nodes try to adapt according to the available bandwidth of the
network, by repeatedly checking if they can continue transmitting at the
current rate or not. It is important to note that the architecture works
without global control, each node uses our architecture locally without
consideration of the other nodes within the system.

If there are legacy nodes, i.e., nodes that for some reason cannot use
our architecture, the system will still function but with the possibility
of those uncontrolled nodes of causing network congestion when they
transmit data.

To answer the question we need to determine if the available band-
width is higher or lower than the rate we are transmitting at. We look at
two parameters to determine the available bandwidth; first we measure
the delay between probe packets that we send into the network. This de-
lay indicates the amount of congestion between the sender and receiver,
i.e the whole path through the network. Secondly, we look at the history
of predictions in order to catch any trends of the varying bandwidth, i.e.,
is it going down, up, or staying the same?

These two parameters are combined to give us the answer to the
question, i.e. if we can keep transmitting at the current rate or not.

If the answer is yes, we can continue, or maybe even increase the
transmission rate if we want or need to.

Otherwise, if the answer is no, we have to adjust (lower) the trans-
mission rate to match what we can actually transmit. In order to know
what rate we can transmit at, we use the two parameters, probe packet
delay and actual data transmitted from the node, to predict what the new
rate will be.

This is repeated periodically, and all this activity occurs on every
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node connected to the network, so each node detects and, if needed,
adjusts it’s rate accordingly.

Every node is also allocated a proportional share of the available
bandwidth of the wireless network. The share is an upper bound on
how much traffic the node is allowed to transmit into the network. By
carefully assigning these shares, we can prioritize specific traffic from
a node, i.e. the video stream from the streaming server. In our system
we consider the node containing a streaming server most important, and
therefore we assign it the largest share of the available bandwidth. Note
that, because of the previously mentioned fluctuation of available band-
width, the assigned share for each node will also fluctuate over time.

Figure 4.2 shows how this can look, where a streaming server is
assigned a higher bandwidth share than the other nodes.

Node

Node

Assigned 70%
bandwidth share

Assigned 10%
bandwidth share

N
. ~
video stgeam
~

Node

Does not
transmit

Node

Assigned 10%
bandwidth share

Figure 4.2: Example architecture: a set of nodes with different band-
width shares, note that the streaming server has the highest share.

The problem with this approach is that bandwidth can be wasted
unless there is a possibility to dynamically adjust these shares according
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to how they are used by the nodes. If a node would not use all of it’s
share of the bandwidth, no other node would have the possibility of
using it instead.

In [57] the authors present an architecture, called the Matrix, that
controls all the available resources within an in-home entertainment sys-
tem. Within the Matrix architecture there is a global resource manager
that is responsible for all decisions regarding resource usage.

The parts presented in this chapter of the thesis would fit into the
Matrix architecture as a local resource manager, which takes orders from
the global resource manager. The global manager would be responsible
for the proportional bandwidth share of all nodes, and because it has a
global view of how every node uses its share it could adapt them accord-

ingly.

Global resource manager

k\

Adaptation Resource
decisions information
Node ¥ / Node %
Local Local
resource resource
manager manager

Figure 4.3: Overview of how the data flows between the local resource
manager and the global resource manager, using the Matrix architecture.

4.3.1 Adjustment Level

There are two levels where we can adjust the traffic. The low level,
where we have a fine granular control and can adjust the traffic on bit
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level, and the application level where have a coarse granularity of con-
trol because of the underlying communication protocol will interfere
with our control.

We do not want to change the rate at the application level to often.
In the Matrix architecture, [57], the authors suggest that a video stream
can be divided into a small number of quality levels, such as: Low,
Medium, and High. Each level of quality indicates a different bit rate,
so the Low level quality video has a lower bit rate than Medium, and
so on. The idea is to switch between these different streams when the
available bandwidth of the network varies.

The reason for this abstraction over the fluctuations in [57] is to
avoid overloading the scheduling if it has to react to every small change.

Again, tying in to the MATRIX architecture presented in [57], the
decision to switch between the different the different quality level streams
is a major decision and would therefore be taken by the global resource
manager. This is because a switch of the video stream quality affects
several resources within the in-home entertainment system, i.e. a change
to higher quality implies that the stream demands more resources for the
whole path between server and client.

The local resource manager would handle all low level traffic rate
adjustment, which occur more frequently and are too small to involve a
global decision. The global resource manager of course still has knowl-
edge about the resource availability at the local node, even though it
does not intervene.

In order to properly adjust the transmission rate, the first part of
our architecture, the bandwidth predictor, predicts the future bandwidth
based on the current available bandwidth and previous bandwidth pre-
dictions.

The bandwidth prediction is then fed into the low level part of our
architecture, the information is also if necessary conveyed to the global
resource manager suggested in [57] so that the application can be noti-
fied if needed. It shapes the traffic according to the available network
bandwidth. By separating the handling of streaming and non-streaming
traffic by using different shapers, we prioritize the streaming packets by
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giving it a larger share of the bandwidth assigned to the node.

Available bandwidth is predicted between one sender and one re-
ceiver, i.e if there are multiple receivers, available bandwidth must be
predicted for each, because the results can be different depending of the
fluctuations of the wireless network.

Furthermore, for this thesis we assume that each sender only trans-
mits to one receiver, i.e only unicast communication, but this also works
for multiple receivers.

4.3.2 Bandwidth Prediction

Common for most of the bandwidth prediction presented in the litera-
ture is that they do not easily apply to wireless networks. The reason
is that the available bandwidth fluctuates an measurements needs to be
repeated often, thus the measurements need to be simple. The methods
presented above are mainly intended to find bottleneck links within a
more static environment. And the rate of change is on a generally mea-
sured on a larger timescale that what we are interested in, as for instance
presented in [35].

What we want is a fairly simple method that repeatedly probes the
wireless network and predicts the available bandwidth until the next pre-
diction takes place. These predictions are repeated in the sub second
range in order to give us a consistent picture of the fluctuating available
bandwidth.

Bandwidth Prediction Method Details

Our bandwidth prediction uses a packet-pair probing technique pre-
sented in [51], because of the advantage of being a method indepen-
dent of which protocol that is used, i.e., TCP or UDP. We determine the
network state by measuring the time delay between the probe packets.
In [17], the authors investigate other methods to determine the network
state, the signal strength, and signal strength variation, but found that
the probe packet delay is the most reliable method.
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Interval of 0.2 s | 3427 kbps
Interval of 0.5 s | 3411 kbps
Interval of 1.0 s | 3363 kbps
Interval of 2.0 s | 3364 kbps

Table 4.3: Different sampling intervals has little effect on the average
predicted bandwidth.

In order to dynamically react to the varying bandwidth of the net-
work, we periodically repeat the bandwidth prediction. Depending on
the time for the period of prediction we can get different results on the
measurements, so we have performed measurements with different pe-
riods to try to determine which period that is most suitable.

As we can see in table 4.3, the average bandwidth predicted using
different sampling intervals is almost identical.

More results from the bandwidth prediction is available in Appendix
A.

In our method, the sender transmits two probe packets (of identical
length), back to back, to the receiver. The receiver measures the de-
lay between the probe packets and returns this information, in another
packet, to the sender. This delay gives an indication of the current net-
work load, a high delay indicates a high network load and vice versa.

Formula 4.1, taken from [51], shows our simple calculation for the
measured bandwidth.

BWT = L/Ar (4.1)

Where BWT is the resulting bandwidth, L is the probe packet length,
and A is the measured delay between the probe packets (75 — T1).

But this is not enough, we want to look at the history of measure-
ments so we don’t react wildly to a freak measurement that is not at all
consistent with the overall behavior of the network.
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So, in order to predict the future available bandwidth we use expo-
nential averaging, which is a technique used to examine and average
a sequence of values along a time series, which enables us to make a
prediction based on previous predictions as well as the current network
load.

Formula 4.2, also taken from [51], shows how we predict the band-
width including history predictions:

Pk; = OéBWTk; + (1 - Oé)Pk;_l (42)

Where P, is the future prediction, P,_; is the previous prediction,
BWT, is the current bandwidth measurement, and « is a constant used
to determine how important the history vs. the current measurement is
to the current prediction.

More results are presented in Appendix A.

4.3.3 Traffic Shaping

The second part in our architecture is the traffic shaper. It is responsible
for controlling the rate of packets transmitted from a node, and it uses
information from the traffic prediction to properly adjust the transmis-
sion rate.

Normally, packets are transmitted in FIFO order, without any con-
sideration to the data contained within the packet. Traffic shaping is a
way to enforce prioritization policies on the packet transmission over a
network link.

Originally, traffic shaping was intended as a tool to divide bandwidth
between different applications. Making it possible to prioritize interac-
tive traffic over other traffic, such as file transfers, in order to experience
shorter delays.

Traffic Shaping Architecture Details

The traffic shaping architecture we propose shapes the outgoing IP-
packets. It is positioned at a low level within the network communi-
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cation stack, below the IP level, where it has access to all IP packets
being sent.

A requirement we have for our shaper is that it must prioritize data,
i.e packets, of different classes. In our solution we define three classes
of data; probe packets, video streams, and other data. The reason is that
we want to have as low latency as possible for the probe packets, i.e
we perform probing it should experience as little latency as possible in
order to reflect a fresh network state. Video streams are also important,
since we envision an in-home entertainment network. Other data is just
a class used for all other transmissions, such as http, ftp, and so on.

Our traffic shaper is based on the token buckef algorithm. The to-
ken bucket algorithm has a very widespread use in the context of traffic
shaping.

Each token bucket has three parameters; tokens, bucket depth, and
refresh period.

Tokens indicates the number of tokens presently in the bucket, n to-
kens are consumed when a packet of size n bytes is transmitted.
Packets are only transmitted if there are enough tokens available.

Bucket depth indicates how many tokens a bucket can contain at any
time.

Refresh Period is the time between each refill of tokens, up to the
bucket depth, into the bucket.

In [44, 43, 18] they all sue a token bucket solution to smooth the
traffic, the difference is that they do not smooth the real-time packets,
which is something we want to do. The reason for this is that they
assume that real-time packets are not sent very often, the video stream
is composed by real-time packets, which in this case will be sent very
often. So, in the pure form, one token bucket is not enough for our
needs, since we want packet prioritizing.

2The leaky bucket algorithm is similar, with the difference in that it has a constant
output rate.
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Token Bucket Solution

A way to prioritize the different packets is to use several buckets, and
filter the different packet classes into different buckets. By giving a
guaranteed transmission rate to each of the buckets, some kind of pri-
oritizing occurs. For instance, the video stream class requires a higher
transmission rate than the probe packet class, but it should not starve the
probe packet class.

Figure 4.4 shows the architecture of the traffic shaper when token
buckets are used.

IP packets
Filter
Token Token
Token
bucket bucket bucket
(Probe (Video (Othen)
packets) stream)
v v v
Low rate High rate Remaining
. rate
Network Interface Card (NIC)

Figure 4.4: Architecture using 3 token buckets for traffic shaping

There are three buckets, one for each class of packets, in this ar-
chitecture the video stream is given the highest transmission rate, probe
packets the lowest, and other traffic gets what is remaining.

In our implementation of this method we use a queuing discipline
described in [45] called the Hierarchical Token Bucket (HTB), which is
implemented in the Linux kernel, instead of the normal token buckets
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described above. HTBs allow for borrowing of bandwidth from one
bucket to another, thus, if there is no video stream transmission at the
moment, the other buckets have the possibility of using that, otherwise
wasted, bandwidth.

The problem with this solution is that no actual prioritizing takes
place, thus it does not exactly fulfill our requirement.

Priority Queue Solution

A solution that fulfills our prioritizing requirement is to use a token
bucket to limit the total transmission rate from the node, and then fil-
ter the three packet classes into different priority queues.

Packets from a higher priority are always transmitted before lower
priority packets, with the possibility of starvation. Thus, packets from
lower priority queues are transmitted as "background traffic"” to the higher
priority queues, which is not something we desire.

Figure 4.6 shows the architecture of the traffic shaper when priority
gueues are used instead of token buckets.

In this solution we have 3 priority queues, the probe packets have
the highest priority in order to guarantee that they are transmitted when
they are sent. The video stream has middle priority, and the other pack-
ets has the lowest priority. In this solution the video stream can, and
probably will, starve the lowest priority packet class because it sends a
large amount of data.

Combined Solution

The best solution would be if we could combine the two solutions pre-
sented above, i.e we both prioritize the classes and give guaranteed rates
to them. We want the probe packets to be transmitted without any hin-
drance from other packets, and since they are small this will not have
a sever performance impact on the video stream. Furthermore, we also
want the video stream to have a higher transmission rate than the other
traffic.
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Figure 4.5: Architecture using 3 priority queues for traffic shaping

In this solution we first have two priorities, in order for us to pri-
oritize the probe packets over the video stream and other packets. This
allows the probe packets to be transmitted when the need to, without
disturbance from the video stream or the other traffic. Then the video
stream and other traffic is separated into two different buckets, with a
high transmission rate set for the video stream bucket, and a low rate set
for the other traffic. In this setup the video stream will be on the same
priority as the other traffic and therefore cannot starve it.

Again we measure the round-trip times to see evaluate the perfor-
mance of our architecture. We can see the measured RTT in figures 4.7
and 4.8, for ease of comparison we also included the RTT for standard
wireless Ethernet in the figures. The two figures show the RTT results
for two different payloads, 0.375 and 3.0Mbps respectively.

As we can see, with our architecture the RTT stays fairly constant,
and around 13 microseconds, while for the standard Ethernet it can it
varies all the way up to 3000 — 4000 microseconds.
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Figure 4.6: Architecture using a combination of priority queues and
token buckets for traffic shaping

Clearly, using our architecture we will get a much lover latency than
what standard Ethernet can provide, and thus, a high likelihood of the
timely arrival of the streaming packets at the receiver which is a goal we

set out to accomplish.

We implemented the traffic shaping architecture using features within
the Linux 2.6 kernel, more details are available in Appendix A.
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Figure 4.7: Round-Trip Times using our method compared to standard
wireless Ethernet, 0.375Mbps of payload.

Round-Trip Time

5000 L Our method -~ i

1 it

& ‘ ‘ ‘ ‘ " Standard wireless Ethernet'

u
2
g (\ !
& |
: n |
£ /N |
= 2000 | h \ J

1000 ‘JH \JJ' \r

0
‘ ‘ ‘ ) ‘ ) ‘ ‘ ‘
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

Package #

Figure 4.8: Round-Trip Times using our method compared to standard
wireless Ethernet, 3.0Mbps of payload.
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4.4 Streaming

Streaming of video and audio is the major reason for having an in-home
entertainment system. Video and audio stream will consume most of the
resources of the system, of course there are other data streams, such as
control information, and normal computer usage data, i.e. web brows-
ing, ftp transfers, telnet sessions, and so on, present as well.

For the work presented in this thesis we have focused on the stream-
ing on video.

In our in-home entertainment system we give priority to the video
streams over any other type of data, with the exception of the probe
packets used for bandwidth prediction. We prioritize the transmission
of the video stream packets from the nodes, and if possible we also give
nodes that will stream video a large enough network bandwidth share to
accomplish the streaming. We want to have as good a result as possible
for the video stream.

There are many issues related to streaming that is not the focus of
our work, and we will not discuss it in this thesis, but we will mention
a very important issue. It is the issue of which network communica-
tion protocol to use for streaming? We have looked at both TCP/IP and
UDP/IP as possible options for our streaming applications. Both options
has their share of advantages and disadvantages, an in the table below
we describe them in more detail:

TCP/IP The Transmission Control Protocol (TCP) is a connection ori-
ented protocol, intend to be used over a unreliable network. TCP
provides a reliable end-to-end delivery of packets through the use
of retransmissions of lost packets.

From a streaming point of view this is not suitable, retransmis-
sions will cause longer delays of packets, which also transfers to
delays in the video. Buffering is a method to avoid delays, the
problem is that it is not trivial to determine a suitable size for the
buffer in order to avoid the delays. And, for live video streaming
buffering is not an option, because delays are not tolerated at all.
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TCP video streaming will result in a good picture quality, because
no packets are lost, but retransmissions can result in delays for the
displayed video.

UDP/IP The User Data Protocol (UDP) is a connectionless protocol
that provide a simple datagram delivery with no guarantees of
packet delivery at all. UDP is a simple protocol compared to TCP,
it add a small 8-byte header to a raw IP-datagram.

The advantage of using UDP for streaming is its simplicity, there
is almost no overhead added by the protocol, not adding to any
packet delays. The drawback is that there are no guarantees for a
reliable packet delivery, forcing the applications to be capable of
handling data losses.

UDP video streaming can result in a bad picture quality, because
packets can be lost, but the video will be displayed without any
delay.

The choice of which protocol to use, TCP or UDP, boils down to
a chaise between picture quality and delay. This depends on the type
of video that is streamed, live or a DVD movie, and also on the device
that will display the video. A small handheld device might not have
enough memory to handle the buffering needed when using TCP, so
UDP becomes the only viable choice. End user preference is of course
also important, i.e. do the user prefer a bad picture quality or delays?

The reason we choose to use UDP for our streaming applications, is
because of the cases when we are dealing with live video streams. We
do not want the communication protocol to create delays by retransmit-
ting packets. Furthermore, if TV is broadcasted, it has a TV tableau
with fixed times for when each program i showed, if the communication
protocol delay the program, it will no longer be according to the TV
tableau.

In the following sections we present two different video streaming
applications that we have developed. The exact details of how they differ
is presented in each section of the applications, but what they have in
common is the use of UDP for the streaming.
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4.4.1 Two Streaming Application Architectures

In this section we present two applications that uses the packet schedul-
ing architecture we presented in above. Both applications are aware of
the fact that the network bandwidth is fluctuating, i.e, both applications
adapts the rate of sending data.

The applications are two different variants of a streaming server, i.e
they both stream MPEG-2 video to a receiver. The difference lies in the
sources they have for the MPEG-2 video, the first application streams
the video from file, and the second application streams the video from a
web camera. Thus, both the applications adapts the MPEG-2 stream to
the fluctuating bandwidth in different ways.

Furthermore, we also present a Middleware used for network com-
munication, which we modified to accommodate our plug-in architec-
ture, presented in section 3.4. The Middleware schedule the data trans-
mission using a fixed scheduling algorithm, but our plug-in architecture
now allows us to implement and insert any algorithm we desire.

442 MPEG-2

The Moving Picture Coding Experts Group (MPEG) [50] was estab-
lished in January 1988 with the mandate to develop standards for coded
representation of moving pictures, audio and their combination. It is a
working group of 1SO, the International Organization for Standardiza-
tion.

MPEG is an encoding and compression system for digital multime-
dia content. To understand why video compression is so important, one
has to consider the vast bandwidth required to transmit uncompressed
digital movie. The basic idea is to transform a stream of discrete sam-
ples into a bit-stream of tokens, which takes less space, but is just as
filling to the eye or ear (perceptive coding).

A MPEG-2 video stream consists of picture frames, of which there
are three different types: I-frame, P-frame, and B-frame.

I-frame (Intra coded)I-frames contains a compete picture, very similar
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to a JPEG picture, which can be decoded into a picture without
information from any other frame.

P-frame (Predicted)P-frames needs information from a previous I-frame
when being decoded into a picture.

B-frame (Bi-directional)B-frames needs information from both a pre-
vious frame and a future frame in order to be decoded into a pic-
ture.

Group-Of-Picture (GOP) is a collection of frames of all types of
arbitrary length, the GOP starts with an I-frame and is followed by a
sequence of P- and B-frames.

4.4.3 \Video Stream Server

The first application is a streaming server capable of dynamically switch-
ing between a small number of differently sized versions of the same
MPEG-2 stream, as described in [57]. Synchronization of the streams is
based on Groups Of Pictures (GOP), i.e. a switching between streams
always occurs at a the start of a GOP. The server switches the transmis-
sion between these streams according to the currently available band-
width predicted by our method.

Application Details

For the video streamer, we must prepare different version of a MPEG-
2 video stream before the streaming starts. These different versions of
the video only differ in the bit rate, there is no changes, additions, or
removal of headers.

The number of different streams created and used depends on the
granularity of switching that is wanted. If many streams are used, with
only a small difference in bit rate, a lot of switching will probably occur,
and vice versa.

In our solution we use a small number of different sized versions of
the same stream, we consider bandwidth to also be divided into a small
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set of levels, as described in [57], how bandwidth are mapped into these
bounds are not within the scope of this thesis.

The server parses these streams and sends data in chunks only from
the stream currently selected for transmission to the receiver. At the
same time the server also parses all different versions of the streams on
a GOP by GOP basis.

If there is an indication of enough bandwidth change to warrant a
stream switch, and depending on the predicted bandwidth, the server
needs to determine which stream version to switch too.

Since we switch streams only at GOPs starts, an if, as is the worst
case, the order to switch comes 1 bit after the GOP header has been
transmitted, we have to discard all data until the next GOP start. This
will result in a lot of data, a GOP can be half a second of video, being
lost, which will result in poor picture quality at the receiver.

4.4.4 \Web-cam Server

The second application, developed by Enrico Viero and Daniel Lund-
berg 3, is also a streaming server, but it uses a web camera to capture
pictures, which are then encoded into a video stream with the possibility
to control the stream size by adjusting a quality parameter of the encod-
ing. This encoding is accomplished by the JPEGConverter progrant
The quality parameter is determined based on the bandwidth prediction
we perform. This stream is then transmitted onto the network adapted
so that it fits with the available bandwidth.

JPEG

JPEG is a standardized image compression mechanism [36], and stands
for Joint Photographic Experts Group, after the original name of the
committee that wrote the standard. JPEG is designed for compress-
ing either full-color or gray-scale digital images of "natural”, real-world

3As part of their Master Thesis.
4JPEGConverter was kindly provided by Joe Woelfel and Chia Shen at Mitsubishi
Electric Research Lab (MERL).
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scenes, it does not work very well on non-realistic images, such as car-
toons or line drawings.

JPEG does not handle black-and-white (1-bit-per-pixel) images, nor
does it handle motion picture compression, where MPEG is used in-
stead.

Regular JPEG is "lossy", meaning that the image you get out of
decompression isn’t quite identical to what you originally put in. The
algorithm achieves much of its compression by exploiting known limi-
tations of the human eye, notably the fact that small color details aren’t
perceived as well as small details of light-and-dark.

Application Details

The web camera application works in three steps, first it communicates
with the camera, grabs a image in bitmap format, 24 times per second.
Second, it converts the grabbed bitmap into a JPEG picture, in which we
can tune the size (quality) of the picture using a parameter in the JPEG
encoder, from the Independent JPEG group [31]. The parameter can be
set in a range between 0 to 100, where 100 represents lossless compres-
sion. In the third step, the JPEG picture is converted to an MPEG-2
frame, using the Berkley MPEG encoder [13], frames are then collected
in a buffer, up to a certain data chunk size, which is then sent to the
receiver. The server only creates I-frames, not P- or B-frames, in order
to simplify the whole encoding process.

The JPEG encoding step is necessary in order to dynamically adapt
and change the size of the pictures, which is something the MPEG en-
coder is not capable of.

Depending on the available bandwidth we decide the parameter value
when encoding the next JPEG picture. Again, finding an optimal solu-
tion for the available bandwidth to size parameter match is not within
the scope of this thesis.

The web camera server can be "faster" in its response to bandwidth
change, if the buffer being transmitted is small, say one frame, the "new"
frame, encoded with a different size, will almost immediately be trans-
mitted.
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4.5 Chapter Summary

In this chapter we presented an architecture that provides QoS for video
streaming, using wireless Ethernet, within the in-home entertainment
system. To achieve a better QoS than standard Ethernet we adapt the
transmission rate according to how much bandwidth that currently is
available on the network. Each node within the in-home entertainment
system is assigned a proportional share of the available bandwidth. In
our system the streaming serve gets th highest share of all nodes since
we consider it to be very important that streaming can occur without
problems.

The architecture we propose has the goal of improving these two
QoS parameter, which we define as QoS for the wireless network in this
thesis:

e A more reliable delivery of streaming packets.
e A lower average latency for the streaming packets.

Conceptually we try to answer the following question: can we con-
tinue to transmit at the current rate? The architecture comes up with an
answer to this simple question and takes the appropriate action, depend-
ing on the answer it can lower or continue with, or maybe even increase,
the transmission rate.

In order to answer the gquestion, the architecture performs two tasks.
First, it predicts the future available bandwidth using probe packets to
measure the currently available bandwidth, and the history of previous
predictions. This prediction is performed periodically.

The results of each prediction, a bit/s answer, is then fed into the sec-
ond part, the traffic shaper. The traffic shaper is responsible for changing
the transmission rate of the node, and does so by changing Linux QoS
kernel parameters to set the new maximum allowed rate.

The kernel level adjustment takes place at a very low level, it is
positioned so it can shape all IP packets that will be transmitted from
the node. At this level the granularity of control is very fine, the traffic
shaper works on a bit level.
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The problem is that this is not enough, if the streaming application
continues to stream at a previous level, there is a chance of internal
buffer overflow. Thus, the application must also be aware of bandwidth
fluctuation, and have the possibility to adapt its streaming rate according
to the bandwidth prediction.

We provide to example streaming applications that adapts the trans-
mission rates, according to the available bandwidth prediction, in two
different ways. Both applications stream MPEG-2 video, the first one
switches between different size version of the same stream when or-
dered to change the transmission rate. The other application is a live
video streaming web cam, where the size of the resulting video stream
can be set with a parameter, which is changed when the transmission
rate needs to be adjusted.

Finally, in order to evaluate our architecture we performed a set of
simulations aimed at verifying an increased QoS compared to what the
standard wireless Ethernet can provide.

We have seen that the round-trip times we get when using our ar-
chitecture is basically the same with or without crosstraffic, which is
around 14 microseconds. For the standard Ethernet, the round trip times
varies alot as the crosstraffic increases, with times up to around 4000
microseconds.

This good result is because the crosstraffic is controlled by our traffic
shaper, and adjusted to what is available and to what bandwidth share
the node is assigned.

To overhead for perform the bandwidth prediction, i.e., packet prob-
ing and calculation, is on average around 1.7 milliseconds, which is a
good result considering the code is not optimized at all. And finally,
the overhead for changing the traffic shaper parameters is on average 38
milliseconds.
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Conclusions

In this thesis we have presented various solutions for a in-home enter-
tainment system. Within these type of systems, different consumer elec-
tronic (CE) devices are interconnected using a wireless network. The
idea is that multimedia content could be shared between any device in
a transparent way, i.e., it should be possible to view the DVD movie,
streamed from the DVD player, on any device, such as a handheld PC.

In order to accomplish this, the system needs to adapt to the varying
resource demands in the constrained real-time devices, i.e., the DVD
movie needs to be adapted in order for the pocket PC to display the
video.

In chapter 2, we presented the constrained real-time devices which
we are interested in. Processors comes in a variety of classes, from pow-
erful desktop PC processors to less powerful processors used in hand-
held computers. And operating systems (OS), which run on the proces-
sors and are responsible for managing the life-cycle of the tasks, i.e.,
including the scheduling of tasks.

OSs can be divided into two classes; real-time operating systems
(RTOS) and general-purpose operating systems (GPOS), both with dif-
ferent goals in mind. A RTOS is intended to be used in real-time sys-
tems, where timeliness is as important as correct functionality. GPOSs,
on the other hand, are more focused on providing correct functional-
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ity and a fair share of the processor time to all tasks (threads) running
in the system. Using GPOSs in real-time systems is problematic since
they were not designed with real-time as a goal, typical problems come
from lack of control of all resources and tasks leading to problems with
blocking times, priority inversion, and so on.

The second resource we presented was both wired and wireless Eth-
ernet. Using Ethernet for real-time communication is problematic, since
it was not intended to provide real-time guarantees. Network congestion
is a common problem that occurs if the network is overloaded with traf-
fic. Congestion leads to collisions and re-transmissions, which in turn
leads to more collisions, and so on. In the worst case, congestion leads
to packets drops.

Wireless Ethernet is similar to the wired variant, but, in addition has
the problem of being sensitive to interference. Interference is the phe-
nomenon where the radio signal is disturbed, by itself, physical effects
(walls, movement, ...), and other devices (Microwave owens, Bluetooth
devices, cordless phones, ...). Thus, the reliability is even lower for
wireless- compared to a wired Ethernet.

In chapter 3 we presented two theoretical and one practical solution
for processor scheduling.

We presented a solution for handling soft aperiodic tasks in off-line
scheduled systems. The method allocates processor bandwidth in the
off-line phase of scheduling, which is then supposed to be used by a soft
aperiodic task scheduling server, such as the Total Bandwidth Server.
This allows for a more efficient handling than originally proposed in
slot shifting.

The second theoretical solution deals with overload in a off-line
scheduled distributed system. Overload must be removed without dis-
turbing the execution of the time-triggered tasks which has hard real-
time guarantees. Thus, the method removes the overload by removing
firm aperiodic tasks. The algorithm uses task values to compute the set
of tasks that is most appropriate to remove in order to solve the situation.
Removed tasks can be reinserted later for execution, if there are more
resources available due to execution being less than WCET, or they can
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be migrated to other nodes for possible execution there.

The final solution within processor scheduling deals with a common
real-time operating system problem. Most RTOSs uses a fixed schedul-
ing algorithm, such as fixed priority, which is highly intertwined with
the rest of the OS kernel in order to have efficient overhead. The prob-
lem is that all applications written for that OS must be tailored to the
specific scheduling paradigm, even though it might not be suitable at
all. We propose a way to disentangle the scheduling algorithm from
the rest of the kernel by implementing a plug-in module. The plug-in
module has a Small and simple interface allowing easy implementation
and insertion of any scheduling algorithm. Thus, allowing the OS to be
tailored to the applications and not the opposite.

In chapter 4 we propose an architecture to deal with the unreliability
of the wireless network.

Our bandwidth prediction is based on a well known, and used, method:
packet probing. We use packet pair probing to gather information about
the current state of the network, i.e., the available bandwidth can be de-
rived from the probe packets. This is used in an exponential averaging to
predict the future available bandwidth, including both the result from the
probe packets and the history of previous prediction. The result, which
indicate the future available bandwidth, is used fed into the second part,
the traffic shaper.

our traffic shaper works on the assumption that we have three classes
of traffic; probe packets, video streams, and other traffic. Probe packets
are the two packets we use for the bandwidth prediction, and they need
as low latencies as possible when being transmitted because we want the
measurement to be as fresh as possible. Secondly, the video stream is
the main form of data in the in-home entertainment system. Other traffic
is a collection class for all other kinds of traffic, such as http, ftp, telnet,
and so on.

Probe packets have the highest priority for transmissions, then both
the video stream and other have the same priority. The video stream ant
the other traffic is differentiated by the data transmission rates they are
allowed to use, the video stream gets a high rate, and other traffic gets
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the remainder of what is available.



Appendix A

Implementation Details and
Measurement Results

In this Appendix we present simulation results for the overload schedul-
ing algorithm, implementation details the network packet scheduler, and
the results from the measurements we performed in order to evaluate the
network packet scheduling.

The network packet scheduling is implemented in Linux, and uses
built in kernel QoS features. The measurements we performed for the
network packet scheduling, i.e., bandwidth prediction and traffic shap-
ing, were performed using a wireless network.

A.1 Overload Handling Results

We have implemented the described method, and have run simulations
for various scenarios. The simulated system consists of 8 processing
nodes, connected via a network where all necessary messages can be
sent during one time slot.

Each simulation has a length of 2000 slots. The offline schedules are
created from randomly generated precedence graphs, an offline sched-
uler transforms the precedence graphs to offline schedules. Each node
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has one offline schedule with a load of 0.4 and a length between 300 and
1000 slots.

Worst case computation time for both offline and aperiodic tasks
varies uniformly in the range 1-10. Aperiodic tasks are assigned an
actual execution time uniformly distributed between 0.5 and 1.0 of its
WCET, and relative deadlines varying between 1-3 times WCET.

Arrival times of aperiodic tasks are distributed over the simulation
length, with the restriction that no task have a deadline exceeding the
simulation length. Finally, values of aperiodic tasks vary uniformly in
the range 1-100.

The average node load varies between 0.8 and 3.0, the offline load of
0.4 included. The load parameter is based on WCET, and thus represents
the load as perceived by the overload algorithm. The actual system load
is lower?, since execution time is less than WCET.

A.1.1 Experiment 1: Method Comparison

We have studied the total accumulated value of aperiodic tasks that fin-
ished in time, and the following methods have been compared:

1. The full method presented in the paper (Migration).
2. The overload handling algorithm, without task migration (Local).

3. A basic algorithm that uses the offline schedule, assigning idle
slots to aperiodic tasks based on value density (Offline Valueden-

sity).
4. Same as 3, but aperiodic tasks are ordered by value (Offline Value).

5. Same as 3, but aperiodic tasks are ordered according to EDF (Of-
fline EDF).

6. Same as 3, but aperiodic tasks are serviced in order of arrival.
(Offline FCFS).

1The actual system load varies approximately between 0.7 and 2.35 in the experi-
ments, based on the distribution of actual execution times



A.1 Overload Handling Results 113

Methods 1 and 2 implement the efficiency improvements suggested in
3. Each point in the figures represents some 300 simulations.

In the first part of the experiment, all nodes in the system are sub-
ject to the same amount of load. The result is presented in Figure A.1.
Here, the possibility of task migration does not provide any significant
improvement. Compared to the basic method, the performance of the
proposed method is significantly higher.

The second part of the experiment, shown in Figure A.2, is a sce-
nario of unevenly distributed load. Half of the nodes have no aperiodic
tasks arriving, only offline scheduled tasks. Here, the task migration
algorithm clearly increases the system performance, compared to over-
load handling without migration, because tasks can migrate to nodes
with no aperiodic load.

A.1.2 Experiment 2: Restrictions

The theoretical worst case time complexity of the overload algorithm,
for a ready queue of length n, is O(n?). This experiment shows how
the execution time is affected by system load, and the impact on per-
formance from restricting the algorithm as suggested in 3 to deal with
complexity issues.

The parameter cutoff denotes the maximum length of the ready queue.
Tasks that are inserted at a position greater than cutoff are automatically
rejected, which means that they are placed in the maybe-later queue (if
they just arrived, or if they were in the ready queue during the previous
slot), or not stolen (if they were from a maybe-later queue).

We have measured the total accumulated value of aperiodic tasks
that finished in time (similar to experiment 1) for different cutoff val-
ues. Execution time has been approximated by the number of arith-
metic, comparison and assignment operation performed in the overload
algorithm, including the computation of o-values.

The parameters are the same as in experiment 1, with the load evenly
distributed over the nodes, and using the full method from the paper
(Migration). In Figure A.3, the average number of operations for a sin-
gle call to the overload algorithm is presented. Figure A.4 gives the
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Figure A.3: Average number of operations for different cutoff values.

maximum number of operations performed during a single call to the
overload algorithm. Each point in the figures represents some 300 sim-
ulations. Thus, in figures A.3 and A.4, each point represents over 4
million calls to the overload algorithm (8 nodes, and a simulation length
of 2000).

In practice, the execution time is not as big an issue as the theoret-
ical complexity suggests. None of the 57 million calls to the overload
algorithm made during simulations needed more than 720 operations to
be performed.

This is partly because the ready queue size (which is the parame-
ter used in the complexity analysis) is not proportional to system load.
Also, the worst case assumes that none of the restrictions are trivially
solved by the solution to the previous ones, which is highly unlikely
when the queue is long.

The simulations show that restricting the length of the ready queue
significantly reduces worst case execution time, with only a moderate
performance decrease.
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A.1.3 Algorithm for Computing Overload Amount

Given the deadlines and remaining execution times of the aperiodic
tasks, and the spare capacity (slots not reserved for offline scheduled
tasks) of consecutive intervals, this algorithm computes the overload
amount of each aperiodic task.

Let 71 ... 7, be a sequence of aperiodic tasks sorted by increasing
deadline. Also, assume a sequence of consecutive, non-empty, time in-
tervals, each associated to a number of offline scheduled tasks as defined
by the slot shifting algorithm [27]. The following additional notation is
used in the algorithm.

dl, the deadline of 7,
¢ the remaining execution time of 7,
end, the end time of interval number z
sc the spare capacity of interval number x
oa, Will be assigned the overload amount of 7,



A.1 Overload Handling Results 117

Algorithm

Let ct be the current time, and ci the number of the interval that ct
belongs to. Further, assign oa; := ¢;. If the algorithm is called with
compute-oa(ct, 1, ci, scs; ), then oa contains the overload values for 7
to 7,,, upon termination.

function compute-oa(t, d, 7, ¢)
if d < nthen
if dlg < end; then
tmp = min(c,dlg —t)
0oaq = oag — tmp
if d < nthenoagiq = oaqg + ciy1
compute-oa(dly, d + 1,4, c — tmp)
else
oaq = o0aq — C
compute-oa(end;, d,i + 1, scit1)

Note that the function is tail-recursive and thus can be implemented
with bounded memory, e.g., as a standard imperative loop.

Complexity

Before considering the complexity of the algorithm, we formulate an
invariant, i.e., a proposition that is true every time the function is called.
For this, we define in(x) to be the number of the interval containing the
time x. This allow us to formulate the invariant as i < in(dly).

The correctness of the invariant is proven as follows. For the initial
call to the function, we have i = ¢i < in(dl;) since no task in the
sequence has already violated its deadline. Next, we assume that the
invariant holds for one call, and show that this implies that it must hold
for the next recursive call as well.

If the first branch of the if-then-else statement is selected, ¢ is un-
changed and dis increased by one in the next recursive call. Since
in(dlg) < in(dlgy1), and since @ < in(dl;) by assumption, we have
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i <in(dly+1) so the invariant holds for the next call as well.

If, instead, the else branch is selected, we must have dl; > end;.
Assume further that the invariant does not hold for the next call. Than,
since it holds for the current call, we must have i = in(dl;). This
implies that end; > dl;, which leads to a contradiction and thus proves
that the invariant must hold for the next call.

By induction, we have now shown that the invariant holds each time
the function is called.

Since we have d < n, the invariant implies i < in(dl,). Also, we
know that d and ¢ are never decreased, that one of them is increased in
each recursive call, and that they are initialized to 1 and ci respectively.
This implies that the total number of calls to the function can be no more
than n + m, where m is the number of intervals between the current
time, and the deadline of 7,,. Thus, the worst case time complexity of
the algorithm is in O(n 4+ m).

A.2 Bandwidth Prediction in Linux

We implemented the bandwidth predictor as a user level application run-
ning on Linux. The bandwidth predictor uses UDP to transmit the two
probe packets, i.e., it is a connectionless transmission.

In order to catch the two probe packets on the receiver side, we
use the libpcap [65] library. Libpcap allows us to catch the IP-packets
arriving to the node. A time stamp is taken at the arrival of each of the
probe packets, the difference is calculated, then sent back to the sender
node, using a UDP packet. The time difference between the two probe
packets occurs due to network induced delays, i.e., due to crosstraffic.
By catching the probe IP-packets we avoid UDP protocol overhead in
the time delay (even if it it low). The time difference is used to calculate
the predicted bandwidth, as we described in 4.3, for ease of reference,
we show the equation we use, again:

BWT = L/Ar (Al)
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Where L is the length of the probe packets (in bytes), Ar is the time
difference of the probe packets, and BWT, is the resulting measurement
of the available bandwidth. But, as described in 4.3, this is not enough
for our bandwidth prediction, we also want to include the history of
predictions.

Thus, we use the following formula to calculate the predicted band-
width:

Pk; = OéBWTk; + (1 - Oé)Pk;_l (A2)

BWT _k is the bandwidth measurement we just performed (from
equation A.1, « is a weight, and is a number between 0 — 1, that is used
to determine how much of the current bandwidth measurement, and how
much of the history of predictions we use when calculating the current
prediction, P_k. This result, P_k is used to update the traffic shaper.

A.3 Traffic Shaping in Linux

We implemented our traffic shaper in Linux, using features built into
kernel. Linux has very advanced routing, filtering, and traffic shaping
options, which has been present in various forms since the 2.2 version
of the kernel. These features where intended to be used in various ways,
according to [45]:

e Throttle bandwidth for certain computers.

e Throttle bandwidth to certain computers.

Help to fairly share bandwidth.

Restrict access to computers.

Do routing based on user id, MAC address, source IP address,
port number, type of service, ...

We are interested in the filtering and traffic shaping capabilities of
the Linux kernel.
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A.3.1 Bandwidth Management

To control the way in which data is sent, i.e., bandwidth management,
Linux contains methods called queuing disciplines. It is much more
difficult to control the data being received, so within Linux most queu-
ing disciplines work only for sending data. Each network device has a
queuing discipline attached to it. This makes it possible to simultane-
ously perform different traffic control on different devices.

There are many queuing disciplines (called gdiscs) available in the
kernel, but they can be classified into two types., classless and classfull.

classless qdiscs basically accepts packets, then only reschedules, de-
lays, or drops them. A token bucket is an example of a classless queue,
since it only delays or drops the packets it receives.

The other type is the classful gdiscs, which is useful if different
kinds of traffic should receive different treatment. Within classful gdiscs
packets are "filtered" based on one or several conditions, for example,
source or destination port, source or destination IP address, protocol
type, and so on. Filtering allows packets to be separated, and put into
different qdiscs, which uses different methods for further processing of
packets.

A.3.2 Our Implementation

We use the traffic control (tc) tool [68], in order to set up our traffic
shaping architecture. As presented in 4 we want to prioritize the probe
packets, give the video stream a high transmission rate while not starv-
ing any other traffic. Figure A.5 show the resulting architecture within
the Linux kernel.

Tc is used as a QoS control too within Linux, and it acts as an inter-
face for both setting and changing the traffic shaping parameters within
kernel. For us to set up the traffic shaping architecture we follow the
guidelines on [45].

First we use a priority qdisc in order to prioritize the probe packets.
Then, we add two hierarchical token buckets (HTB) in order to separate
the video stream from the rest of the traffic (called other). Filters (in our
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case filtering on destination ports) are used to control the flow of packets
into the correct gdisc.

IP packets
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Figure A.5: Architecture using a combination of priority queues and
token buckets for traffic shaping

A.4  Network Packet Scheduling Results

In order to evaluate the network packet scheduling architecture we pro-
posed in 4, we need to see how it performs in terms of the network QoS
requirements, which we defined in 4.1, compared to standard wireless
Ethernet. First we present the results of the bandwidth prediction, then

the results for the packet loss, and finally latency results for the video
stream packets.
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For ease of reference we repeat the network QoS requirements we
defined earlier:

e A more reliable delivery of streaming packets.
e A lower average latency for the streaming packets.

First, to measure the reliable delivery of packets we try to stream
packets to simulate a video stream, and count how many of those packets
that manage to reach the receiver during various scenarios. Secondly to
measure the latency experienced by a message we measure the round-
trip time of all the messages that simulate a video stream.

In order to perform the measurements described above we have set
up a Infrastructure wireless network. It is a IEEE 802.11b, 11 Mbit/s
network, all nodes are connected using the Infrastructure method, i.e.,
all packets pass through the access point (AP). The nodes are: one 600
MHz, Pentium 111 laptop (P3-laptop), and a 233 MHz, Pentium Il laptop
(P2-laptop), and one 350 MHz, Pentium Il desktop PC (P2-desktop).
The P3-laptop acts as the streaming server, and the P2-desktop acts as
the receiver of the stream. The P2-laptop is used to generate crosstraffic
in the network, which is sent to the P3-desktop.

To simulate various demands of the video stream, we use four dif-
ferent traffic rates: 0.375, 0.75, 1.5, and 3.0 Mbit/s.

Crosstraffic is generated as a constant stream with four different
rates: 0.5, 1.0, 2.0, and 3.0 Mbit/s.

A.4.1 Bandwidth Prediction

In this section we present the results we get from our bandwidth pre-
diction method. We already know [72] that the average bandwidth we
could expect from a 11 Mbps wireless network, which due to protocol
overhead only is around 3 - 4 Mbps, with possible peaks upto 6 — 7
Mbps.

Furthermore, we are also interested in the prediction results we get
when we use different prediction intervals. The four intervals we test
are: 0.2, 0.5, 1.0, and 2.0 seconds.
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Bandwidth Prediction with an Interval of 0.2s
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Figure A.6: Bandwidth prediction results using a 0.2s interval.

For this experiment we use the P3-laptop and the P2-desktop de-
scribed above, where the P3-laptop acts as the sender and the P2-desktop
as receiver. We perform 5000 predictions, where each one includes
sending two probe packets and calculating the available bandwidth.

The results we get is shown in figures A.6, A.7, A.8, and A.9.

As we see in the figures, the interval does not have a big impact
on the bandwidth prediction result. We can also see that the average
bandwidth which we predict is around 3.5 Mbps, which is as expected.

We also perform experiments on order to evaluate the effect different
« values has on the bandwidth prediction result. The second reason is
the weight factor we use in our bandwidth prediction formula, called «,
which determines how much of the current measurement vs. how much
of the previous predictions we should use for the current prediction. For
these experiments alpha was set to be 0.5, so we look equally at the
current prediction and the history of previous predictions.

For ease of reference, we show the bandwidth prediction formula
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Bandwidth Prediction with an Interval of 0.5s
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Figure A.7: Bandwidth prediction results using a 0.5s interval.
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Figure A.8: Bandwidth prediction results using a 1.0s interval.
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Bandwidth Prediction with an Interval of 2.0s
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Figure A.9: Bandwidth prediction results using a 2.0s interval.

again:
P, =aBWT, + (1 - Oz)Pk_l (A.3)

If o is low, i.e., closer to 0, we will use more of the previous predic-
tions in our calculation which has the result that we react very slowly
to any changes in bandwidth. Thus, the predictions will be quite similar
to the previous prediction, unless the measured bandwidth is extremely
high or low, and therefore it is a more "careful” prediction, i.e., it does
not react extremely to extremely high or low bandwidth measurements.
Thus, since we started from 0 for these experiments, the predictions will
slowly If we, on the other hand, have a high «, the results will give an
even more fluctuating predictions, since we care mostly about the mea-
surements and not the history.

We performed a series of experiments with different « values in
order to determine which value would be the most appropriate to use.
The different o values we measure are: 0.0, 0.25, 0.5, 0.75, and 1.0.
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Figure A.10: Bandwidth prediction results an alpha value of 0.0.
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Figure A.11: Bandwidth prediction results an alpha value of 0.25.
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Bandwidth Prediction with alpha=0.5
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Figure A.12: Bandwidth prediction results an alpha value of 0.5.

Bandwidth Prediction with alpha=0.75
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Figure A.13: Bandwidth prediction results an alpha value of 0.75.
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Bandwidth Prediction with alpha=1.0
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Figure A.14: Bandwidth prediction results an alpha value of 1.0.

As we see int the figures, a = 0 give a static result, which is be-
cause it only looks at the history of predictions and does not consider
any measurement results. As « increase, so does the fluctuations in the
bandwidth prediction, which is because the measurement influences the
prediction. It is difficult to see any big difference between values of 0.5,
0.75, and 1.0. For the rest of the experiments we will use an « of 0.5,
which looks at both the history and current measurement in a fair way.

A.4.2 Round Trip Time

To measure the Round-Trip Time (RTT) we used the ping utility, which
is provided in most operating systems. Ping is a user level application
that was created to measure network performance, such as RTT. It uses
the Internet Control Message Protocol (ICMP) to send its messages, in-
stead of TCP or UDP. ICMP contains a special ECHO_REQUEST mes-
sage that automatically generates a
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ECHO_REQUEST_RESPONSE response from the receiver, which is
how ping measures RTT.

To measure the RTT we send 10000 packets to simulate our video
streaming traffic, i.e., our streaming packets. The RTT packets have the
maximum IP packet size, i.e., 1500 bytes, and are sent with different
periods to simulate different network loads. The size was set to the
maximum because we assume that when streaming the amount of data
is so large that the IP packets will almost always be of the maximum
size. The streaming application will periodically send large chunks of
data which will translate into large IP packets.

The periods varies between 0.0005s, 0.001s, 0.01s, and 0.1s, repre-
senting a traffic rate (payload) of 3 Mbit/s, 1.5 Mbit/s, 0.75 Mbit/s, and
0.375 Mbit/s, respectively.

We also generate crosstraffic at different rate to see the effects on the
RTT. Crosstraffic is generated with a user level application that streams
data at specific rates into the network. We send crosstraffic with the
following traffic rates: no crosstraffic, 0.5 Mbit/s, 1.0 Mbit/s, 2.0 Kbit/s,
and 3.0Kbit/s.

Furthermore, if we combine our method to the experiment, i.e.,
bandwidth prediction and traffic shaping, the cross traffic should only
have a minimal effect on the RTT. The reason is because we limit the
available bandwidth of the crosstraffic generating node to a low value,
20% of what is available. We consider our streaming node to be most
"important” and thus we give it a high bandwidth share, actually 80% of
what is available, even though it might not use all of it.

Figures A.1, A.2, A3, A4, and A.5 shows the RTT for both our
method and standard Ethernet. In the figures we also see the RTT for
streaming rates between 0.375 and 3.0Mbit/s, and with crosstraffic rates
between 0.5Mbit/s and 3.0Mbit/s.

As we can see in all the figures, our architecture adapts the crosstraf-
fic according to the predicted bandwidth and the assigned bandwidth
share of the node, resulting in low RTT compared to standard Ethernet.
Standard Ethernet does not perform this adjustment resulting in RTT
that varies depending on the amount of crosstraffic. Standard Ethernet



130 Chapter A. Implementation Details and Measurement
Results

Round-Trip Time - No crosstraffic

140 ‘ ‘ ‘ | .
rtt-0.375Mbit/s
rtt-0.750Mbit/s -

‘ Tit-1.5Mbit/s -
wor j rtt-3.0Mbit/s

100 |

g |
B 80 i |
8 i
g 1
& i
S H
5 :
s B ; P ‘ |
5 60 3 ‘ |
40 - §
(| \ ] . { |
20 i - ; | ‘; ‘ |
U b fod ] ! A
d“lﬁuw o (bl ‘}{i Jiallo h‘ Lol L
0 ‘ ‘ . L L I I I I
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Package #
Round-Trip Time with Traffic Shaping - No crosstraffic

e ‘ ' T T T T PR
rtt-0.375Mbit/s
rtt-0.750Mbit/s -

rtt-1.5Mbit/s --------
rtt-3.0Mbit/s

100 |

80 - |

%)
°
c
o
o
] 60 |
g
L
=

0 I I I I I I I I I
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

Package #

Table A.1: RTT with our method and standard Ethernet, without any
crosstraffic.
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Round-Trip Time using standard Ethernet - 0.5Mbit/s crosstraffic
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Table A.2: RTT with our method and standard Ethernet, with 0.5 Mbit/s
of crosstraffic.
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Table A.3: RTT with our method and standard Ethernet, with 1.0 Mbit/s
of crosstraffic.
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Round-Trip Time using standard Ethernet - 2.0Mbit/s crosstraffic
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Table A.4: RTT with our method and standard Ethernet, with 2.0 Mbit/s
of crosstraffic.
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Results

Round-Trip Time using standard Ethernet - 3.0Mbit/s crosstraffic
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Table A.5: RTT with our method and standard Ethernet, with 3.0 Mbit/s
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Standard Ethernet | Packet loss
0.375Mbps 13%
0.75Mbps 10%
1.5Mbps 0%
3.0Mbps 0%

Our architecture | Packet loss
0.375Mbps 0%
0.75Mbps 0%
1.5Mbps 0%
3.0Mbps 0%

Table A.6: Packet losses with standard Ethernet and our architecture,
with varying payloads and 3.0Mbps of crosstraffic.

achieves round-trip times up to 30,40, and even 50 milliseconds, which
is not desirable from a streaming point of view.

A.4.3 Packet Loss

When we performed the RTT measurements described above, we also
measured the packet loss ratio, comparing standard Ethernet with our
architecture.

Table A.6 shows the packet losses using our shaper architecture. For
the payloads that are lower than 3.0 Mbps, the packet loss is 0% for both
standard Ethernet and our architecture.

A.4.4 Rate Change Overhead

We also performed measurements to see the overhead introduced in the
various parts of our architecture. First we look at the time it takes to
perform the full bandwidth prediction algorithm, then we measure the
time it takes to update the low level traffic shaper.

We use the same setup as described above, but in this case we only
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Maximum time | 43.9 ms
Minimum time | 15.5 ms
Average time | 17.5ms

Table A.7: Overhead for the packet probing.

transmit between the P3-laptop, and the P2-desktop, acting as sender
and receiver respectively. We use the same setup as described above,
but in this case we only transmit between the P3-laptop, and the P2-
desktop, acting as sender and receiver respectively.

Bandwidth Prediction Overhead

In this experiment we measure the time it takes for a complete band-
width prediction, from sending the probe packets, receiving the packet
delay from the receiver node, to performing the calculation.

We take timestamps before and after the function calls for sending
probe packets and calculating the new bandwidth, and repeatedly run
the experiment. We did not insert any crosstraffic into the network in
order to get times that are as free as possible from any delays caused by
network interference. We performed 10000 measurement.

As we seen in table A.7, it takes about 15 milliseconds to perform
a complete bandwidth prediction, sending the probe packets and receiv-
ing the time difference result and performing the calculation. At a max-
imum, it takes about 43 milliseconds to perform the prediction.

With these numbers we see that there should be no problem with
sampling quite often, and since the code is not optimized we expect the
possibility of improving these numbers with a more efficient code.

Traffic Shaper Overhead

In the second experiment we were interested in finding out the time it
takes to change the setting of the Linux kernel traffic shaper.
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Maximum time | 55.5 ms
Minimum time | 22.8 ms
Average time | 38.9 ms

Table A.8: Overhead for updating the traffic shaping parameters.

In our implementation we call the Linux traffic control (tc) inter-
face using the system() call provided by the kernel, which adds to the
overhead.

When performing this experiment, we don’t send any probe packets.
Instead, we repeatedly call the function that updates the traffic shaper
with the new numbers. We performed 10000 measurements.

As table A.8 show it takes some time to change the traffic shaper at
the low level, limiting the probing intervals we can use. As we see in the
table the maximum time a change of the traffic shaper parameters took
around 55 milliseconds.
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Popularvetenskaplig svensk
sammanfattning

""Adapting to Varying Demands in Resource Constrained Real-Time
Devices"

Inom en nara framtid kommer sa kallade digitala underhallningssys-
tem att bli mer och mer populdra i hemmen. En stor fordel med dessa
system ar att apparaterna, t.ex. TVn, DVDn, digital boxen, och datorn,
kommer att kunna kopplas ihop tradlost, vilket gér det mojligt att slippa
sladdar mellan dem. Detta innebér ocksa att flera apparater (TVn, PCn,
eller mobiltelefonen) kommer att ha mojlighet att spela upp en DVD
film som sitter i DVD spelaren, oavsett vart i huset apparaterna finns.
Det blir till och med méjligt att flytta de mobila apparaterna medans fil-
men spelas upp, t.ex. kan man ga runt i huset samtidigt som man tittar
pa filmen pa en liten handdator eller mobiltelefon. Detta ér inte mojligt
idag eftersom man kopplar en sladd direkt mellan DVD spelaren och
TVn.

De digitala underhallningssytemen maste klara av att hantera bade
ljud (musik) och bild (film) pa ett satt som ar tillfredstallande for den
som anvander systemet, d.v.s, kvaliteten pa ljudet som spelas upp eller
bilden som visas maste vara minst lika bra som den &r idag. Detta kom-
mer att stalla hoga krav pa apparaterna, som maste halla de kvalitetskrav
som ljud (musik) och bildstrommar (film) har.

Tack vare flexibiliteten, d.v.s, méjligheten att ha mobila apparater,
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i dessa system, och kraven pa systemen, uppstar nya problem som inte
funnits innan. T.ex. sa har inte handdatorer eller mobiltelefoner den
tekniska mojligheten att spela upp en DVD film med samma kvalitet
sompaenTV.

Ett annat problem &r den varierande kapaciteten i det tradlosa natver-
ket som knyter samman alla apparater. Pa grund av att natverket ar
valdigt kansligt for storningar (t.ex. fran mikrovagsugnar) sa varierar
kapaciteten for natverket hela tiden, nagot som inte ar fallet nar man har
ett natverk med sladdar.

Detta leder till problem med den tradlosa dverféringen mellan olika
apparater. Eftersom en DVD film kraver en hel del kapacitet fran natver-
ket, och man inte kan vara saker pa vad som finns tillgangligt sa vet man
inte om 6verféringen av filmen kommer att ga bra.

| var forskning presenterar vi tva olika sétt att hantera problemen
med olika apparaters tekniska begransningar och det tradlosa natverkets
varierande kapacitet.

For att hantera problemet med olika apparater och dess varierande
tekniska mojligheter sa har vi tagit fram metoder som mojliggér for oss
att anpassa uppgifterna (t.ex. spela musik eller film) som utfors pa ap-
paraten beroende pa den tekniska kapaciteten de har.

Vi foreslar daven en metod dar vi mater hur mycket kapacitet som
det finns tillgangligt i det tradlosa natverket. Eftersom kapaciteten pa
natverket varierar repeterar vi matningen med jamna mellanrum sa att vi
hela tiden har en aktuell bild av vad som finns tillgangligt. Vi anvander
sedan den informationen for att anpassa det som skall 6verféras (musik
eller film) for att hela tiden gora det béasta majliga av situationen.









