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Abstract. The increasing use of digital patient records in hospital saves time and re-
duces risks of wrong treatments caused by lack of information. Digital patient re-
cords also enable efficient spread and transfer of experience gained from diagnosis 
and treatment of individual patient which is now-a-days mostly manual (speaking 
with colleagues) and rarely aided by computerized system. Most of the content in 
patient records is semi-structured textual information. In this paper, we propose a 
hybrid textual case-based reasoning system promoting experience reuse. This is de-
rived from structured or unstructured patient records, case-based reasoning and simi-
larity measurement based on cosine similarity metric improved by a domain specific 
ontology and the nearest neighbor method. As a result, hospital staffs can learn not 
only new cases but also add comments to existing cases and thus enables prototypi-
cal cases. 

1  Introduction 

Patient records are increasingly stored digitally in a computer readable form. Patient re-
cords can be accessed even from other hospitals in emergency situation. This opens up 
new possibilities for experience reuse. The use of medical cases is established both in 
education and in every day work by medical staff. In the Care-Partner [1] project, it has 
been proven that a multimodal reasoning framework is able to identify relevant cases if 
they are represented in a structured way. A case retrieval framework is described in [12] 
where the authors applied textual CBR approach to acquire and elicit knowledge from 
structured documents. In the legal domain, a textual case-based reasoning (TCBR) system 
[4] using information gain algorithm along with cosine similarity was used for classifica-
tion. For retrieving textual cases, feature vector generalization was used to form structural 
cases [14] where it captures semantic relationships by the way of association. In [9], a 
vector space model-based retrieval system using cosine similarity and manual weighting 
for full text document search in MEDLINE is presented (our system uses a domain spe-
cific ontology instead of manual weighting). In [2], an incident report retrieval system 
combines traditional CBR with Cosine similarity function to find similarities and patterns. 



A modified cosine matching function was used in the electromechanical domain to con-
trast cases in [3] where it showed better performance in retrieval compared to Nearest 
Neighbor. However, the cases may be ill structured [13] or having structures that do not 
match between cases, especially when digitalizing past cases or they may contain termi-
nology that does not in accordance to the clinical standard. 

  To enable similarity matching both on structured and less structured cases containing 
text, we propose the combination of cosine similarity with synonyms and ontology. If 
cases are well structured, the cosine similarity can be used on the structured parts indi-
vidually provided they both have the same structure (some parts may be more important 
than others, e.g. the symptom description may be more important than the treatment sec-
tion in a patient record when looking for a similar patient case). If cases are lacking of 
structures, e.g., older cases, the cosine similarity will still be able to identify relevant 
cases. Since natural language systems at present are unable to fully understand the mean-
ing of the text, textual matching mostly benefits from combining different similarity 
measurements as they often complement each other. If the patient’s record also contains 
traditional features, e.g. age, sex, prescribed medication doses etc, the textual similarity 
and the similarity in features need to be weighted together before the final rank. The cases 
are communicated in an appropriate way to the clinician. By knowing the user’s current 
context (at desktop or in Operation Theater) and the user’s profile (e.g. experience in the 
particular case), the system can interact more efficiently with the user. Cases may also be 
hypothetical, e.g., hypothetical cases containing some missed symptoms and tests which 
results in wrong treatment with severe consequences. In similarity with such “negative” 
cases, it is essential to alert clinical staff.   

2  System Overview 

An illustration of how the system may work in a medical context is given in Fig. 1 where 
the user starts with a new medical record.  Ideally this patient record (case) is given in a 
structured way (structured text) and with explicit features. When hospital staff type in a 
new patient record, the system may immediately start to search for similar cases. If it is a 
common case (e.g. a flue) then the system may not initiate an interaction with the user, but 
if there is a similarity with e.g. a meningitis case that can not be ruled out, the medical 
staff may be alerted. The proposed system should be context aware and interact with the 
user in an appropriate way, i.e., being in an operating theater or in the office may require a 
very different dialogue, indicated by (2) in Fig. 1. The system may also allow the user to 
make more elaborated searches for similar cases based on the patient record and some 
additional information (text and/or features labeled as (1) in Fig. 1). The system facilitates 
the sharing of experience stored both locally and globally by enabling clinical staff to 
comment cases (labeled as (3) in Fig. 1). The system also promotes collaboration by pro-
viding contact details to an expert or colleague that has encountered a patient with similar 
symptoms recently; the system may even inform if the colleague is at work or not.  
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Fig. 1. An overview of the system’s functionality 

To exemplify how the proposed communication system in fig. 1 would behave in a 
real-world application, two scenarios are described in table 1. Each health care environ-
ment such as a department or hospital may contain a local experience sharing system, but 
the system may extend its search in other areas, e.g. collaborating hospitals, public and 
commercial experience libraries etc. Both examples involve advanced search while basic 
search is performed automatically when new patient records are entered into the system. 

Table 1. Example scenarios in health care 

Example1. Disease diagnosis by sharing experi-
ence: 

Example2. Experiences achieved for de-
ciding tests leading to efficient diagnosis: 

A clinician studies a patient’s record and makes a hypothe-
sis on what disease the patient may have. The clinician 
uses the patient record together with the hypothesis as 
seed to the search. The system performs a search locally 
for the similar cases but the local system fails to identify a 
similar and relevant case. The system then launches a 
global request for similar cases. The global search is per-
formed by other experience sharing systems located in the 
collaborating hospitals and a number of similar cases are 
identified and securely transferred to the clinician. The 
clinician then uses the provided information to decide for a 
number of additional tests and also communicates with one 
of the authors of one of the cases using skype. Some 
revision is made for the case and after verification the 
clinician reports this information to the local experience 
sharing system and save it as a new case. 

A clinician makes a hypothesis based on a 
patient’s history and symptoms and suggests a 
set of tests to confirm his diagnosis. But the 
clinical tests do not confirm the hypothesis and 
at the same time both the local and global ex-
perience sharing system failed to find any suit-
able solution. So the clinician suggests another 
set of tests to discover the true cause and this 
additional tests report shows the indication of a 
disease that is not correspond to the initial hy-
pothesis. From this incident the clinician has 
gained new knowledge. The clinician also 
makes a personal reflection to the case antici-
pating that it will save future clinicians from 
making the same initial mistake and spending 
substantial costs on a number of negative tests.  

3  Representation of experiences as cases   

Experience can be represented as a contextualized piece of knowledge in a case. The case 
typically consists of a problem specification and solution where we can store most types 
of data such as textual values (e.g. names, addresses), numeric values (e.g. cost, ages, 



blood pressure) and multimedia features (e.g. photographs, sound, and video). Table 1 
gives a picture of an example case from Parkinson’s disease adapted from [10].  

Table 2. Example of a case in health science  

Case type: Advise alternate medication 
Case name: Parkinson predominant with akinesia and rigidity. 
History: A sixty-five years old male person suffered from Parkinson’s disease for two years predominated with 
akinesia and rigidity. He has minimal asymmetrical tremor and used to take Immediate-Release Sinemet four 
times a day. The patient appears to be a therapeutic responder to L-dopa and he has no definite off time.  
Symptoms: The patient has slight morning akinesia and problem in doing daily activates. But he does not have 
motor fluctuations and has no high dyskinesia.  
Features: The patient is a male and he is 65 years old. He has been taking Sinemet Immediate-Release be-
tween 400 and 600 mg per day at 4 times since last 2 years. 
Action taken: Modified the medications to improve the activities of daily living by adding a half of a tablet of 
25/100 to either two or four of the doses of regular Sinemet. By observing the patient it was found that his daily 
living activities improves using this medication.  Another way of generally helping the activities of daily living 
would be to add a dopamine agonist. 
Requirements and tools: Necessary to have a proper follow up by the clinician and may need hospitalization 
Outcome: The solution is acceptable 
Suggestions and summary: A dopamine agonist probably would be well tolerated since the disease has not 
been present for many.  This would help improve a patient who was maybe sub-optimally treated generally. The 
adding of a dopamine agonist would also bring about the theoretical consideration of neuroprotection.  Since 
this patient is a nonfluctuator, a drug such as Tasmar could be used three times a day. Tasmar in nonfluctua-
tors also reduced the likelihood of developing motor fluctuations as compared to placebo patients.  

 

The experience adding interface allows flexibility in mapping experiences into cases by 
adapting different situations and problems and user can also define their own experience 
structures by themselves.  A problem description can be represented both in textual format 
as well as with a number of features. In this system, users can enter text to describe symp-
toms, diagnosis, cause analysis and history; it has also the option to choose the outcome 
and indicates the success rate and upload files as attachment. The format to represent ex-
periences embeds the same underlying standard structure that is generally used to record 
medical cases and well understood and accepted throughout the users.    

4  Retrieval of similar cases 

A CBR system generally includes the essential steps such as retrieval, reuse, revise, and 
retain. The retrieval step is the first step where the aim is to find the most similar cases 
which have potential to be reused. The procedure of case retrieval begins with identifying 
the most important features and uses them in identifying cases to reuse. For the textual 
cases, the tf-idf (term frequency–inverse document frequency) [6] weighting scheme is 
used in the vector space model [7] together with cosine similarity to determine the simi-
larity between two cases [11]. Additional domain information often improves results, i.e., 
a list of words and their synonyms or dictionaries provides comparable words [8] [5] and 
relationships within the words using class and subclass. Our proposed system uses domain 



specific ontology that represents specific knowledge, i.e., relation between words. The 
different steps in retrieval of similar case(s) in the system are shown in fig 2. 
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Fig. 2. Different steps for case retrieval 

The text tokenizer algorithm decomposes the whole textual information into sentences, 
and then into individual words. A filtering step is required to improve retrieval effective-
ness due to the huge amount of words. The following three steps are used to extract the 
important textual features: 
1. Remove the stop-words and special characters blacklist both from the users’ query and 

patients’ record. 
2. A list of synonyms of the words is used to reduce the number of terms and Porter 

stemming algorithm [7] helps stemming the words that provide the ways of finding 
morphological variants of search term. After calculating the weight for each word, 
these words are represented as terms in a vector space. 

3. Improve the importance assessments for candidate terms before measuring the cosine 
similarity value for the textual information between the stored case and user’s query 
case by using domain specific ontology. 

Different features values along with local weights were used to find similarity between 
the features of stored cases and the features of new case where the Nearest-Neighbor algo-
rithm works perfectly. For presenting a sorted list of results, we aggregate all local simi-
larity values both for a user’s query and stored case, which is described in the following 
section. 

4.1  Term frequency and weighting  

The weighting terms (Wi,j) method calculates the weight of each term or word from the 
stored cases and the inputted user’s query to perform further matching. The general equa-
tion for Wi,j is shown in equation (1). Where, Wi,j is the weight of term Tj in the case Ci, tfi,j 
is the frequency of term Tj in the case Ci and idfj is the inverse case frequency where N is 
the number of cases in the database and dfi is the number of cases where term Tj occurs at 
least once. 
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The new case is processed according to the vector space model and stored in a separate 
table. First, an index of the terms from the case collection is constructed and the frequency 
of the terms (tfi,j) appearing in each case (Ci) and new query case (Q) is counted. Then, the 
case frequency (dfi) from the collection of cases and the inverse case frequency (idfj) are 
calculated and finally, the tfi,j* idfj product gives the weight for each term. 

4.2  Enhanced term vector using the domain specific ontology 

Each word of a case can be treated as a term and it is easy to calculate the weight of each 
term for every case where terms of each case are satisfied with other case by exact match-
ing or by synonym or having a co-occurrence. However, still some words or terms which 
have a complex relationship (for example, the term fluctuation and L-dopa) can be de-
fined by ontology and the weight of those terms can be increased automatically for that 
case using the domain specific ontology defined by the expert. We can enhance the weight 
of the vector terms for each case based on the following conditions: 
Condition-1: If a term Tf in the case is related to a term To in the ontology but the term To 

does not exist in the case, then the term To can be added as a new term with the same 
importance as the weight of the source term i.e. the score of tf-idf. 

Condition-2: If a term Tf in the case is related to a term To in the ontology and also the 
term To exists in the case, then the strength of relationship between the term Tf and To 
can be added to the original weight (i.e. score of tf-idf) of those terms.  

Condition-3: If more than one term in a case are related to a term To in the ontology, then 
those terms of that case will get more importance by adding their relationship strength to 
their original weight (i.e. score of tf-idf). 

Condition-4: If a term Tf in a case is related to more than one term in the ontology then the 
normalized strength of their relationship can be added to the original weight of source 
term Tf. 

An example is shown in fig.3 to show how the ontology helps to improve the weight vec-
tor. 

From Fig. 3, we see that “L-dopa” is a term that appears both in the case text and in on-
tology, and has a relation with the term “fluctuation”. But the term “fluctuation” does not 
exist in the case text, so the term “fluctuation” is important for this case and can be added 
according to condition 1. Again the terms “Parkinson” and “L-dopa” both already exist in 
the case text and have a relation in the ontology, so the value of their strength of relation-
ship for those two terms (“Parkinson” and “L-dopa”) will increase their importance (con-
dition 2). Terms “Parkinson” and “L-dopa” are related to another term “fluctuation” in the 
ontology so the term “fluctuation” will get more importance according to condition 3. 



Condition 4 is the vice versa of condition 3. Thus the terms will get importance assess-
ments depending on the ontology & hence allow an improved similarity measurement.   
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Fig. 3. Increasing the weight of a term using ontology 

4.3  Similarity matching for textual part  

To find the textual similarity between a stored case vector Ci and a new case query vector 
Q we apply cosine similarity function [7] [3] [14] for the textual information. This ratio is 
defined as the cosine of the angle between the vectors, with values between 0 and 1 and 
can be calculated by equation 2. 
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Where 
iCCosθ  is the cosine of the angle between a stored case and a query case which 

is defined as the similarity function Sim(Q, Ci). The dot product is calculated between the 
stored case and the query case by Q.Ci where zero products are ignored; then vector 

lengths are calculated for a stored case and a query case where and  are 
weights calculated through equation 1(zero terms also ignored). 
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4.4  Similarity matching for structured features 

The Nearest-Neighbor (NN) method is a common matching technique in most CBR sys-
tems. The similarity between user’s query case and stored cases are calculated using the 
NN method where the Euclidian distance measurement is used between the numerical 
features. The semantics of similarity for a symbolic feature is usually defined by domain 
experts in the form of a numeric matrix quantifying the degrees of similarity for every pair 
of symbolic values associated with that feature. The general equation of the NN method is 
described in equation 3  
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In equation 3, Similarity (T, S) calculates global similarity for all the structured fea-
tures, T is the query/current case, S is the stored case, Wf is the normalized weight defined 
by each local weight (given by the user) divided by sum of local weights of individual 
features f , n is the number of the features in each case, f is the individual feature from 1 to 
n, and sim is the local similarity function for feature in case T and S.   
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 sim(Tf,Sf) in equation (4) represents local similarity function for numerical features, 
function abs is used to get the absolute values and Max and Min of the features values are 
derived from the whole case base and user query.   

5.  Results 

The result from the system formulates a ranked list of similar cases based on the aggrega-
tion of the local similarity values where all the cases are listed according to percentage 
and 100% means the perfect match. Acceptable similar cases are presented along with 
their outcomes (i.e. acceptable or temporary solution etc.) and success rates from users’ 
feedback. The detail problem, solution and its related parts can be shown according to the 
defined security level in each case author’s profile. For instance, if a matching case is un-
restricted or local, the solution is shown to others. Otherwise the user has to contact the 
owner of the case to get access to the solution. A screen shot for a hybrid advanced search 
for similar experiences is shown in Fig 4.  

The users can enter a textual query and also several features for searching related ex-
periences and the most relevant experiences are presented with a case title, type, descrip-
tion of history and symptoms along with the scores (similarity values). The user is able to 
set several search criteria in the advanced search option, for example, keywords matching, 
synonyms, stemming, ontology etc. The system can also detect spelling errors through the 
word dictionary (WordNet).  

In the result, the system also provides additional interactive options (using 4 different 
symbols below each case) such as, a user can make further matching which means it can 
show the same type of other cases if required, can rate each case, can enable a user to re-
port on the experience after reviewing the selected experience or a user can see others 
comments on the selected experience and at the same time can provide his/her own com-
ments. In the proposed system, the medical staff can provide his/her feedback or com-
ments on that experience(s) and rank it on how much the experience has been matched 



with his/her current experience which could be a valuable information for the future users 
to avoid expensive mistakes due to lack of experiences.  

 

 
 

Fig. 4. List of relevant cases based on an advanced hybrid search   

6.  Summary and conclusions 

Experience sharing and reuse is becoming increasingly beneficial in health care as it ex-
tends the knowledge and capability of clinicians in disease diagnosis and treatments. This 
paper develops a case-based reasoning system capable of representing and handling ex-
periences of clinicians in patient record cases containing both structured and unstructured 
data. The case consists of both explicit features and their corresponding values of either 
symbolic or numerical nature and descriptions of perceived symptoms, feelings of pa-
tients, as well as contextual information usually represented in a natural language. In the 
paper, we propose an approach for enhancing the performance of textual matching and 
retrieval by incorporating domain knowledge with the help of ontology. It has also been 
shown that a mixture of structured and textual data can be manipulated in a united frame-
work with CBR for experience sharing and transfer in health care applications.  



The significance of accommodating textual data in medical CBR research is: 1) it pre-
sents a useful attempt to capture perception-based experiences coming from human obser-
vations and feelings. Unlike measurement-based experiences, human perceptions are usu-
ally expressed in an informal and natural language format, but they are proved important 
for diagnosis as well in addition to objective sensor readings. 2) the work would enable 
better contextual awareness for decision support on diagnosis and treatment plans.  Fre-
quent contextual information is conveyed in relevant notes or reports; hence hybridization 
with textual data enables new possibilities of utilizing contextual awareness in a medical 
CBR system leading to more reliable and effective experience reuse.  
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