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= Motivational example

= APPAMC

" |ntegration

" End-to-End reaction latency analysis
= Optimization

= Case Study

= Conclusion and outlook
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" [ncreasing demands on automotive
computing platforms driven by new
automotive functionalities

= Set of about 80 ECUs in todays cars
will be reduced to about 10 high-
performance units

consisting of sophisticated
heterogeneous accelerators
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= Heterogeneous Hardware
= Different models of computation
= Variety processing-unit specific scheduling strategies

* Heterogeneous functional Domains
= Mixed levels of criticality
= Freedom from interference

= COTS Hardware
" Limited to no capabilities for adjusting hardware
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* Model-based approach for deploying software to heterogeneous
hardware while ensuring end-to-end reaction latency constraints.

= Applicable in early design phases

= Response Time Analysis

= Design Space Exploration using Genetic Algorithm

" |[ndustrial Case Study on an heterogeneous COTS hardware platform
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Motivational Example - Hardware A

Architecture of Jetson TX2 Specification

— s « NVIDIAP |™ Architect
( ARMiland, M Denvereland. Max\ / 6Py GPIOs Maxreq 130k O\ asca renitecture
ARM Cortex A57 ‘EE G P U
ARM Cortex A57 Denver CPU 1 ] cupal  -----
ARM Cortex A57 | core 8 '

DMA

Sl (=T PR + GPU - NVIDIA Pascal™, 256
D$ 32KB + 1$ 48 KB Q ‘ - |;1;Shared Ecopy CU DA Cores

S e U swomes )+ CPU - HMP Dual Denver 2/2

¥ /

MB L2 +Quad ARM® A57/2
i - | MB L2

« Memory - 8 GB 128 bit
LPDDRA4

8GB LPDDR 4 128bits SDRAM
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CANbus_pooling Detection Lane_detection SFM

| I

! TR
Lidar —_ Localization S EKF O Planner S DASM
I A

Legend: CPU GPU CPU or GPU

Lidar =» Localization =» EKF =» Planner = DASM
CAN =» Localization =» EKF =» Planner = DASM

SFM =» Planner = DASM
Lane detection = Planner = DASM
Detection =» Planner = DASM
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e Motivational Example — Self suspension - I

of Application and Living Domains

CPU(Denver/ARM) GPU

Execution
Host to accelerator offloading

. Execution
Suspension

Eng.

Execution
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SW Modeling

Initial model of the
software

‘ |
Partitioning

AMALTHEA

Identification of initial

System
Model

System Modeling

- Hardware
- Constraints

Simulation

Software
Execution

Optimization
- Task distribution
- Memory mapping

AMALTHEA

Trace
Model
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SW Model HW Model

v =] Hardware [HWModel]

V[Q_MN el] v [0 Definitions (7)
v (@ Runnables (1) W AS57 [ProcessingUnitDefinition] |

v @ Lidar_Function [Runnable] M Denver [ProcessingUnitDefinition]
vy Call Graph [CallGraph] W _GPU_def [ProcessingUnitDefinition]
——read Cloud map host [l abellccess] v @8 LPDDR4 [MemoryDefinition]
v |== items -- Ticks [Ticks] oo size: 8 GB [DataSize]
v = Definition Denver -- DiscreteValue Statistics [TicksEntry] LI accessLatency [cycles): DiscreteValue Constant (value: 0) [DiscreteValueConstant]
[iii value: DiscreteValue Statistics [DiscreteValueStatistics] < _Interconnect [ConnectionHandlerDefinition]

a= Definition A57 -- DiscreteValue Statistics [TicksEntry] » e~ CPU_L2 [CacheDefinition]

Z write Cloud_map_host [LabelAccess] » e~ GPU_L2 [CacheDefinition]
= ite <label> [LabelAccess] v [ Domains (4)
v [ Labels (1) [> D A57_Domain [FrequencyDomain] |
v = uoua__m'ap_host [Label] > ) Denver_Domain [FrequencyDomain]
mmsize: 1500 kB [DataSize] > ) GPU_Domain [FrequencyDomain]
v [ Tasks (1) > ) DRAM_eff_Freq [FrequencyDomain]
V oS Ouechead [Tackl v [0 Features (2)
v +(; Call Graph [CallGraph] v {2} CudaCores [HwFeatureCategory]
v izl (Sequence) CallSequence [Group] f-} CudaCores::CudaCoreXSM_128 [HwFeature]
l._é; call <runnable> [RunnableCall] 3 {_} SMs [HwFeatureCategory] B

v JetsonTX2 [HwStructure]

> 3 Modules (2)

> & GPU island [HwStructure]

> % ARM island [HwStructure]

v 3} Denver island [HwStructure]

v [ Modules (3)
> M Core0 [ProcessingUnit]
> #® Corel [ProcessingUnit]
o |2 Denver [Cachel
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Integrated Approach ANORAMA

Case Study
Model

Amalthea
model

Amalthea model is constructed out of
system design information.

Software Hardware

APP4MC is used to implement the real-time

APP4MC analysis and deployment optimization
approach.
Amalthea model is updated with mapping
information.
mapping SW - NSOREDBYTHE
Heterogenous HW Federal Ministry :
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End-to-End Reaction Latency Analysis e

Implicit LET (Logical Execution Time)

DO 000moo.

o
—

= LET communication =» deterministic data propagation points
= |Implicit communication =» shorter end-to-end reaction latency
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= Evaluation of solutions is computationally complex
= Multi-phased optimization strategy

Total Utilization of any core <
1.0

1 1

Worst Case Response Time of
any task < period of that task

l l

End to end reaction latency Minimize the Critical path
(longest data propagation
path)

Utilization

Deadline miss

Federal Ministry
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Optimization — goals T

PANORAMA

= Utilization

= No deadline miss (Worst case response time)

vi; €T, R <P

=  Worst case end to end latency
max(LT¢ (o))

O€ES
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= Allocation target

" The processing unit executing a task.
= Priority

= Higher priority tasks will preempt lower priority tasks
= Accelerator target

" Defines the target which should execute the accelerable content of an
executable

" Time slice
= Amount of time given periodically to execute a task on the accelerator

Federal Ministry
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Optimization — encoding

= Allocation target
= All processing units except accelerators
= Offloadable tasks can also be allocated
= Priority
= Number of priorities is the number of tasks executing

. oY
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T
Genotype

on a core. :
. .. . Allocation Target (P(z;)) P3 2 P4 P p3
= Priorities are unique. T T ,
Priority (7;)
) Accelerator ta rget Accelerator Target (PA(7;)) p5 02 p5 p1 4
= For offloadable tasks only the runnable to be rmesice @ |somelommsliomelgamel . lem
accelerated is offloaded. C N y
Chromosome
= Time slice
= Only valid for an accelerator bound executable.
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vt Case Study — Configuration I
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" GA configuration:
= 500 initial population
* Mutation rate of 5%
= Termination criteria:
" |mplicit communications: 2000 generations of steady fitness values.
= LET: first feasible solution (no deadline miss)
* Hardware configuration
" [ntel Core i5-3570K quad-core CPU @ 3.4 GHz
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LET

 Feasible solution after ~3s
(avg.)

Implicit

 Feasible solution after ~3s
(avg.)

Implicit optimized
 Optimal solution after ~6s

(avg.)
Similar runtime to other

approaches for the same case

study.

run-times [s]
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Case Study — run time
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Implicit
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Case Study — results

. Y

PANORAMA

Task Chain | LET end-to-end | Implicit end-to-end
o1 876 ms 460.9 ms
09 845 ms 436.9 ms
o3 63 ms 59.9 ms
o4 93 ms 83.9 ms
o5 225 ms 176.9 ms
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[ Name [P [# [CF [XNAT] O | J | RF ]
Core 0 (Denver)
Planner | 12 [ = [11.2] 08 | 0 | 0 | 120
Core 1 (Denver)

SFM 33 | H | 278 2.4 0 0 30.2
Detection_Pre 200 | L | 3.2 2.4 0 0 65.9
Detection_Post 200 [ L | 0.9 0.9 108.3 | 11.0 | 151.3

Core 2 (A57)
Lane_detection. | 66 | — [51.0] 69 | 0 | 0 | 589
Core 3 (A57)

DASM 5 H | 1.9 0 0 0 1.9

OS_Overhead 100 | L 50 0 0 0 79.9
Core 4 (A57)

Lidar_ Grabber | 33 [ — [13.7] 120 | 0 [ 0 [ 25.7
Core 5 (A57)

CAN Pooling 10 | H | 0.6 0 0 0 0.6

EKF 15 | M | 4.8 0 0 0 5.4
Localization Pre | 400 | L | 8.9 10.3 0 0 36.0

Localization_Post | 400 | L | 8.7 0 117.1 | 240.1 | 372.0
Name P ) cCt [ X-AT | O J RT
GP10B (1GPU)
Localization | 400 2.8 124.0 0.3 4.1 | 32.0 | 357.3
Detection 200 | 116.5 | 116.0 0.5 2.9 [ 63.0 | 119.3
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Conclusion and Outlook g~
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A combined
= Genetic Algorithm based Design Space Exploration approach

= Response Time Analysis for heterogeneous hardware applying RMS and WRR
scheduling

= Fully integrated into App4MC

Results demonstrate the applicability of our approach for industrial problems with
similar run-times as other approaches while delivering better bounds.

Future work
= Validate Results on real hardware
= Evaluate performance on larger problems
= Consider further blocking factors
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