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Abstract — TTEthernet is a communication platform which 
builds on Ethernet, but extends it to include fault-tolerance and 
real-time mechanisms. The existing TTEthernet technology is 
developed for wired networks.  A natural step for improving and 
extending the current application field is the introduction of a 
mixed wired and wireless network. However, this step requires 
research both about possible adaptation of existing systems as 
well as implementation of new technologies. A central research 
question is the security aspects of real-time sensor networks using 
wired and wireless technologies based on TTEthernet. In this 
paper, we identify and classify the most important aspects to 
consider in order to provide secure communications in such 
safety-critical industrial applications and propose a potential 
solution to address identified issues. 

I. INTRODUCTION1 
Time-Triggered Ethernet (TTEthernet) [1] is a technology 

that allows extending Ethernet so that it can conform to appli-
cations where time-scheduling and predictability are the prime 
issues. To achieve this extension, several message traffic clas-
ses are used: Rate-Constrained (RC), Best-Effort (BE) and 
Time-Triggered (TT) traffic. TTEthernet allows partitioning all 
data into these different categories, all with different traffic 
policies and different temporal characteristics, such that safe 
and predictable communication for mixed-criticality systems 
can be established [1]. For instance, TT messages have the 
highest priority and therefore they are dispatched according to 
a predetermined schedule, and thus this traffic class is suitable 
for time-critical data. One significant TTEthernet feature is that 
it can be used for applications with different time and safety 
requirements. This way critical applications can coexist with 
best effort services without significant interference. Initially, 
TTEthernet was developed as wired system, but as more and 
more diverse application requirements emerge, there is a strong 
market need to make it mixed wireless and wired. 

Wireless sensor networks have a number of evident ad-
vantages such as mobility, weight, size, simplicity and a list of 
others depending on the specific application. Hence, its im-
plementation can increase the applicability area, especially in 
such domains as aerospace, automotive and industrial automa-
tion [2]. However, introducing wireless access also gives rise 
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to new problems. Wireless links can more easily be intercept-
ed and influenced as they open up communication also with 
intruders and eavesdroppers. Consequently, when considering 
a wireless version of TTEthernet for use in safety-critical 
applications with real-time requirements, security becomes a 
prime issue [2, 3]. A revised threat model is needed, the assets 
must be identified, and application specific security objectives 
should be defined. 

When attempting to solve the problem of developing a se-
cure wireless version of TTEthernet, existing standards and 
protocols for wired TTEthernet should first be considered [4]. 
Further, there are a number of wireless standards such as 
WiFi, WirelessHART and ZigBee, all of them with different 
security concepts and techniques. An analysis and comparison 
of these protocol standards can help developing a contempo-
rary security framework that will reflect all necessary wireless 
features. In particular, we need to consider which threats that 
are specific for wireless systems; whether the assets set re-
mains the same; which vulnerabilities that should be taken into 
account; and finally which changes should be introduced into 
the existing architectural concept for TTEthernet networks. 

The main contribution in this paper is a detailed problem 
formulation targeting the development of a new security 
framework for mixed wireless and wired networks based on 
TTEthernet when used in industrial applications. In addition, 
we suggest a potential approach to solve the identified prob-
lems. The challenge that is especially addressed is achieving a 
standardized security framework that conforms to real-time 
demands, i.e. that the security mechanisms do not impact the 
real-time communication functionality, or else the remedy 
would itself become a denial-of-service attack [5]. 

The remainder of the paper is organized as follows. In Sec-
tion II we consider the threat model by specifying the applica-
tion requirements, the assets, the adversary goals and the ad-
versary model. Section III presents an approach for defining 
essential system features that should be considered within 
possible security framework development. Section IV de-
scribes one possible solution namely Internet Protocol Securi-
ty (IPSec), together with its drawbacks and ways of overcom-
ing them. Finally, in Section V we represent our conclusions. 



II. THREAT MODEL 
The threat model should reflect real adversary possibilities 

which are usually connected to the specific application, since 
this directly specifies the adversary goals, i.e., what an intrud-
er targets, together with the assets that needs to be protected. 
Therefore the threat model should also include an adversary 
model. By adversary model we consider the specific features 
of an intruder, which can help understanding the possibilities 
of the intruder and structure ways to characterize the influence 
of an intrusion.   

A. Applications Specification 
We mainly target industrial applications due to their re-

quirements on dependable transmission of real-time data. 
Nowadays sensor networks are widely used in industry for 
controlling, measuring and aggregation of data. For instance, a 
typical application example from process automation is a 
paper machine. To produce paper of required quality the hu-
midity of the process should be measured continuously, as 
deviations from the specified values can lead to quality degra-
dation. As a result real-time requirements are imposed by the 
system, and the humidity characteristic should be transmitted 
timely, reliable and continuously. Due to the speed of the 
paper production process, it is safer to measure humidity with 
wireless sensors rather than using a wired solution as wireless 
sensor can be fitted directly into a fast rotating part of the 
machine, rather than manually measuring using wired sensors.  

B. Adversary Goals 
The next step is setting the adversary goals and based on 

these, try to analyze what consequences it can have if the 
goals are reached and what countermeasures that can be im-
posed. According to [6], the three main adversary goals for 
sensor networks are disruption, eavesdropping and hijacking. 
As follows from the application example mentioned above, 
eavesdropping is not terminal for the considered sensor net-
work. If an intruder can get information from the sensors (e.g. 
a water percentage in a specific type of paper) it can be objec-
tionable as it potentially is a production secret but not fatal. 
On the other hand, if the intruder can change the data from the 
sensors or damage the system it may have terminal conse-
quences. Therefore, eavesdropping can be eliminated from the 
list of adversary goals mentioned above. Consequently, the 
most significant adversary goals are disruption and hijacking 
as their impact on the targeted application is considerable. 

C. Assets 
When considering assets in applications with real-time 

constraints, one of the main assets is clock synchronization. 
Mazrahi provides a good classification of possible treats for 
clock synchronization in [7]: interception and modification; 
spoofing; replay; rogue master; interception and removal; 
delay manipulation; denial of service (DoS) attacks for OSI 
model layers 2 and 3; cryptographic performance; time source 
spoofing. This classification is very general and can be used 
regardless of if we consider a wired, wireless or mixed system. 
The specific set of tools needed to protect the asset clock syn-
chronization depends on the system structure. 

D. Adversary Model 
In general, all adversary aspects mentioned in [8] are of 

importance for wireless TTEthernet applications. In particular, 
the most important adversary features in this context are: 
whether or not it is passive or active, static or adaptive, an 
insider or an outsider, the adversary mobility, communication 
capabilities and computational power. 

A passive adversary is a prerequisite for an active one as at 
first, the adversary passively collects data and then, based on 
its analysis, starts to actively influence. If the adversary is an 
outsider, the goal is more connected to system disruption, as it 
is easier to suppress the channel or cause interference rather 
than to hijack the whole system. If the adversary is an adaptive 
one and can change its behavior depending on network re-
sponse, it is more dangerous for the system functionality. 
Communication capabilities reflect whether the adversary acts 
through the network protocols or through the wireless channel 
or both. Possible adversary computational power depends on 
the specific application and the value of its assets. The higher 
the potential gain of interfering or hijacking a system, the 
more likely it is that the adversary invests in more 
computational power. 

III. APPROACH 
After defining the threat model we can propose an ap-

proach that includes a list of security objectives. By security 
objectives, we consider system features that should be im-
posed and according to which we can choose a protocol that 
can cover all, or almost all, requirements needed. Therefore 
we need to analyze the assets, i.e., the things we want to pro-
tect. We should identify in which way an adversary can gain 
possession of or control over the assets such that we can iden-
tify the objective of the security mechanisms that are intro-
duced. The set of security objectives that should be introduced 
depends on the application (e.g. military or personal data). 
Initially, we consider all objectives mentioned in [8] and [9] 
and thereafter, we remove the ones that are not directly appli-
cable for process automation applications. 

Confidentiality. Generally this security objective refers to 
that the adversary must not know information from the sen-
sors. However, according the identified adversary goals, con-
fidentiality is not strictly required for considered application, 
as the level of paper humidity data is no secret, but rather a 
well-known fact used as a feedback to control the process.  

Integrity. This notion is connected with the following 
questions: has the data been corrupted; can we trust this 
source? Integrity is a prime issue for the asset clock synchro-
nization in applications with real-time constrains.  

Authentication. By this we consider that we must know 
from whom (which network node) we get this information. 
Consequently, authentication is also a key point for the clock 
synchronization asset.  

Availability. Mainly this objective refers to the fact that the 
service provided must be available, i.e., in our case, the paper 
making process must function all hours of the day since paper 
machines are too expensive to stand still. When considering 
our safety-critical application, availability is possibly the most 
important objective. 



Anonymity. This notion usually is understood as the possi-
bility to use a network without being identified or having 
private data shared without consent. As we consider sensor 
networks in process automation, this is not the most important 
security objective. 

Auditability. System behavior reconstruction which is as-
sured by auditability can help to enhance reliability if it is 
made adaptive, but if we are talking about safety-critical ap-
plications, it is not a prime issue as such systems should be as 
reliable as possible already from the beginning. Note that a 
sensor network used for controlling a paper machine can be 
considered safety-critical from the money loss point of view. 

Nonrepudiability. This objectivity is about liability and has 
more legal than safety consequences, and therefore it is not a 
prime issue for the targeted application. 

Third-party protection. This is about preventing damage 
done to third parties and it also more connected with reputa-
tion and legal consequences and therefore out of scope here. 

Conformance. The network should work in accordance to 
the protocol. Just as with availability, this is one of the most 
important objectives for safety-critical applications. 

After analyzing the security objectives mentioned above 
we can conclude that the ones that are most important for our 
considered applications are conformance, availability, integri-
ty and authentication. Based on the list of identified objec-
tives, we determine suitable techniques and approaches that 
can be used as a basis for the security framework. It is reason-
able to first analyze existing protocols and techniques, to es-
tablish whether or not they can be of use for the identified set 
of targets above.  

Two additional points also should be considered. Firstly, 
since TTEthernet is entirely compatible with Ethernet, we 
should evaluate protocols that can provide secure communica-
tions based on the Internet Protocol (IP). Secondly, we should 
look at the security analysis of wired TTEthernet [4], made by 
Steiner. The article provides some drawbacks and points to 
pay attention to in existing wired TTEthernet solution and also 
offers possible candidates for future developing. As shown in 
[4], systems based on TTEthernet can be vulnerable to internal 
attacks (e.g. replay attack). As possible security extensions 
replay protection, messages authentication and frame encryp-
tion are suggested. 

IV. POTENTIAL SOLUTION: IPSEC 
A possible candidate for the security framework of wire-

less TTEthernet is IPSec. IPSec [10] is a set of protocols 
which can provide the following types of protection: user data 
encryption, replay attack protection, and message integrity 
authentication. Devices in an IPSec network jointly decide 
which technique is needed according to their individual re-
quirement specification.  

The two main protocols that are used in IPSec are Authen-
tication Header (AH) and Encapsulating Security Payload 
(ESP). The first one provides message integrity, data origin 
authentication and protection against replay attacks. The se-
cond one allows encrypting the whole datagram, using a set of 

encryption and authentication algorithms. Also one of the key 
points for IPSec is Internet Key Exchange (IKE). Mainly this 
is a combination of three protocol functions Internet Security 
Association (SA) and Key Management Protocol (ISAKMP) – 
a key exchange method; Secure Key Exchange Mechanism for 
Internet (SKEME) which provides public key encryption; and 
OAKLEY which contains specific key exchanging mecha-
nisms for different key exchange modes. It is important to 
understand how IKE works, as the security objectives men-
tioned above only can be achieved only when this protocol is 
applied correctly. 

All in all, IPSec provides a wide range of mechanisms for 
security which all depend on the specific combination of 
modes, IP versions and protocols. It complies with several of 
the above listed security objectivities. However, it also has 
several evident drawbacks. Firstly, IPSec is initially oriented 
towards point-to-point connections, so if used it in broadcast 
scenarios, adjustments are needed. Secondly, IPSec was not 
initially developed for application with real-time requirements. 
As these two problems appear as the two main showstoppers 
for relying only on IPSec as security protocol for mixed wire-
less and wired TTEthernet, the paper considers some sugges-
tions on how to overcome them. 

A. Solutions for Multicast 
There exists some solutions for adapting IPSec to multicast 

mode, e.g., the Generic Route Encapsulation (GRE) protocol 
developed by Cisco. GRE is a tunneling protocol, which al-
lows encapsulating protocols inside virtual point-to-point links 
over IP based internetworks using IPSec. Encapsulation in 
GRE can be performed on an arbitrary level, it is very general 
and allows a system that needs to transfer a packet to first 
encapsulate it in a GRE packet and next, this packet can again 
be encapsulated in yet another protocol and transferred 
through the GRE tunnel. 

Another possible solution, also developed by Cisco, is 
called Dynamic Multipoint IPSec VPN (DMVPN), which can 
be described as a multipoint GRE (mGRE) together with the 
Next Hop Resolution Protocol (NHRP). NHRP is a protocol 
that dynamically can maps non-broadcast multi-access net-
works. Basically NHRP allows two functions, the first one is 
the possibility to allow a Next Hop Client dynamically regis-
tered with a Next Hop Server and the second one is the possi-
bility for one client to dynamically find the mapping between 
the logical VPN IP and the physical IP of another client within 
the same network. Therefore when DMVPN is applied, IPSec 
is used as an encryption function, GRE or mGRE is used for 
setting up a tunnel and finally NHRP dynamically addresses 
different problems that may arise.  

The techniques mentioned above can all be used for solv-
ing the IPSec multicast problem. 

B. Solutions for Real-Time 
When applying IPSec to TTEthernet, there are two main 

features that lead to problems with real-time requirements 
[11]. The first one is the increased packet size required by the 
additional IPSec headers and the second one is the time or 



complexity that must be spent on data encryption and decryp-
tion. There are several research results that show how the 
implementation of IPSec can affect the quality of service 
(QoS) characteristics of the systems [12], [13]. However, there 
are also several approaches available that can improve its QoS 
performance. IPSec performance can, for example, be im-
proved by introducing the Multi-Layer IPSec (MLIPSec) 
protocol [14], which allows intermediate devices to decrypt 
parts of datagrams in order to speed up the routing process. 
However the possibility to use this method depends on the 
network size as well as its configuration and thus in some 
cases this approach is inapplicable. Furthermore MLIPSec is 
only suitable for static environments. Another approach, de-
veloped by Choi [15], is Mobile Multi-Layered IPSec (MML-
IPSec). This approach includes an efficient key distribution 
protocol and also two mobile protocols. This technique is 
developed specifically for wireless communication and offers 
a dynamic version of MML-IPSec that allows varying security 
levels depending on data significance. The key distribution 
protocol includes mobility support, in the form of two proto-
cols: Proactive Key Distribution (PKD) protocol and Dynamic 
Key Migration (DKM) protocol. The first one pre-establishes 
the SA with the current foreign agent and its neighbors, 
whereas the second one helps the SA to migrate between for-
eign agents while its user is moving. 

It is important to note that increased packet size and in-
creased delay due to encryption are features that mainly affect 
the delay in a predictable manner, which can be taken into 
account by the real-time scheduler. However, a fully loaded 
schedule may include task sets that are no longer schedulable 
if each packet requires more time to transmit and process. 
Alternatively, the overhead implied by IPSec may require 
longer time slots in a time-triggered setting which increases 
the overall superframe length. To determine if IPSec com-
pletely fulfills the real-time requirements of an existing sensor 
network, the network load should be estimated, which again 
will make its usefulness highly application specific. Also it is 
obvious that it is not enough to find a solution to each isolated 
problem, but also the combination of different protocols must 
be considered. 

V. CONCLUSIONS AND FUTURE WORK 
In this paper, we have defined important aspects to consid-

er when developing a security framework targeting applica-
tions based on wireless TTEthernet. As many of the solutions 
are rather application specific, we used process automation as 
a possible use case due to its inherent real-time requirements, 
the market drive to introduce wireless access technologies in 
industry and the need to be compliant with existing wired 
time-triggered networks. Based on this field of applications, 
we identified adversary goals, adversary models and system 
assets. In addition, we outlined an approach on how to address 
the identified issues, which includes a list of security objec-
tives. Finally, IPSec was investigated as a possible solution, its 
drawbacks were listed and also different ways to overcome 
these drawbacks were proposed. 

 

 

 

In future work we will further investigate how IPSec can 
be used for the security framework of wireless TTEthernet and 
how we can adapt and develop this protocol in accordance 
with the proposed techniques for real-time and multicast re-
quirements. 
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