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Abstract—Programmable logic controllers are widely used for
the control of automation systems. The standard IEC 61131-3
defines the execution model as well as the programming languages
for such systems. Nowadays, actuators and sensors connect to
the programmable logic controller via automation buses. While
such buses, as well as the sensors and actuators, become more
and more powerful, a shift away from the current distributed
operation of automation systems, close to the field level, becomes
possible. Instead, execution of complex control functions can be
relocated to more powerful hardware, and technologies. This
paper presents an execution framework for IEC 61131-3, based on
a many-core processors. The presented execution model exploits
the characteristics of the IEC 61131-3 applications as well as the
characteristics of the many-core processor, yielding a predictable
execution. We present the platform architecture and an algorithm
to allocate a number of IEC 61131-3 conform applications.
Experimental as well as simulation based evaluation is provided.

I. INTRODUCTION

Automation systems are constantly gaining in complexity,
while at the same time they must be able to quickly adapt
to marked changes. This is especially important for smaller
industries, where flexibility and adaptability is crucial in order
to stay competitive.

Communication mechanisms are one of the backbones of
automation systems. Traditionally, bus based systems domi-
nated the automation industry. However, more powerful and
flexible automation networks appear and allow the connection
of thousands of actors and sensors to the same network, while
still obtaining the required timing performance. An example of
such a bus technology is the Ethernet based PROFINET [1],
an overview of several other industrial Ethernet variants is
provided in [2]. Those changes in the communication tech-
nologies open the possibility of computation further away
from the field level, compared to how it is done in today’s
automation systems. On the other hand, many sensors and
actuators have become intelligent, already today. This means,
they are equipped with small microcontrollers, allowing them
to do basic data processing inside the sensor, and they are able
to connect directly to the new bus technologies.

Both trends, the increased flexibility of automation sys-
tems, and the increased capabilities of sensors and actuators
paired with more capable bus systems, pave the way for
cloud-based solutions in an industrial automation environment.
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Several solutions on different levels of an automation process
are already proposed [3]. Having basic data processing done at
the lowest level, e.g. directly at the sensor, and a connection
to capable networks, allows the reallocation of applications,
such as control loops, away from the field level into so called
compute pools. Such compute pools are decentralized with
enough compute power for a large number of applications,
while providing the required flexibility to quickly adapt to
changes of the applications requirements. This has several ben-
efits. On the one side, the shop floor level gets more flexible.
Changing control applications becomes merely a problem of
reconfiguration in the compute pool. Costs will decrease as
well, the Programmable Logic Controller (PLC) is migrated
to the compute pool, i.e. the need for physical PLCs will be
decreased. This is already visible in the trend of so called Soft
PLCs [4], where PLC systems are executed as applications
within a legacy OS. Maintenance costs will be decreased as
well. However, moving computations away from the process
must be done with caution. If the compute pool is situated off
site, the existing infrastructure of the network provider is used
to connect to the compute pool. Delays on such networks, and
thus the delays imposed on the control loops, are in general
unpredictable. One alternative is the use of on premise compute
pools, where knowledge about the network and its performance
can be used to bound these delays.

In order to pave the way for cloud based solutions which
satisfy the requirements of the automation domain, current
trends in hardware architecture are exploited. Having a steady
increase in the number of cores, implemented on one processor,
allows for new techniques in order to consolidate applications.
Additionally, such many-core processors come with low energy
consumption and a massive amount of computational power [5]
compared to single core solutions.

As main contribution of this paper, we present an execution
framework for IEC 61131-3. This framework is based on a
many-core platform, allowing the consolidation of legacy IEC
61131-3 applications. Additionally we present an algorithm to
map a set of IEC 61131-3 applications to such a platform.

The remainder of the paper is organized as follows. In
Section II we present related work. Section III presents the
background and system model. In Section IV, the proposed
execution model and framework are introduced, followed by
an algorithm to allocate multiple IEC 61131-3 applications
on such a platform. Finally, we present the evaluation of the
proposed framework in Section V, followed by concluding
remarks in Section VI.



II. RELATED WORK

Several works address the IEC 61131-3 standard. Beremiz,
as an academic project, offers full capabilities to design and
compile IEC 61131-3 conform applications to several hardware
platforms [6], [7]. As multi-core processors become more
common, their usage in the context of industrial automation
is addressed as well. Recent efforts focus on the parallel
execution of function blocks of one network, in order to
minimize the finishing time of the application [8], [9], [10],
[11]. This allows for shorter scan cycle times and therefore
better control. In contrast, [12] and the framework presented
in this paper linearize applications where the focus lies on
consolidation of multiple legacy applications on the same PLC.
The objectives are therefore orthogonal.

On the hardware side, the increasing demand for compu-
tational power leads to an architecture shift. A slow trend
away from multi-core processors towards many-core proces-
sors is visible. Many-core processors have a large number of
simple cores implemented on one die. This allows for tighter
analysis [5] compared to today’s complex multi-core proces-
sors [13]. In [14] the authors propose an operating system
designed for such many-core processors. In their approach
the cores are exclusively reserved for one service. This is
viable, because future processors are expected to accommodate
thousands of cores. Kalray’s MPPA processor for example is
expected to implement up to 1024 compute cores with its next
generation [15].

ITI. BACKGROUND AND SYSTEM MODEL

In this section we first discuss the basic concepts of
automation applications following the IEC 61131-3 standard.
Additionally we describe the hardware platform which will be
used to base our execution framework on.

A. IEC 61131-3

As an effort to provide one common basis to program
industrial control systems, the International Electrotechnical
Commission defined the standard IEC 61131-3 [16]. This
standard defines four programming languages for the Pro-
grammable Logic Controller (PLC). In this paper, without loss
of generality, we focus on the Function Block Diagram (FBD),
as one of the four languages defined by the standard.

When using FBDs, different forms of program organization
units can be used to define the program. Functions provide
rudimentary functionality. They have no internal state and thus
always yield the same output values for the same input values.
Function blocks on the other hand are more complex. They
can contain more elaborate functionality and have internal
states. Both, functions and function blocks, have well defined
interfaces and hidden internals. While this behavior is in line
with the principles of component based software engineering
other structural elements in IEC 61131-3 (global variables,
direct addressed variables, access paths, etc.) introduce hidden
interfaces, hindering a fully component based usage. Siinder
identifies such hidden interfaces in [17].

Programs written using FBDs are networks of functions
and function blocks, as shown in Fig. la. For execution, they
are mapped to tasks of the operating system. Here, they are
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Fig. 1: FBD network and the representative execution schedule.

periodically or event triggered executed based on the read-
execute-write semantic. Execution based on this paradigm is
depicted in Fig. 1b. All input values are read to local memory
at the beginning of the cycle, and all output values are written
back at the end of the cycle. During the execution phase, only
the local copies of the data are used. This execution model
has several advantages. Data communication is only needed
during the defined phases. Also, the jitter, experienced by
the actuators, is reduced, allowing for a higher quality of the
control loops.

The standard further defines a complete software model,
where a configuration can be seen as highest level of abstrac-
tion, encapsulating all software needed to solve the designated
task. A detailed definition of the software model and its
individual parts can be found in the standard [16].

In this work, C represent one IEC 61131-3 configuration,
and O represents one FBD network as depict in Fig. 1a. As one
configuration usually consists of multiple FBD networks, C'is
represented by a set {©1,0,...,0,}, where n is the number
of FBD networks. Each FBD network © is represented by the
tuple © = {6, T'}. T represents the period, or scan cycle time,
of the graph. ¢ is a directed graph § = (F, &). F represents the
set of m functions or function blocks F = {f1, fa,..., fm}
composing the application. Each function f;, has a weight wy,
which is equal to its Worst Case Execution Time (WCET).
The edges &£ represent the set of data dependencies in the
network. One edge e; ; € & represents a data dependency
between f; and f;, where f; is writing and f; is reading
the data. An edge weight of w,, states the size of the data
communicated each cycle. Each edge is further associated with
a name, representing the data variables involved. Having the
read-execute-write semantic, we add one node at the beginning
of the graph and one node at the end of the graph, both of
weight 0. All input variables which need to be read during
the read phase are represented as edges from the input node
to the respective nodes. All output variables of the application
are represented by edges ending in the end node.

B. Hardware model

In this section we present the design of the compute
node, used to execute the workload. The basic design can be
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seen in Fig. 2. It consist of two parts, this is in line with
available architectures (see for example [18]). The network
part, consisting of a powerful multi-core processor, is used to
receive and transmit the sensor and actor data over the network.
This part is also responsible to write and read data into the
shared memory, where it can be accessed from the many-core
based compute part. It thus can be seen as an abstraction layer
between the data aggregation over the respective network and
the execution of the IEC 61131-3 configurations. The compute
part consists of a many-core processor, and it is responsible for
the execution of the IEC 61131-3 configurations. It consists of
a 2 dimensional mesh-based Network-on-Chip (NoC) of size
Ix1 and a set of [ x [ compute cores N’ = {Ny, No, ..., Njx; }.
Each core, together with local memory, is connected to one of
the NoC routers. Note, that the core local memory is usually
magnitudes smaller than the off-chip memory but access to oft-
chip memory must nevertheless be handled with great caution
since the induced delays are significant. We limit ourselves
therefore to only use this core-local memory for code and data
placement.

As shown in Fig. 2, the network part consist of multiple
elements. As its main purpose is to abstract the data com-
munication away from the compute part, it contains one or
possibly multiple network drivers. A software layer, called
communication manager, is used to handle the different com-
munication forms. This communication can be platform local
(a) or targeting an element reachable over one of the available
networks (b). The communication manager is responsible to
provide this abstraction. From an application point of view
there is no difference between on-platform or platform to
platform communication, since data always needs to be written
into the shared memory from where it is picked up by the
communication manager.

IV. EXECUTION MODEL OF THE COMPUTE NODE, AND
MAPPING OF FUNCTION BLOCK NETWORKS TO CORES

This section describes the execution model of the compute
node. Precisely the execution of IEC 61131-3 configurations on
the many-core based part of the node, followed by a heuristic
algorithm to allocate applications to the cores.

A. Dividing the platform in SCT-Cores

Since our approach solely targets IEC 61131-3, we can
exploit several characteristics of such applications. (i) One
configuration consists of a large number of moderate sized
FBD networks. (ii) The execution time of one function block is

small and usually in the range of us. (iii) While the Scan Cycle
Time (SCT) of a network can be an arbitrary time, the number
of different scan cycle times in real industrial applications is
usually small (i.e., one SCT for fast control loops, normal
control loops, and housekeeping functionality).

Based on those observations and the fact that we want
to consolidate legacy applications, preserving their execution
behavior rather than reducing their SCTs, we can conclude
that parallel execution of function blocks of the same network
is not beneficial for our approach. Thus, reducing the end-
to-end delays of one application network is not subject of
optimization. Having in mind the relatively small size of such
networks, the gain in parallelization will diminish and at the
same time produce greater complexity for the mapping of
function blocks to cores, for the communication on the NoC,
but also for the execution of said networks. Thus, application
networks are mapped as a whole.

Since solely the IEC 61131-3 configurations are executed
on the many-core platform all interrupts and overhead related
to the network is handled by the network part of the node
and thus on a different processor. Therefore, most demands
on the operating system are on the network side and a small
embedded operating system on each of the compute cores
is sufficient. Employing fixed priority scheduling [19], as
standard in industry, we have lower schedulability bounds than
for example earliest deadline first scheduling [19]. However,
exploiting the first and third observation and the given hard-
ware characteristics, i.e. the large number of compute cores on
the many-core platform, we can use cores to execute function
blocks of one scan cycle time only. Having relatively many,
but small, application networks, allows us to allocate these
independent elements on any core of same scan cycle time.

From a scheduling point of view, this is beneficial, since
it leads to simpler systems with possible utilization of up to
100%. The schedulability condition for a core ¢ with scan cycle
time SCT; can be formulated by Inequation 1. A core can
schedule all its FBD networks, as long as the time taken for
reading and writing all global variables plus the execution of
all function blocks is less or equal to the scan cycle time.

SOTz S TRead + TErecute + TWrite (1)

B. Heuristic algorithm to allocate FBD networks to compute
cores

Based on the execution model described in the previous
section, we now propose an algorithm to distribute a set of
IEC 61131-3 configurations @ = {C1,Cs,...,Cy} to the
cores of a compute node. The input for the mapping algorithm
is a set of k£ compute cores and a set of FBD networks
A ={61,0,,...,0,}. A contains all FBD networks © of
all configurations C; € €). As discussed before, FBD networks
are always executed on the same core. Thus, as a first step
for the mapping algorithm, we transform a FBD network ©
into its serialized version . A serialized FBD network 6 can
then be described by the tuple {C, T, Einput; Eoutput }» Where
C represents the WCET of the serialized network and T
represents its scan cycle time. Since exchange of parameters on
the same core is fast compared to core-to-core communication,
we neglect those overheads and we therefore only build the sets
Einput and Eoytpyt, in order to represent the global variables



which are read or written during one scan cycle. C; can be
computed in a simple way: C; = vak cF, W

As discussed before, one scan cycle of an application
network consists of three parts (see Fig. 1b). Having only
application networks of the same scan cycle time on one
core allows us to group the respective parts of all application
networks on the core. The utilization of a core i € [1, k] can
then be computed by: U; = TR“d"iJrTEg"g‘T‘_”+TW”‘“’i, where
SCT; is the scan cycle time of the core. TRead,i describes
the time taken to read all variables from the shared memory.
TEzecute,; describes the total execution time of all functions
and function blocks, and Ty, ; represents the time taken to
write all variables to the shared memory. Equation 2 shows
the detailed calculations for the different parts.

- D veper, (Wey - @) + 2 vg ey, Ci + Zvegewi (we, - B)
B SCT;
2

R; contains all global variables which are read by any
of the FBD networks mapped to the core N;. Similar, W,
contains all global variables which are written by any of the
FBD networks mapped to the core NV;. Since the weight of
the edges in R, and W; represent the size of the data, we
multiply them by a parameter o and [ respectively. Those
factors represent the time it takes to read/write one data unit
from/to the shared memory. Note that multi-core processors
often implement different networks for read and write access
and they commonly execute at different frequencies. Since, at
this time, we do not know the traffic patterns of the cores
connected to the NoC, we can not compute exact worst case
delays of the messages used to access the shared memory. «
and 3 are therefore used to give sufficient approximations.

Ui

Having serialized FBD networks reduces the complexity
of the problem. The allocation algorithm now only needs to
allocate the serialized blocks to the cores. Several requirements
need to be considered. (i) The first FBD network mapped
to a core dictates the scan cycle time of the core. Le., all
consecutive FBD networks mapped to that core must have the
same scan cycle time. (ii) The mapping algorithm should use
as few cores as possible. This will leave more space for FBD
networks added afterwards. (iii) Additionally to the execution
of function blocks on the cores, the cores need to read and
write the input and output values once each scan cycle time.
This time needs to be considered during the mapping as well.
(iv) Memory requirements of the global variables required
by the FBD networks, which are mapped to a core, need
to be taken into account. The size of the shared memory is
magnitudes larger and allows for allocating data equivalent to
all local memory of the compute cores. Thus, while mapping,
only the core local memory is taken into account.

Allocating tasks on many-core processors is a complex
problem itself. It is possible to reduce the bin-packing problem
to the problem at hand and thus, the problem is N"P-hard [20].
Heuristic algorithms are therefore used to find solutions for
such problems. Having the second requirement, we base our
algorithm on the First Fit Decreasing (FFD) algorithm, because
it utilizes a low number of cores. Since we do not assign
FBD networks of different scan cycle time to the same core,
we can split the assignment algorithm in two parts. The first
part, presented in Alg. 1, receives a set of FBD networks

A, which are of same scan cycle time, and assigns them to
a set of cores A/. As third parameter the algorithm received
maxMem which states the maximal available memory space
for global variables in the core local memory of each core.
The algorithm first sorts the FBD networks by their WCET
and saves the sorted list in £ (line 4). Then, as long as
there are FBD networks to assign, the algorithm checks the
utilization, where Uy, is the current utilization of the core
in focus and Uy, is the utilization of the first FBD network
in £, and the available memory of all previously used cores.
The utilization check is based on Equation 2 and the memory
check is done by a function memReq () which returns true
if the memory can be allocated. If a core can accommodate
the additional utilization and memory requirement of the first,
and thus largest FBD network, this network is assigned to that
core and subsequently removed from the set. For the next FBD
network all cores are checked again (line 18). Once all FBD
networks are assigned to cores, the function returns the set
of still empty cores (line 20). If an FBD network can not be
assigned to one of the used cores, the algorithm adds a new
core for this scan cycle time(line 13).

Algorithm 1 Assigning networks of the same scan cycle time

. function = AssignsSCT (A, N, mazM)
1 =1;
iMax = 1;
L =sortDescending (A, C);
: while £ # () do
01 =getFirstElement (L)
while 1 — Uy, < Up,V !'memReq (maxM, N;,0,) do
1+ 4
if ¢ > [N/ then
10: return (;
11: end if
12: if 7 > iMax then
13: iMaxz = 1;
14: end if
15:  end while
16: assign(f1, Nig);
17 L=L\0;
18: i =1;
19: end while
20: return {N;|iMax < i < |N|};
21: end function
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The main mapping algorithm is presented in Alg 2. It
also receives a set of FBD networks A, a set of cores N,
and the maximal memory available on each core maxM as
input parameters. As first step, the algorithm converts the FBD
networks into their sequential representation and saves them in
the set £ (line 2). Then it assigns the FBD networks until they
are all assigned. First, the algorithm checks if the set of cores
is non-empty. If cores are available, the lowest scan cycle time
in £ is computed (line 7). Based on this scan cycle time, the
subset of all FBD networks € L, of said scan cycle time, is
saved in K (line 8). Those FBD networks are then removed
from the set £ (line 9). In line 10, we call the previously
described algorithm to assign the set of FBD networks of same
scan cycle time. Note, that this function returns the set of not
used cores, these cores are then used for FBD networks of
other scan cycle times.



Algorithm 2 Assigning networks to cores

: function = MapToCores (A, N, mazM)
L=CreateSequentialRepresentation(A)
. while £ # 0 do
if V' = () then
return error
end if
T‘low = {T|T S Tk S £}
K= {CL7,|T7, = nowyai S E}
L=L\K
N =AssignSCT (K, N, mazM)
: end while
: return success
: end function
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V. EVALUATION

The evaluation of the proposed framework was carried
out partly based on real measurements and partly based on
simulations. We first describe measurements to quantize the
induced delays brought by the shared memory communication.
Later we present different properties of the system, based on
a case study.

A. Delays induced by the shared memory on the compute node

One critical part of the hardware architecture (see Sec-
tion III-B) is clearly the shared memory. While the execution of
IEC 61131-3 can be parallelized on the many-core processor,
the data flow to and from the sensors, actuators, and other
applications over the host processor is realized using a shared
memory. Measurements on a hardware platform [18] similar
to the one assumed in this work were conducted in order to
verify the applicability of such a design.

The hardware platform consist of a dual core ARM Cortex
A9 CPU implemented on the Zynq-Z7010 processor [21], act-
ing as host and running a Linux based operating system. A 16
core version of Adapteva’s Epiphany processor [22] constitutes
the compute part of the platform. Communication between
the ARM and the Epiphany processor is done using a shared
memory. We conducted measurements with two different data
sizes, 512 kB and 1024 kB, and with a varying number of
active slave cores. For each data point 1000 measurements
where taken.

The time taken for the read and write sequence of a scan-
cycle was measured. One measurement consists of the network
part writing the data into the shared memory. Once the data
is in the shared memory, a varying number of cores on the
epiphany processor is notified about the arrival of the data in
the shared memory. After this trigger each compute core loads
the data to the core-local memory. Since we are just interested
in the read and write times, those cores immediately write the
data back into the shared buffer, followed by notifying the
dual core processor. After the notification was received from
all active compute cores, the network processor reads the data
from the shared memory.

The delay encountered during those operations is shown
in Fig. 3. The x-axis depicts the number of compute cores
used for each measurement. It can be seen that the delay
encountered for 1024 kB of data increases slightly faster than
that for the 512 kB of data. The reason is the increased
interference on the NoC, additionally to the increase in data.

TABLE I: Parameters for the generation of FBD networks

Parameter Min Max
Execution time 0.122ms | 1.223ms
Input Parameter 1 byte 50 byte
Output Parameter 1 byte 50 byte

B. Case study

In this section we present different properties of the system.
We generate a number of IEC 61131-3 configurations based
on parameters commonly found in industrial automation sys-
tems. Those configurations are then mapped to the hardware
platform.

Table I presents the parameters for the generation of the
FBD networks. The values for execution times are based
on the measurements presented in [23]. An average function
block execution time of 12.24 us was chosen based on their
measurements, and the values for the execution times were
selected accordingly, assuming between 10 and 100 function
blocks in one FBD network. The minimal and maximal size
of input and output parameters is shown in the table as well.
The value for each FBD network was chosen in those ranges
based on a uniform distribution. We further assume that FBD
networks operate on a small set of scan cycle times, {10 ms,
20 ms, 100 ms, 200ms} with uniform distribution.

The platform parameters were chosen based on the
Epiphany processor [22]. The compute part implements 16
cores. Each core has 16 kB of local memory which is used for
both, code and data. For the experiments we allow the usage of
4 kB for input and output data per compute core. We further
select the parameters o and 8 of Equation 2 based on the
throughput measurements. For the experiments we assume the
same operation frequency on read and write network, which

results in o = 8 = 1.145%.

Because the mapping algorithm does not distinguish be-
tween FBD networks of different configurations we only
generate one configuration, consisting of 800 FBD networks.
Each of these FBD networks are generated based on the values
above. The generated configuration is then assigned to the
compute cores. The algorithm assigns FBD networks of SCT
10ms to 6 cores, SCT 20 ms to 4 cores, and SCT 100 ms and
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Fig. 3: Measurement of the communication delay between network and
compute part for different data sizes, read and written by a varying number
of compute cores.
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200 ms are each assigned to 3 cores.

In this experiment, the two limiting factors on one com-
pute core are examined. Namely the core utilization and the
utilization of the memory region used to save the input and
output parameters. Fig. 4 depicts the two corner cases, namely
the average distributions on all cores operating at scan cycle
time 10 ms and 200 ms. We can see that the cores operating at
10 ms are almost utilized up to 100% while still more than half
of the available memory is unused. On the other hand the cores
operating at 200 ms have very low core utilization while the
available memory is almost completely used. This observation
is not surprising, since the execution time of the application is
not dependent on the scan cycle time. Thus, a core executing
FBD networks of a large scan cycle time can host significantly
more FBD networks than a core executing at a low scan cycle
time. So the relatively low size of core local memory will
become the bottleneck. Note that this heavily depends on the
used many-core processor. While the core local memory on the
reference platform is small,other many-core processors provide
much more core local memory. Kalray’s MPPA-256 processor
for example provides 128 kB of core local memory [5].

VI. CONCLUSION AND FUTURE WORK

In this work we presented a many-core based execution
framework for IEC 61131-3. The co-processor based archi-
tecture of most of today’s available many-core platforms is
exploited to divide the encountered work on a PLC. Network
communication is carried out on the host processor and ex-
ecution of the IEC 61131-3 code is done on the many-core
co-processor. Executing only FBD networks of the same scan
cycle time on one core reduces the scheduling complexity
immense, this is possible due to the large number of cores
on such many-core processors.

Future work will focus on a prototype implementation
as well as on the challenges of resource management and
load balancing in a compute pool of multiple such nodes.
We think powerful hardware architectures, such as many-core
based systems, will allow a seamless transition to cloud-based
solutions. The architecture characteristics of such platforms
allow for simpler execution models, yielding less overhead and
more predictability.
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