
Towards a Framework for Safe and Secure Adaptive
Collaborative Systems

Aida Čaušević
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Abstract—Real-time adaptive systems are complex systems
capable to adapt their behavior to changing conditions in the
environment, and/or internal state changes. Highly dynamic and
possibly unpredictable environments, and uncertain operating
conditions call for new paradigms of software design, and run-
time adaptation mechanisms, to overcome the lack of knowledge
at design time. Main application areas include vehicles or robots
that need to collaborate to achieve a common task, e.g., minimize
fuel consumption, moving objects at a construction site, or
performing a set of operations in a factory. Moreover, these
vehicles or robots need to interact and possibly collaborate with
humans in a safe way, e.g., avoiding accidents or collisions, and
prevent hazardous situations that may harm humans and/or
machines. This paper proposes a framework for developing
safe and secure adaptive collaborative systems, with run-time
guarantees. To enable this, our focus is on requirement engi-
neering and safety assurance techniques to capture the specific
safety and security properties for the collaborative system, and
to provide an assurance case guaranteeing that the system is
sufficiently safe. Moreover, the paper proposes an architecture
and behavioral models to analyze the requirements at run-time.
Finally, we design a suitable deployment platform to perform the
run-time analysis and planning while guaranteeing the real-time
constraints.

I. INTRODUCTION

The complexity and diversity of today’s systems is rapidly
growing. Moreover, there is a high requirement on their ability
to adapt to changes in the environment and to be capable
to collaborate with other systems. Given the complex inter-
play and unpredictable environments they possibly operate
in, the behavior of such systems cannot be fully predicted
and analyzed at design-time. Current state-of-practice in sys-
tem architecture, software development and safety and cyber-
security assurance is challenged by this development, to the
point where development of new products that could simplify
our lives and provide solutions to key problems in our society
is hampered.

Let us consider a cooperative adaptive cruise control that
aims to achieve safe driving that avoids vehicle accidents
and traffic jams. This can be achieved by exchanging road
traffic information (e.g., traffic flow, traffic density, velocity
variation, etc.) among neighboring vehicles. Several critical
issues should be addressed in such systems, including the
difficulty to control the inter-vehicle distances among the
neighboring vehicles, ensure stability in the traffic flow, etc.
We assume a platoon-based cooperative driving, and in such a

scenario we need to determine the adaptive platoon length and
the velocity of vehicles. These decisions are made based on
traffic information collected from global and local clouds [1].
One of the main concerns is assuring safety and cyber-security
in the control system while adaptation takes the place. Let us
assume that a report about an accident has arrived. In that
case, the platoon has to either change the planned route to
avoid slow traffic due to the accident or change the route
completely. No matter which decision will be chosen, the
adaptation has to follow strict safety requirements, including
to avoid any collision. Getting prompt information in this case
is of highest importance. Similarly, in a case of a cyber-
attack to the platoon communication system, one has to be
able to activate a countermeasure (mitigation) as soon as it is
discovered, and check whether the platoon is still sufficiently
safe.

In our approach the main goal is to develop run-time
behavioral models for collaborative adaptive distributed sys-
tems, analysis techniques for continuous safety and cyber-
security assurances, with real-time guarantees for the assump-
tions made in the model. To enable this, we need to design
behavioral models, and techniques to analyze and check the
safety and cyber-security requirements at both at design-, and
run-time. The analysis of such models will be executed in
a suitable cloud-based platform capable of providing real-
time guarantees. In particular, safety and cyber-security re-
quirements need to be identified and analyzed in continuously
evolving systems, where new functionalities can be added over
time (e.g., to extend the capabilities of robots or a vehicle), or
basic functionalities of a vehicle are modified (e.g., releasing a
new firmware, deploying a new control system, or updating the
software with cyber-security patches). Such requirements need
to be analyzed through suitable behavioral models, not only at
design-time, but also at run-time to possibly intervene and take
corrective actions to deal with unprecedented events. Whereas
the analysis of behavioral models requires a large computa-
tional power, as well as global knowledge of the overall system
of subsystems, timely decisions are needed to guarantee that
corrective actions can preserve a safe collaboration. Therefore,
we focus also on how to best deploy such applications on a
time-predictive fog/cloud platform, while providing guarantees
on the completion time of the analysis, and the communication
to the agents involved with the adaptation.



The paper is organised as follows. In Section II we introduce
necessary background and concepts used in this paper. Sec-
tion III describes the details of the proposed approach. Finally
in Section IV we provide some concluding remarks including
plans for the future work.

II. BACKGROUND

A. Formal modeling and adaptive systems

In [2], the authors analyze fundamental challenges for the
development of Validation and Verification (V&V) methods
and techniques that provide certifiable trust in self-adaptive
and self-managing systems. Moreover they present a proposal
for including V&V operations explicitly in feedback loops for
ensuring the achievement of software self-adaptation goals,
by defining viability zones, that is the set of states where the
systems requirements and desired properties (i.e., adaptation
goals) are satisfied. A survey on the use of formal methods
in self-adaptive systems is presented in [3]. They claim that
formal methods in the field of self-adaptation are mainly used
for modeling and reasoning (read discussing) about properties
of interest. However, the full power of formal methods which
comes with automation and tools, in particular for model
checking and theorem proving, are currently under-exploited.

Ghezzi et al. [4] propose to use compositional reasoning of
a modularized system through an assume-guarantee reasoning,
so if the effect of a change is encapsulated within the boundary
of a module, then redoing the verification of other modules will
not be necessary. In [5], Timed Automata is used to model the
managed system and the environment in the knowledge part
of the feedback loop. A survey on using models at run-time
to address assurance for self-adaptive systems is provided in
[6], while [2] propose a way to integrate run-time V&V tasks
in the elements of the feedback loop.

The existing proposed verification techniques are mainly at
the level of transition systems or automata. We believe that us-
ing actors in building the architecture and the model@run-time
will give us the opportunity to use compositional verification
and reduction techniques that can exploit the structure of the
model. Our aim is to build upon our experience [7], [8], but
we will need to extend the existing approaches to work in a
dynamic setting and with an acceptable response time such
that they can be used at run-time.

B. Safety and cyber-security engineering

tIn the domain of hazard analysis and risk assessment of
safety and safety-relevant cyber-security, there has been a
significant amount of new approaches proposed, mostly driven
by needs in the automotive domain. In most cases, these
approaches are built on already existing approaches, such as
HARA [9] and STRIDE [10], resulting in a Security-Aware
Hazard and Risk Analysis (SAHARA) [11]; Failure Modes,
Vulnerabilities and Effect Analysis (FMVEA) [12] based on
an approach from the safety domain (FMEA); a method called
STPA - Sec [13], grounded on the already existing top-down
safety hazard analysis method System-Theoretic Process Anal-
ysis (STPA); etc. In most cases these approaches provide a

common reasoning about safety and cyber-security [14], while
some have a possibility to reuse previously acquired results
and redo the analysis in case a new threat or vulnerability is
identified.

The applicability of these approaches to more complex
and dynamic systems in a continuous manner is questionable.
Moreover, most of these approaches focus on safety and cyber-
security in separate processes. Our approach is novel as it will
enable joint safety and cyber-security analysis, independent
of the domain, with feedback within the analysis process.
Our existing work include some initial ideas on how one
can approach this issues [15], [16], but this has to be further
developed to account for collaborative adaptive systems and
evaluated on real-world industrial applications.

The notion of a dynamic assurance case has already been
proposed in the safety domain [17], [18], e.g., the introduction
of a set of rules for updates and a set of monitors for establish-
ing a link between the system and a confidence structure within
the safety case. Moreover, a method to generate reusable safety
case argument-fragments that include supporting evidence re-
lated to compositional safety analysis already exists [19], [20].
The generation is performed from safety contracts that carry
safety-relevant behavior of components in assume/guarantee
fashion supported by evidence.

We believe that each mentioned technique carries a piece of
the puzzle that can contribute to building a common safety and
safety-relevant cyber-security assurance model. Although they
need to be adapted, further developed and complemented with
other relevant solutions to handle a dynamic cyber-security
assurance case applicable in the domain of adaptive systems.
Moreover, we will provide constructs for (semi-)automatic
assurance case adaptation.

C. Cloud computing

There are several research groups trying to address problems
related to real-time cloud. In particular, in the last years,
researchers from the real-time system community have tried
to extend some of the classical results of scheduling theory
to cloud systems. In [21], the authors highlight the main
challenges related to the design and implementation of real-
time cloud solutions. The main approaches that have been
developed are IRMOS, and RT-Xen.

IRMOS [22], is a deadline-based real-time scheduler for
the Linux kernel that provides scheduling guarantees to in-
dividual Virtual Machines (VMs) scheduled on the same
system, processor and core. It provides temporal isolation
among multiple software components, such as entire VMs. The
IRMOS scheduler can be extended also to other technologies,
such as LXC containers as well as JVM instances. One of
the main advantages of the IRMOS scheduler is that it can
temporally isolate the execution of a VM from additional cloud
management workload that is controlled by the cloud provider,
such as the monitoring system, or the migration of VMs from
one physical machine to another.

RT-Xen [23], is a scheduler that bridges the gap between
real-time scheduling theory and the Xen platform by schedul-



ing VMs using fixed-priority server algorithms designed based
on real-time scheduling theory. The real-time VM scheduler
in the hypervisor and the schedulers in the guest operating
systems form a scheduling hierarchy whose real-time schedu-
lability can be formally analyzed using existing hierarchical
real-time scheduling theory. The most recent version, RT-
Xen 2.0, is a real-time multi-core scheduler with a rich
set of configurable features including global and partitioned
schedulers, static and dynamic priority schemes, and different
server algorithms [24].

RT-Xen and IRMOS have the same common goal to enable
predictable execution and real-time performance in virtual-
ized environments. Both investigate the use of scheduling
algorithms rigorously designed based on real-time scheduling
theory to provide CPU scheduling guarantees for VMs, and
both advocate the use of hierarchical scheduling techniques to
assess the schedulability of real-time workloads running within
the VMs. However, none of them focuses on the dynamic
allocation of the amount of resources that can be assigned
in order to speed-up the execution time in order to meet
the deadline. Our approach will investigate how to combine
these techniques, with scaling techniques, such as [25], [26] in
order to meet possible deadlines. Moreover, novel techniques
for hard real-time scheduling of server systems have been
recently designed [27], and could be exploited to extend the
real-time guarantees and the flexibility of previously developed
approaches.

The expression “fog architecture” refers to a distributed
system composed of millions of edge, near-user devices that,
as a whole, have a huge cumulative computational power [28],
that could complement the cloud whenever communication
constraints cannot meet the required deadlines. Modern cyber-
physical systems such as vehicular networks, smart cities
and advanced metering infrastructures are examples of fog
architectures that are pervasive, and that collect data that, once
analyzed properly, can enhance our daily lives. The overall
idea of fog is to push the intelligence towards the physical
objects, and to have them connected to fog nodes with a
much more predictable and reliable connection. In such a
configuration, researchers started devising solutions that can
push for meeting real-time requirements also for cloud services
and applications [29], [30], [31].

III. CONCEPT AND APPROACH

As formulated in Section I the problem we are tackling in
this paper is complex and broad and therefore a synergy of dif-
ferent sub-disciplines within computer science are combined in
order to provide a suitable approach, namely safety and cyber-
security engineering, model-checking and cloud computing.
Fig. 1 depicts the details of the approach being proposed in
this paper. The approach is divided in three subprojects (SPs),
where APAC (see Section III-A) is the main link between
other two SPs by providing architecture, modeling, analysis
and planing methodology exploited by other two SPs.

The main contribution of this part lies in various models
addressing adaptive features of the system, formal analysis,

verification techniques and tools to verify that safety and
cyber-security requirements are valid for a given system con-
figuration. Run-time verification techniques cater for automatic
(re)configuration of systems during adaptation, being scalable
and able to guarantee the dependability of service in normal
and adaptation phase.

CASSA (see Section III-B) puts focus on providing rele-
vant safety and cyber-security requirements fed into both the
analysis models defined within SP1, and the time-predictive
methods defined in RTCloud (see Section III-C). Moreover, in
order to cope with the dynamic and adaptive nature of such
systems, CASSA contributes by extending hazard analysis
and risk assessment techniques, as well as proposing methods
for (semi-)automatic adaptation of safety and cyber-security
assurance cases in such systems. The knowledge gathered
with respect to safety relevant cyber-security and its mitigation
strategies in CASSA is the starting point for including cyber-
security aspects to detect and prevent attacks. RTCloud focuses
on providing timing guarantees on the execution of real-time
applications in the cloud.

A. Actor-based Platform for Adaptive Collaborative Systems
(APAC)

In our approach we aim at developing an architecture that
can capture different features of heterogeneous components,
dynamic configuration and open environments of collaborative
systems. The envisioned architecture of the system is based
on the MAPE-K model of IBM (Monitor - Analysis - Plan -
Execute - together with a Knowledgebase).

Our goal is to use various models to address adaptive
features of the system. Formal analysis and verification tech-
niques and tools will enable to verify that safety and cyber-
security requirements are valid for a given system configu-
ration. We envision the need to contribute to run-time veri-
fication techniques in order to build the analysis component,
and to support automatic (re)configuration of systems during
adaptation. These analysis techniques should be scalable and
able to guarantee the dependability of service in a normal
and adaptation phase. For the analysis and planning compo-
nents, we also need performance evaluation, optimization, and
decision-making policies.

Integrating the MAPE-K feedback loop with decentralized
agent inspired approaches has been one of the challenges in
the research community [32]. Actor model is among the pio-
neering approaches to address concurrent and distributed ap-
plications. The actor language has been originally introduced
by Hewitt [33] as an agent-based language for programming
secure distributed systems. Later on, it has been developed as a
concurrent object-based language by Agha [34], and its formal
semantics has been provided by Talcott [35]. The first formal
verification tool, and the theory for compositional verification
of an imperative actor-based language, Rebeca, is developed
by Sirjani et al. [36]. With their loosely coupled units of
concurrency, asynchronous message passing, and event-driven
computation, actors are natural candidates to model a highly
dynamic distributed system. The so-called isolation of actors



Fig. 1: A visual description of the proposed approach

helps in establishing efficient modular and compositional
analysis and verification theories and techniques [37].

Within this part of the approach the following needs to be
addressed, and it will be built based on the approach presented
in [38]:

• Building an architecture for run-time adaptation.
We have to design a hierarchical architecture to deal
with safety and cyber-security in a dynamically chang-
ing environment, with a globally distributed and locally
centralized setting.

• Building run-time models. We need to keep run-time
models, so called models@run-time, as light-weight ab-
stract reflections of the system, to be able to perform effi-
cient and effective analysis, including formal verification
and optimization, whenever necessary.

• Developing run-time analysis and formal verification
methods. Build formal verification and analysis tech-
niques for adaptive systems by focusing on change, to
come up with more efficient techniques instead of heavy
design-time techniques.

• Developing run-time planning and optimization tech-
niques. Build (re-)planning and (re-)optimization tech-
niques at run-time in order to handle possible changes
and uncertain environment in a continuous way.

B. Continuous and Adaptive Safety and Security Assurance
(CASSA)

Safety and cyber-security engineering have for a long time
been regarded as two separate disciplines, which has resulted
in separate cultures, regulations, standards and practices. Given
the facts gathered in the literature [13], [39], [40], we can
state that the need of joint safety and cyber-security work are
increasingly understood and accepted, but that the state-of-the-
practice has not reached the same level of maturity. There is
still a huge gap between safety and cyber-security practices

in the industry, due to separate standards, assessment and
assurance processes, and authorities. To add on these already
existing issues, today’s systems are being built to connect
to public or semi-public networks, are able to communicate
with other systems, e.g., in the context of Internet-of-Things
(IoT), involve multiple stakeholders, have dynamic system
reconfigurations, and operate in increasingly unpredictable
environments. In such complex systems, assuring safety and
cyber-security in a continuous and adaptive manner is a major
challenge, not the least due to the increasing number of attack
surfaces resulting from the increased connectivity.

In CASSA our main focus is on bringing safety and cyber-
security together by developing methods and approaches to
enable continuous safety and cyber-security assurance in the
domain of safety-critical adaptive systems, where systems are
expected to address societal challenges. Systems relying on
high level of adaptation will only be allowed in the “real
world” when demonstrated to be safe and secure enough.

Having all previously described in mind, the following
aspects needs to be taken care of:

• Providing a set of mitigation strategies focusing on
a complex adaptive environment. To enable extensions
of safety work towards cyber-security, we need to have
knowledge about countermeasures that are effective in
preventing exploitation of vulnerabilities that might lead
to already identified or completely new hazards.

• Extending the hazard analysis and risk assessment
mandated by safety standards to include both safety
and cyber-security. Providing an approach that will
consider cyber-security while reasoning about safety is
highly important. Since the systems are increasingly inter-
connected, dynamic and adaptive, with such an approach
we will be able to propose adequate measures suitable
for common safety and cyber-security considerations.

• Building a common safety and cyber-security assur-



ance approach that will cater for a joint safety and
cyber-security assurance case in complex adaptive
systems. We see as an opportunity to investigate a pos-
sibility to use and extend on a pattern-based approach,
similar to [41]. In this way, we will be able to establish
and in a consistent way reuse existing safety and cyber-
security assurance cases, enable knowledge preservation
and traceability leading to guaranteeing that the system
is sufficiently safe. We aim at evaluating different ways
of expressing assurance cases, including Goal Structuring
Notation (GSN) [42], as it is a structured notation, which
provides graphically differentiated basic safety assurance
element types, such as goals, evidence, strategy, etc., as
well as description of all connection types between these
elements.

• Provide a solution on (semi-)automatic safety and
cyber-security assurance case adaptation. In our work
we assume that the system evolution or vulnerability
detection occurs at run-time. It is therefore important to
provide techniques for the corresponding adaptation of
the assurance case, possibly including both the argument
structure and the evidence on which it relies. Ideally, this
technique should be fully automatic, but since this is not
possible in the general case, a more realistic ambition
is a semi-automatic approach in which some steps are
automatic and other are manual. Still, for some system
adaptations, automatic adaptation of the assurance case
could be possible.

C. Real-time cloud and fog computing (RTCloud)

Several industrial applications require time-predictable per-
formance for guaranteeing a correct operation, including safety
requirements. In a complex scenario, where multiple hetero-
geneous agents are involved, such as robots, cars or vehicles
in a construction site, coordination and cooperation become a
primary asset for maximizing the performance of the overall
system, while at the same time minimizing the operational
cost. This often results in a large and complex optimization
problem that requires both a global knowledge of the status
of the considered system, and large computational and storage
capacity.

Whereas current cloud computing solutions can cope with
such kind of problems, they fall short of time predictability. As
a result, safety, and operational performance maybe compro-
mised. Fog computing has been proposed as a computational
model for extending the cloud closer to the objects to be
controlled, and providing better timing performance. In our
approach we aim at designing novel solutions for providing
real-time guarantees on applications run in the fog and in
the cloud, for safety-critical applications. To enable such an
approach the following needs to be in place:

• Define a model for safety critical applications to be
run in the cloud. Our aim is that the model uses and
extends classical real-time systems scheduling theory, in-
cluding resource models and virtualization technologies.

• Development of real-time system scheduling tech-
niques for real-time cloud applications. Real-time ap-
plications must be scheduled according to the safety-
critical requirements in virtualized environments.

• End-to-end analysis of real-time cloud applications.
The fundamental properties of real-time applications have
to be guaranteed at the level where the data is generated,
and where the results of the computation is needed. For
example, for a control application the time between the
sensing and the actuation must be limited. Including such
an aspect in classical real-time analysis techniques, is not
trivial and requires several extensions to account for pos-
sible uncertainties introduced by the network connection,
as well as communication delays and resource limitations.

• Application placement. Completely offloading applica-
tions to the cloud might be not feasible when strict
timing requirements are needed. Therefore, intermediate
solutions for providing real-time guarantees can be ob-
tained by using new computation paradigms, such as fog
computing, that provides less computational power than
cloud computing, but has more reliable and predictable
performance, as well as lower delays. Deciding where to
place the real-time applications is therefore a key problem
to provide predictable performance.

• Resource optimization of real-time cloud applications.
The run-time execution of safety critical applications
should be optimized through an efficient usage of the
available resources, e.g., CPUs, memory, bandwidth, etc.
Independently of where the application is executed, the
amount of resources should be optimized, and the amount
of reserved resources for the application are typically
higher than the ones that are utilized at run-time, there-
fore overbooking mechanisms can be sought [43]. Such
methodology, however, is conflicting with the predictabil-
ity and the real-time system properties of safety critical
applications, that require completely reserved resources.
Therefore it is of highest importance ti analyze trade-offs
and opportunities of such approaches.

• Prototype implementation and evaluation. The most
promising solutions will be prototyped in collaboration
with the industrial partners, in order to evaluate their
performance in a realistic setting.

IV. CONCLUSIONS

In this paper we describe an approach that will enable devel-
opment of run-time behavioral models for collaborative adap-
tive distributed systems, analysis techniques for continuous
safety and cyber-security assurance, with real-time guarantees
for the assumptions made in the model. The problem we are
aiming to tackle with such an approach is complex and for
its realisation it is needed to include three complementary
disciplines within computer science, namely formal methods,
safety and cyber-security engineering and cloud computing.
Our initial intention is to test and apply proposed methods
in industrial robotics, transportation and vehicular domain.
However, our ultimate goal is to provide a methodology



applicable in several other domains including health and smart
cities.
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[16] E. Lisova, A. Čaušević, K. Hänninen, H. Thane, and H. Hansson, “A
systematic way to incorporate security in safety analysis,” in IEEE/IFIP
Int. Conf. on Dependable Systems and Networks Workshops, 2018.

[17] E. Denney, G. Pai, and I. Habli, “Dynamic safety cases for through-
life safety assurance,” in IEEE/ACM IEEE Int. Conf. on Software
Engineering, vol. 2, 2015, pp. 587–590.

[18] R. Calinescu, S. Gerasimou, I. Habli, M. U. Iftikhar, T. Kelly, and
D. Weyns, “Engineering trustworthy self-adaptive software with dy-
namic assurance cases,” CoRR, 2017.
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