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Abstract—One of the major challenges of automated driving
systems (ADS) is showing that they drive safely. Key to ensuring
safety is eliciting a complete set of top-level safety requirements
(safety goals). This is typically done with an activity called hazard
analysis and risk assessment (HARA). In this paper we argue that
the HARA of ISO 26262:2018 is not directly suitable for an ADS,
both because the number of relevant operational situations may
be vast, and because the ability of the ADS to make decisions
in order to reduce risks will affect the analysis of exposure and
hazards. Instead we propose a tailoring using a quantitative risk
norm (QRN) with consequence classes, where each class has a
limit for the frequency within which the consequences may occur.
Incident types are then defined and assigned to the consequence
classes; the requirements prescribing the limits of these incident
types are used as safety goals to fulfil in the implementation.
The main benefits of the QRN approach are the ability to show
completeness of safety goals, and make sure that the safety
strategy is not limited by safety goals which are not formulated
in a way suitable for an ADS.

Keywords-ADS, automated driving, hazard analysis, HARA,
functional safety, ISO 26262, risk norm.

I. INTRODUCTION

The development of automated driving systems (ADS) [1]
has seen major investments in recent years. An ADS can
perform all of the dynamic driving task of a vehicle for an
extended period of time. The hopes are that such systems
will provide more efficient, accessible, and safer transport
solutions. But showing that they are in fact safe has been
identified as one of the major challenges [2], [3]. The much-
used ISO 26262:2018 standard [4] covers functional safety for
electrical/electronic (E/E) functionality in road vehicles. The
standard prescribes a dedicated qualitative hazard analysis and
risk assessment (HARA) method where the output is a set of
top-level safety requirements, or safety goals (SGs), that must
be shown to be complete and consistent. This is a crucial part
of the safety argument and body of evidence, or safety case,
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that is needed to show that a function is safe. In this paper we
argue that this method has crucial shortcomings when it comes
to producing useful SGs for an ADS, and therefore propose
an alternative method for such systems.

As discussed further in Sec. II, the defining difference
is the absence of a human driver and as a consequence
transfer of tactical decisions to the ADS. This means that
the system has to show a safe behaviour as a result from
the combined tactical and operational decisions; it can use
different strategies for handling variations in the traffic and
environment, as well as performance variations, and plan the
driving in order to reduce exposure to situations where the
risk of accidents is deemed too high. This can be done by for
example increasing longitudinal and lateral distance margins
and set a speed that is adjusted to safely taking care of
predicted possible incidents. The work of guaranteeing safety
is thereby enabled by adjusting the proactive decision making,
rather than only addressing errors in automated subsystems
due to faults independent on the traffic situation. This also
means that enumeration of operational situations, or relevant
scenarios that can occur when using the feature, in the HARA
is both intractable and unnecessary. Intractable since the num-
ber of potentially relevant operational situations may be vast,
making an argument for completeness a very difficult task; and
unnecessary since much of this complexity can be confined in
the solution domain by means of using tactical decisions and
an appropriately defined operational design domain (ODD)
[5] to reduce risks. Another consequence of these differences
is that the practice of formulating hazards based on simple
HAZOP [6] style failure modes is less suitable for an ADS.

For these reasons, we firstly propose to replace the fixed risk
assessment criteria of ISO 26262 with the establishment of a
quantitative risk norm (QRN). This norm is essentially a bud-
get of acceptable frequencies of incidents (including accidents)
assigned to a number of consequence classes with different
severity, where the frequency budget for each consequence
class has a strict limit. Then secondly, as an output of the



activity, the safety goals will be to avoid all listed incidents
to below their allotted frequencies. This renders the task of
listing hazards and operational situations unnecessary for the
purpose of establishing SGs. In the paper, we refer to this as
the QRN approach. As explained in Sec. III we include both
safety, or the absence of accidents causing injuries, and quality,
or the absence of other undesirable traffic incidents, in this
norm. Part of the work in establishing a risk norm is mapping
incidents into a set of incident types, where the incidents
should be partitioned in a way that will support development
and verification, while making sure the risk budget for all
consequence classes are met.

Benefits of the QRN approach are that: completeness of
SGs can be ensured by defining the incident types according
to the MECE principle (mutually exclusive and collectively
exhaustive), as suggested in Sec. III-B, so that any possible
conceivable incident falls into one of the classes; and that
the SGs become independent of the strategies used to achieve
them, i.e. they are not affected by the ability of the ADS to
avoid risks by tactical decisions. As elaborated on in Sec. IV,
it does not mean that analysis of scenarios or failure modes in
the system will not be needed; this will most likely be efficient
in order to establish some parts of a functional safety concept
(FSC) to fulfil the SGs. So while much of the complexity
remains for the FSC, there will also be a significant degree of
freedom to define a safety strategy within the confines of the
risk norm and the ODD.

While current functional safety standards favor qualitative
frameworks with discrete safety integrity levels, we discuss
in Sec. V how using our proposed risk norm hints at the
usefulness of a quantitative framework for safety assurance,
and how this could be used to avoid some problems with
the ASIL decomposition and inheritance rules. Finally, after
relating our method to other work in Sec. VI, we draw some
conclusions in Sec. VII.

In summary, the main contributions in this paper are:
• A novel method to derive safety goals using a quantitative

risk norm with consequence classes and incident types for
relevant failures, which we also propose can be used as
a tailoring of ISO 26262:2018 HARA.

• Including safety and the absence of other undesired traffic
incidents in the same risk framework.

• Revisiting the discussion on social acceptance and how
to relate to this topic when developing an ADS feature.

II. HAZARD ANALYSIS AND RISK ASSESSMENT

A. HARA in ISO 26262:2018

The goal of a hazard analysis is to find all potential hazards,
and the operational situations where, if the hazards occur, they
may lead to an accident. In ISO 26262:2018, hazard is defined
as “potential source of harm [injuries to humans] caused by
malfunctioning behaviour of the item [function on vehicle
level]”. A risk assessment is made for each combination
of hazard and operational situation, called hazardous event
(HE), taking into account the potential severity of the hazard

Fig. 1. Acceptable risk for accidents of different severity - ISO 26262.

in the operational situation, the exposure to this situation,
and the controllability or possibility for persons involved to
take actions to avoid an accident. Fig. 11 illustrates how
the acceptable accident frequency (y-axis) is lower for more
severe injuries (x-axis). Given the severity of a potential
accident, controllability and limitation of exposure reduces the
frequency of accidents for a certain HE. A discrete safety
integrity level (ASIL) is assigned to the HE if further risk
reduction is needed to reach the area of acceptable risk, and
top-level safety requirements, safety goals, covering all HEs
with an ASIL must be formulated.

The primary output from the HARA activity is a complete
set of safety goals, where the connotation of ‘complete’ is that
if all SGs are fulfilled, this implies that the item is functionally
safe. There is an explicit request for a work product arguing
for the completeness and consistency of the SGs, which is
also the subject of a confirmation review with the standard’s
highest defined degree of independence. The reason for this
rigor is that the rest of the reference lifecycle activities are
dependent on a complete set of SGs with appropriate ASILs
in order for the total integrity of the item to hold.

B. HARA for an ADS

The objectives for a HARA are still valid when considering
an ADS, even if we propose a significant tailoring of the
activity. This means that we are still seeking for a set of
vehicle-level safety requirements, which if all are fulfilled
the ADS would be concluded as safe. However, there are
at least four reasons why the details of the HARA activity
as described in ISO 26262:2018 make it less suitable for
an ADS. The assumption is that all relevant situations shall
be considered, which means they are used as input to the
process of generating SGs, which will in turn give input to the
realization. In the ADS case, these relations are not evident. It
becomes problematic to: (1) argue completeness of identified
situations; (2) regard exposure to situations as given input; and
(3) separately identify hazards from hazardous events as the
source of harm. Furthermore, it might imply a too conservative
design because of: (4) all considered frequencies of situational
properties are seen as globally valid.

1The figure is adapted from [7] p.18, background material for the ISO
26262 standardization, explaining the proposed HARA and ASIL concept.
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1) Argue completeness of identified situations: An ADS
feature is a very complex function. When analyzing the po-
tential consequences of different situations, it becomes evident
that the number of situations to consider is virtually infinite,
unless the feature has a very limited ODD. For a conventional
E/E functionality used by a human driver, the number of
relevant situations can be seen as bounded thanks to the limited
complexity of what the user expects from it.

2) Regard exposure to situations as given input: What
situations the ADS will be exposed to will depend on its
decisions in previous situations. Therefore we can argue that
an important part of an ADS feature’s safety strategy is to
avoid hazardous situations instead of making sure they can
be handled. The fact that its exposure for certain situations
will be design choice dependent needs to be considered in the
analysis. This differs from a manually driven vehicle where
the exposure used as input to the HARA can be based on,
e.g., statistics on typical usage patterns, which is not affected
by the analysed function itself.

3) Separately identify hazards from hazardous events as
the source of harm: For a manually driven vehicle, the E/E
functionalities are used by a driver who has the overall respon-
sibility for safe operation. A violation is typically evident, and
depending on the circumstances this may or may not lead to an
unsafe situation. For example, a vehicle-internal fault leading
to a reduced braking capacity of only 4 m/s2 on dry asphalt,
can be regarded as a hazard of a brake-by-wire functionality. If
the ego vehicle at high speed is approaching a vulnerable road
user (VRU), this violation can be unsafe because the driver
expects a higher retardation when performing full braking. In
the HARA, the objective is to determine how often there is a
situation in which the driver needs to brake significantly harder
than 4 m/s2 to avoid an accident. For an ADS this is not an
appropriate analysis. Firstly, we don’t have to consider any
absolute and constant braking capability as safety critical, as
might be the case for a manually driven vehicle. We could
say that as long as the tactical decisions know about the
current actual braking capability, it should be possible to safely
adjust the driving style accordingly. Secondly, how often we
would need a certain braking capability depends on our tactical
decisions. Regarding the situations as an input to the HARA,
would then run the risk to introduce a circular proof reasoning.
Impact on what situations that ego vehicle will be exposed
to, might be the consequence of both safety-critical and non-
safety-critical tactical decisions. If we for example give a
general instruction to the ADS that braking harder than 3 m/s2

is considered uncomfortable, we should assume that the need
for braking significantly harder than 4 m/s2 will be very rare.
Furthermore, the design choices can elaborate a balance how
much responsibility to achieve safety is put on reactive vs.
proactive capabilities. E.g. more focus on proactive capability
would result in less frequent situations where we need to brake
significantly harder than 4 m/s2 (i.e. apply a reactive measure).

4) All considered frequencies of situational properties are
seen as globally valid: The frequency of many situational
conditions of the real world are very dependent on time

and place. For example the exposure to snow on the road
is typically dependent on the season, and the frequency of
pedestrians running across a street is most likely something
that varies in time and space. It would be natural to allow the
ADS to get applicable data for its current context, rather than
statically do such coding in a HARA.

Further, for the activity of formulating safety goals, there
are two principles we should follow:

• The complete set of SGs shall guarantee a safe behaviour.
• Each SG shall be formulated such that it can be efficiently

refined and verified in the implementation.
The first criterion is strict, as being able to argue for com-
pleteness is essential in any safety case. The second is about
finding a pattern to enable an efficient design. Note that the
outcome of the HARA is partly a design choice, in the sense
that how the resulting SGs are formulated can make the safety
measures more or less easy to design.

Based on the discussion above, one can conclude that the
promise of functionality for an ADS, i.e. the specified intended
function including quality attributes such as safety, is of a
different kind compared to features intended to aid a human
driver. Rather than providing a specific functionality with well-
defined performance, e.g. a certain braking capability, the
promise of an ADS is more something like ‘drive safely from
point A to B’. Furthermore, this promise is not only towards
the humans inside an ADS equipped vehicle, but also towards
other road users. Given that the SGs shall reflect this promise,
it is more difficult to find a well-defined unsafe behaviour to
encode as SGs. One could imagine using e.g. rule-based goals
such as ‘not driving faster than the speed limit’, which would
certainly be relevant for perceived safety, but not necessarily
for the frequency of accidents. It would both be difficult to
show that a set of such proxy goals is complete, and to prove
that they will actually result in safe behaviour.

III. A PROPOSED TAILORING FOR ADS

Based on the observations in Sec. II-B, we propose to
formulate safety goals to restrict certain accident/incident
types instead of using a traditional HARA. Furthermore, each
SG shall have an integrity attribute in the form of a guaranteed
frequency, i.e. what is the maximum tolerated occurrence of
violating this SG. We do this by first defining a quantitative
risk norm, as described in Sec. III-A, containing defined limits
of tolerated frequencies of different consequences related to
their severity. Then a classification of incidents and their
contribution to the QRN is made as detailed in Sec. III-B; each
defined incident type will result in one SG. Carefully choosing
the classification of incident types will enable showing both
completeness and efficiency of the set of SGs.

A. A Quantitative Risk Norm

The risk norm defines what is regarded ‘sufficiently safe’
in the design-time safety case top claim. As opposed to the
risk-model in Fig. 1, QRN is about actual outcomes in terms
of frequencies of consequences such as fatalities or severe
injuries. Such a norm also has the potential to connect what
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Fig. 2. Safety and incident quality - acceptable risk.

Fig. 3. A risk norm based on consequence classes and incident types.

is traditionally the concern of functional safety (tolerance fre-
quencies related to severity of injuries, compare to the S-factor
in ISO 26262) with perceived safety and quality requirements
(tolerance frequencies of non-safety related consequences), as
illustrated in Fig. 2. The blue box in the figure exemplifies
with some types of incidents that would typically result in
different consequences along the severity (x) axis. Including
consequences in a wider sense reflects the fact that e.g. light
rear-end collisions resulting in bodywork damage, or careless
driving causing other road users (RU) to perform emergency
manoeuvres, are also about avoiding unwanted traffic events,
though in severity different than those resulting in injuries. In
the figure, this is reflected by the fact that we will likely accept
higher frequencies (y-axis) of quality-related consequences
than those involving injuries, i.e. quality will be found on the
left-hand side of the risk acceptance diagram.

In order to create a useful risk norm, the severity/criticality
dimension is divided into a manageable number of discrete
levels, or consequence classes, where each class receives a
total norm frequency telling how often, at most, this kind of
consequence is allowed to occur. This is illustrated in Fig.
3, where the consequence classes are denoted ν. We do not
suggest a specific number of consequence classes, it can be
defined as deemed appropriate. For the example in the figure
we have chosen three classes for safety, νS1

to νS3
, and three

for quality-related consequences, νQ1
to νQ3

. Sec. III-B will
show how these classes are used when defining SGs.

We use the same risk norm for the entire safety case. As
we do not restrict the use of the ADS other than the ODD

limits, the safety case needs to be valid inside the entire ODD
regardless of where, when, and how the feature is used. What
is safe enough for an ADS is yet an open question, and we
don’t want to hard-code any specific criteria for that in our
proposal. On the one hand it will be a political upper limit of
acceptance from the society and customers; and on the other
hand, it should not contradict the lower claim limits understood
as the state of the art in the industrial and scientific community.

B. Incident Types and Safety Goals

Having established a QRN that defines what sufficiently
safe means in our safety case, the next task is to create SGs
that can both be shown to meet the defined limits for all
consequence classes of the QRN, and be possible to create
a technical solution for. We propose to use classification of
incidents into a set of incident types, where each type will
result in one SG. In the following, we use incident as the
generic term when discussing both quality-related incidents
and safety-related accidents2.

If we base our safety goals on incident classification rather
than a list of hazards and situations, the completeness criteria
will, analogous to the HEs, apply to this classification. If there
exist incidents which are not included in the classification, the
safety argument will be flawed. However, we can guarantee
completeness by making the classification scheme complete
by definition, i.e. every theoretically possible incident belongs
to one of the defined incident types. Fig. 4 shows an example
of how such a classification may look. The types are defined
based on two criteria; for each type it shall be possible to:

• show the contribution to each consequence class, and
• provide meaningful input to refined safety requirements.
Each type of incident (I) will contribute to one or several of

the consequence classes (ν), e.g. some collisions between the
ego (ADS equipped) vehicle and a VRU will lead to a fatality,
some to severe injuries, and some to light injuries. The first
criterion means that to show that the QRN is fulfilled, it must
be possible to assign the frequency contribution of each de-
fined I to every applicable ν. One aid in achieving this should
be to separate incidents according to their severities, so that
each I contribute to as few of the defined ν as possible. If we
consider incidents where an ego vehicle collides with a VRU
(we denote an incident involving these two actors Ego↔VRU),
it would make sense to categorize them according to how
the impact speed is likely to have different consequences.
So for example3, separating a collision between ego vehicle
and VRU with collision speed at 17 km/h from a similar
collision at 19 km/h might be too fine grained, but having two
incident types for collision speeds below or above 10 km/h
may be appropriate if the likelihood of severe injuries rises
quickly above this limit. As a correctly assigned contribution

2While sometimes used with other connotations, several definitions treat
accidents as a subset of incidents, e.g. [8], where incidents also include
undesired events not leading to injury. In this paper we use this definition.

3Please note that all examples in this paper are made up for illustrative
purposes only and not based on actual statistics, hence they should not be
used in a real safety case!
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Fig. 4. Example incident classification.

of incidents to consequence classes is a vital part of the safety
argument, it must be well substantiated; however this is a topic
where much data and domain knowledge is available, e.g. from
research and national traffic analysis databases such as [9]. In
mathematical terms, the following must hold to show that the
QRN is fulfilled:

n∑
k=1

fνj ,Ik < f (acceptable)νj ,∀νj

where ν denote the consequece class, I the incident type,
n the number of such types, and fνj ,Ik the frequency of
incident k within a consequence class j. f (acceptable)νj denotes
the acceptable total incident frequency for consequence class
j. This is illustrated for νS1

in Fig. 3.
The second criterion says that making the classification in

a way that fit how requirements are expressed in the refined
implementation makes it easier to find a reasonable argumen-
tation that the SG is fulfilled. For example, distinguishing
between object types would be appropriate only if the refined
requirements on perception and prediction can be expressed by
means of such object categorization. E.g. trying to separate
collisions with pedestrians with haemophilia from collisions
with all other pedestrians would not make sense, as it will
likely not be possible to refine as requirements on perception.
Another example could be that separating a frontal collision
with a car from a side impact at the same speed may be useful
given that we know the side impact is likely to be more severe,
but it is only useful if we can design the ADS so that it can
make use of this difference.

The expression shown above suggests that we can regard
determination of the incident types and their integrity attributes
(the limit frequencies) as a allocation process, where we must
make sure that the budget we set on each I must be such that
the total allowed frequency is fulfilled for all ν. An important
aspect of this allocation is that defining the incident types to a
certain extent will entail ethical considerations. For instance,
even if the total acceptable frequency of fatalities is low in
an ADS risk norm compared to accidents caused by human
drivers, it will hardly be acceptable to create a set of SGs

where all of these fatalities are assigned to an I: Ego↔Child,
if it turns out to be more difficult to design for avoidance of
collisions with children compared to adults.

Fig. 5 shows an example where Ego↔VRU has been
elaborated to three concrete incident types:

• I1 is where Ego approaches the VRU with > 10 km/h
when closer than 1 m (i.e. not a collision); a situation
which is undoubtedly scary for the VRU, and potentially
leading the VRU to perform some emergency action. The
total frequency of this incident is determined to contribute
with a certain percentage each to νQ1 and νQ2.

• I2 is a collision with an impact speed < 10 km/h, leading
to either light (νS1) or moderate (νS2) injuries.

• I3 is a collision with an impact speed of between 10
and 70 km/h, and therefore also has a contribution to the
consequence of fatalities (νS3).

The figure also illustrates how each I contribute to the total
budget for each ν. If the total budget for a consequence class is
not fulfilled, the budgets of some of the contributing incidents
must be reduced. E.g. assuming it has been determined 70%
of fI2 will contribute to νS1 and 30% to νS2, an improvement
of fI2 will reduce the total incident frequency for these two
consequence classes correspondingly, but result in an SG for
I2 which will be more challenging for the implementation.

We suggest that many of the incident types can be defined
as an interaction between ego vehicle and <object_type>
within <tolerance_margin>. The <object_type> is
a complete and unique set. The <tolerance_margin> is
for accidents telling the impact speed, and for quality-related
incidents limits for distance and corresponding relative speed.
Note that beside incidents involving ego vehicle, there are
induced incidents involving at least one other traffic actor
(lower part of classification in Fig. 4) which may be more
difficult to clearly define. We so far surmise that incidents
with more than two involved parties can be treated as the sum
of several one-to-one incidents.

We can now formulate the safety goals for each of the
defined incidents. For instance, the SG for incident I2 from
Fig. 5 would look like this:

SG-I2:
Avoid collision Ego↔VRU,

with 0 < ∆vcollision < 10 km/h, to below fI2 .

IV. THE SOLUTION DOMAIN

Using the QRN approach to create SGs enables us to both
show completeness of the safety goals, and make sure they
do not inadvertently contain assumptions on e.g. exposure that
may unnecessarily restrict the solution. Instead of hard-coding
an assumed exposure in the HARA, we let the ADS have
the ability to get relevant information about the environment
and adapt the decisions accordingly. Such information can be
from several kinds of origins like own sensors, remote sensors
in infrastructure, cloud-based services, own stored statistics
valid for specific locations and times, etc. The point is that
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Fig. 5. Assignment of incident frequencies to consequence classes in the risk norm.

the adaptation to situational conditions can be much more
precise than is the case if everything has to be expressed as
one exposure in design-time HARA. However, SGs created
with our approach will not contain information such as the
situation and a failure mode, which is easily relatable to
the architecture. E.g. safety goals from traditional HARA
may contain concrete physical characteristics, such as in our
earlier example a minimum allowed braking capacity, and also
a fault tolerant time interval specifying the minimum time
from the occurrence of a fault to a possible hazardous event.
Determination of such characteristics needed to fulfil the SGs
will instead need to be done in the solution domain, i.e. when
defining an architecture capable of fulfilling the risk norm.

The work of fulfilling the SGs in ISO 26262 starts with
a functional safety concept (FSC) where functional safety
requirements are defined and allocated to logical elements.
It will hence be up to the FSC to translate what it means
to fulfil the risk norm, as expressed by the SGs, to the
solution. As part of this work, strategies how to adapt to
different situations/scenarios will likely play an important role;
however, now with the purpose of fulfilling the risk norm
rather than defining the risks. Note that part of the FSC
may be to prescribe the importance of getting information
about situational awareness and prediction. The more precise
information that is available in run-time, the more likely it
is that the tactical decisions can enable higher speed etc, still
being able to guarantee a safe driving style. And a precondition
for this precise information to have an influence on safety-
critical decisions, is that its integrity is high enough for this
purpose. All this reasoning becomes an important part of the
FSC for an ADS. This analysis is also confined by the ODD.
The role of the ODD in the safety argument is discussed by
Gyllenhammar et al. in [5].

This way of working gives considerable freedom to de-
fine a safety strategy using trade-offs between performance
of sensors/actuators (e.g. range, or performance in different
environment conditions), driving style (e.g. cautionary vs.
performance) and verification effort (e.g. adjusting critical
ODD parameters to ease difficult verification tasks).

V. A QUANTITATIVE ASSURANCE FRAMEWORK

The proposed tailoring of the HARA also opens up for
further possible tailoring that might be useful in the safety

argumentation of an ADS. This tailored HARA produces as
an output a number of safety goals each having a quantitative
integrity attribute (numeric value of maximum frequency for
each incident type). In the refinement of these safety goals
into allocated safety requirements in the ADS realization, the
integrity values can be determined by traditional mathematical
quantitative rules, instead of the qualitative ordinary rules of
ISO 26262 of ASIL inheritance and ASIL decomposition.
Furthermore, it also opens up for one budget to be met
by all contributing causes, regardless whether they could be
described as systematic faults in design of system, software or
hardware; or as random hardware faults; or as ‘performance
limitations’ by sensors or actuators. This, together with the
case that an ADS always can be defined as safe, enables an
integrated HARA, refinement strategy, V&V approach, and
safety case structure, that includes all problems and concerns
that today have been split in ISO 26262 and ISO PAS 21448
(safety of the intended functionality) [10], respectively. Please
note that having a quantitative framework still allows quali-
tative evidence, so for example all the ASIL-oriented criteria
defined in ISO 26262 to argue freedom from systematic faults
would still be applicable.

There are a few things that are specific for an ADS
compared to many features having been in scope of ISO 26262
and ISO 21448 so far. Firstly, an ADS can be defined as safe.
This means that the intended function is safe, and there is
no need for a separate HARA concerning the safety of the
intended functionality. What is left as the subject for hazard
analysis are all the cases where the real behaviour deviates
from the defined behaviour. In many ADAS features this is a
real problem which is addressed by the ISO 21448 HARA. For
example, an automatic emergency brake (AEB), can introduce
risks if fulfilling its specification. E.g. with a pedestrian in
front of ego vehicle and a heavy truck behind, there is no
obvious way of specifying a safe function avoiding both the
possible collisions. Because the ADS is not a promise to the
user how to reactively handle a certain situation as is the case
with for example the AEB, we can define it as safe. An ADS
can be specified as ‘drive safely from A to B’, which then can
be deemed safe by definition. Hence we do not consider the
separate concern of safety of the intended function, and for
the ADS just one HARA for all risks can then be used.

Secondly, an ADS is much more complex than any tra-
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ditional automotive feature. This means that the redundancy
patterns to achieve a safe feature might also become quite
complicated, and the rules of ASIL decomposition might not
be fully applicable. For example, a common problem in ADS
is to determine a drivable area in front of ego vehicle free
from VRUs. A safety requirement on the aggregated block of
sensing and prediction could then be not to overestimate such
an area, with a very tough integrity attribute. In a quantitative
framework this can be expressed as a frequency covering all
possible causes why such an area would not become free from
VRUs in reality. When decomposing this in several redundant
sensing and prediction blocks, these can each get frequency
attributes of a value that in traditionally ISO 26262 only would
be in the QM range. By being agnostic to fault causes and
being able to take into account redundancy contributions of
just a few orders of magnitudes, also high integrity on vehicle
level can be reached and argued for in architectures that are
appropriate for the design of ADS.

Thirdly, the high complexity might make it hard to argue
for the validity of the rules of ASIL inheritance. According to
ISO 26262, a safety goal with attribute ASIL A can in theory
be refined to thousands of software elements, each having
dependent safety requirements which will inherit the ASIL
rating. This means we can still claim ASIL A for the SG, de-
spite having thousands of potential contributing ASIL A fault
causes. This is of course not the intention behind the standard,
which has the implicit assumption that the total complexity of
the design contributing to one safety goal is limited. For most
traditional automotive E/E features this might be true, and it
is obviously a good design principle to separate complexity
from integrity which makes this assumption on complexity
valid. However, in ADS design it is far from evident that
it is possible to limit the overall complexity of elements
contributing to one safety goal. One way to make a safety
case robust against violating such implicit assumptions, is to
instead apply traditional mathematical rules for combining the
effects of violating the safety requirements of the different
elements in an architecture.

VI. RELATED WORK

Shortcomings of the ISO 26262 HARA for an ADS has
been discussed before; e.g. how the lack of a human driver af-
fects determination of controllability in risk assessment, since
human passengers would not be ready and able to mitigate
a failure [2], [11], [12]; and that the complexity of an ADS
feature makes it more difficult to divide vehicle functionality
into simpler items that can be analyzed independently [11].

Wardziński [13] describes two approaches to risk assess-
ment: predetermined - based on analysis of possible accident
scenarios, and dynamic - where the vehicle control system
evaluates the risk of possible actions in real-time and selects
an appropriate action based on the current situation. The
HARA of ISO 26262:2018 would fall into the former category.
Some of the authors of this paper previously proposed an
iterative approach to predetermined hazard analysis for an
ADS [12]. In this method combinations from situation and

hazard classification trees are used to elicit HEs, followed
by function refinement to redefine the scope of the function
if the realization task is determined to be too difficult. This
is repeated until a stable set of HEs is obtained. However,
this method does not effectively address the problem of com-
pleteness of situations, and the attempt to define hazards on a
tactical level proved difficult. Stolte et al. [14] use a similar
iterative method. For their relatively simple use-case (in terms
of both environment and functionality of the ADS) such
methods may be feasible, but we argue that they will not scale
well to more advanced ADS features. Dynamic approaches
have been proposed by several authors. For instance, Khastgir
et al. [15] proposed a framework where tactical decisions are
used to reduce risks and seen as a redefinition of the function,
leading to a real-time update of the HARA; Gleirscher and
Kugele [16] formalized a way to construct planning (decision)
models from hazard analysis; and Trapp et al. [17] presented
a framework for dynamic risk analysis where the system
dynamically can determine which safety goals can be fulfilled
at any point in time. A missing piece in these approaches is
the lack of a clear goal for what a safe system is. The QRN
approach instead begins with determining risk acceptance, and
we rather see the fulfillment of the established risk norm as
part of the solution than a HARA; however, clearly the realized
system needs dynamic risk awareness in order to meet the SGs,
i.e. comparable to Wardziński’s dynamic risk approach.

Similarly to us, Neurohr et al. [18] observes that HARAs as
described in ISO 26262 and ISO PAS 21448 have weaknesses
when it comes to accounting for the behavior of the ADS as
well as the problem of completely characterizing the potential
situations. They also propose an alternative approach address-
ing what is covered in both standards and takes into account
the potential of using ODD restrictions and requirements on
behaviour to reduce risks; these are called risk mitigating
measures (RMMs). Their approach is scenario-based and
builds on known techniques (HAZOP) where experts, with the
help of data-driven scenario analysis, derive tables of relevant
hazardous scenarios. Rather than decoupling the problem and
solution domains they advocate an iterative process where the
HARA and design (RMMs) are repeatedly improved until the
risk is judged to be tolerable. They propose acceptable risk
should be bounded by regulatory requirements on exposure to
such hazardous scenarios. However, the difficulty of showing
completeness of scenarios and thus the top-level safety require-
ments remain with this method. We believe the clear separation
of problem and solution domains given by establishing a risk
norm gives several important advantages, i.e. we can show
completeness of the safety goals as well as make clear what the
expectations with regard to total frequencies of consequences
of different severity are. As mentioned in Sec. IV we rather
see scenario analysis such as the one presented in [18] as an
important tool in the realization phases.

Another approach is the responsibility sensitive safety (RSS)
model [19], which defines a mathematical model formalizing
a driving policy with the goal that the ego vehicle should
never cause an accident, and also drive with care to be
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able to compensate for reasonable mistakes of other road
users, without being overly cautious. This model, essentially,
specifies a solution based on what is assumed to be ac-
ceptable driving behaviour, but without considering incident
frequencies or different severities. Schöner [20] similarly takes
the route of defining what safe driving means in terms of
‘good enough’ behaviour for an ADS. While such work is
relevant to consider when implementing rules for the ADS
strategical/tactical planning, we believe it is imperative to both
take the different consequences into account and to consider
the number of incidents we can tolerate. In other words, these
models may be part of the solution, provided that they achieve
the safety goals determined e.g. using the QRN approach.

VII. CONCLUSIONS

Main obstacles to HARA for an ADS when using opera-
tional situations as part of the analysis are: that the virtually
infinite number of operating conditions requiring action to
minimize risk makes a completeness guarantee difficult; and
that the behaviour of the ADS can affect the determination
of exposure to such risks. Therefore we propose the QRN
approach, which instead focuses on incidents and acceptable
frequencies of consequences with different severity. As shown
in this paper, the need to define operational situations to
create safety goals is eliminated with this method, making
a completeness guarantee possible. The need to analyze sit-
uations/scenarios is confined to the solution domain, which
seems appropriate given that what are relevant situations
is, to a large extent, implementation-dependent. Further ad-
vantages to the approach are that: both safety-related and
other unwanted traffic incidents can be included in the same
framework; and since the risk norm is decoupled from the
implementation the approach is advantageous for handling
variability (e.g. in product lines) since the same risk norm
can be used for many variants. I.e., while there may be some
variability in the frequency allocation for each incident type
(as solutions for variants may have different characteristics)
the total acceptable risk for each consequence class will
be the same. Several of the co-authors represent companies
developing ADS features. We believe the approach is suitable
for such systems, and could be used as a tailoring of the
ISO 26262 lifecycle, replacing the HARA described in that
standard as well as the one of ISO PAS 21448.

We are aware that some aspects of the QRN approach may
seem controversial, perhaps specifically to explicitly set goals
on the frequencies of accidents of different severity (essentially
saying we’re allowed to kill and injure these many persons per
operational hour). In current standards, this is more implicit
in the HARA framework and integrity levels, but it may
hide weaknesses, e.g. the problems with ASIL decomposition
and inheritance rules discussed in the paper, or potential
inconsistencies when using several standards to ensure safety,
e.g. ISO 26262 and ISO PAS 21448. In fact, we believe
moving towards a quantitative assurance framework altogether
(with some qualitative parts such as process arguments), and
not just for the safety goals, may be good idea.
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