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Abstract—In this paper, we present a conceptual proposal for
a novel predictable and cognitive edge-cloud computing architec-
ture for industrial cyber-physical systems. Timing predictability
in this multi-layer architecture is envisioned to be supported by
cognitive adaptation mechanisms in various computing layers of
the edge-cloud computing continuum, including the communica-
tion among the layers. We also discuss our preliminary plan to
realize the proposed architecture. Furthermore, we conceptualize
the proposed architecture on a use case from the automation
industry to show its applicability.

I. INTRODUCTION

The edge and cloud computing technologies have already
become an integral part of many industrial Cyber Physical Sys-
tems (CPS), from infrastructure monitoring, smart automation
and construction equipment to telecommunication infrastruc-
tures [1], [2]. In such industrial systems, the environment is
considered to be highly dynamic. A typical case would be that
of construction quarries which are subject to frequent changes
in their environment (due to weather, layout modification, etc.)
and that accommodate battery-operated construction vehicles
that regularly join and leave the site to, for example, fulfill
variable charging requests. Beside their requirements for adap-
tation to varying operating conditions, most of these systems
require timing predictable services in various computing lay-
ers, e.g., edge and cloud computing layers, as often industrial
systems possess strict timing requirements, i.e., a hard service
deadline should be met.

The computing continuum, from edge to cloud, that is
available today lacks a holistic support for cognitivity, adap-
tivity and timing predictability in these industrial CPS. In this
context, cognitivity refers to processes that monitor the envi-
ronment, intelligently perceive the situation, and autonomously
adapt the overall utilisation of resources, including computa-
tion and communication resources. A system is considered
timing predictable if it is possible to prove or demonstrate
that it meets all the specified timing requirements [3]-[5]. The
primary objective of the overall adaptation is to obtain optimal
resource utilisation and reduction of overall cost and energy.

To meet these requirements, this paper proposes a novel
predictable and cognitive edge-cloud computing architecture
for industrial CPS. Timing predictability is supported by cog-
nitive adaptation mechanisms in the edge-cloud architectures.
Therefore, we use the term predictable cognitive edge-cloud
computing continuum throughout the paper to spotlight on

the novel feature of the proposed architecture. That is, timing
predictability of services, also known as timeliness of services,
will be supported through the use of cognitive and adaptation
mechanisms in various layers of the computing continuum.
We will leverage Al-enabled technologies that allow the de-
velopment of computing continuum, from edge to cloud [6].
Achieving such an architecture is of paramount importance
to many Original Equipment Manufacturers (OEMs) in their
path towards providing not only timing predictable services
but also energy- and cost-effective systems that are cooperative
and support zero downtime.

II. RELATED WORK

The concurrent execution of an application through all
computing continuum layers increases the complexity of the
entire system. Thus, holistic approaches have been considered
in the literature which tackle the design of the architecture
from different aspects, e.g., for mobile models [7], ad-hoc
computing establishment [8], and orchestration mechanisms
for the edge-cloud computing systems [1]. The architecture
proposed in this paper will also focus on utilising Al technolo-
gies to allow a seamless integration of adaptive mechanisms
into the architecture, while maintaining timeliness of services
in all computing layers. Therefore, the proposed architecture
considers timeliness aspects, both in computation and com-
munication, unlike the previously proposed architectures, that
makes it suitable for time-critical industrial systems.

Considering solely the application orchestration, a com-
prehensive survey presents various proposals [1]. There are
orchestration solutions for cloud computing, which are also
evaluated on edge computing, encompassing the edge-cloud
computing continuum [9]. One of the key elements of orches-
tration is the scheduling of services, where few proposals have
shown some development in this direction [10]. Predictability
in cloud computing has been a focus of several works [11],
[12], mainly targeting timeliness for applications in the cloud.
A few recent works further extend the predictability for the
computing continuum [13].

Focusing on the network technologies in the edge and
fog computing, there are very few works that address both
timeliness and adaptivity of the communication services. For
instance, a self-configuring time-sensitive network (TSN) is
proposed for fog and edge computing in the automation
domain [14] and for enabling fog computing to use TSN



technologies [15]. In this paper, we will focus on developing
communication infrastructure for the edge-cloud computing
architecture with the goal of enabling them for utilising
predictable communication technologies, such as TSN and
wireless TSN, and at the same time providing dynamicity in
the configuration of the network.

There are several large EU projects that have initiated
the development of edge-cloud computing continuum. For
example, the AI@Edge! project aims at developing reusable,
secure and trustworthy Al solutions for the network edge.
The SERRANO? project aims at developing an abstraction
layer for automated and cognitive orchestration from edge to
cloud computing. Development of a set of tools are the main
goal in the DITAS?® project, while Fog-protect* targets data
protection through the computing continuum. The SESAME?
project aims at combining solutions of network virtualization
with edge computing to develop multi-service 5G small cells
to obtain low-latency communication.

To the best of our knowledge, none of the existing archi-
tectures particularly present how timeliness and predictability
for services can be achieved in various computing layers.
Timeliness is a paramount requirement that is imposed by
industrial systems as they have many timing requirements
to fulfill. Timeliness of services is often left as a secondary
objective, while providing computing resources is commonly
the primary goal. Therefore, we aim at building an edge-cloud
computing continuum that essentially supports predictability
in all computing layers including communication among the
computing layers. We exploit the concept of cognitivity,
including monitoring and adaptation mechanisms, to enable
support for predictability of services.

III. ENVISIONED ARCHITECTURE

The predictable and cognitive edge-cloud architecture envi-
sioned in this paper is depicted in Fig. 1. In this architecture,
the edge-cloud computing continuum consists of several layers
of interconnected computing resources. In general, the edge
nodes provide services to end-systems or devices, while a
cluster of fog nodes aggregate several edge nodes providing
enhanced computing capabilities and connectivity. The cloud
computing layer, which can consist of several layers itself
including enterprise (private) and public clouds, has a vast
quantity of computing resources and can steer large com-
putations with massive storage capabilities. The edge node
provides services with strict timing requirements, while less
time-critical services are deployed to fog or cloud layers. With
such an architecture, enterprises can take advantage of multi-
layer computing systems for their applications with different
requirements on timing.

We aim at leveraging cognitive methodologies in order
to support predictable services within the presented multi-
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Fig. 1. Envisioned predictable & cognitive edge-cloud computing architecture.
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layer architecture. This computing architecture can provide
services to the end nodes from different computing layers
with different requirements. In this work we focus on timing
requirements, however, we envision an architecture able to deal
with other type of requirements, such as reliability or security
requirements. For instance, a service for high time- and safety-
critical requirements may only be provided by the fog cluster,
while less-critical services can be deployed on the private or
even public cloud. The novelty of this architecture is to provide
timeliness in all layers, including the private and public cloud,
with different time-criticality levels.

In order to provide such timeliness, during run-time of the
system without any service disruption, an entity is envisioned
to perform cognitive processes. This entity can reside in
different layers adhere to either a centralized, a distributed
or a hybrid model. The cognitive orchestration Application
Programming Interface (API) provides an interface between
the cognitive processes. Moreover, Al and Machine Learning
(ML) techniques will be utilized in the cognitive processes to
ensure intelligent, autonomous and time-predictable changes
during the run-time of the system. The cognitive processes
are categorized into three phases: monitoring the environment,
intelligent perception of the monitored environment, and on-
the-fly adaptation of the computing continuum.

We aim at achieving the following objectives to realize the
envisioned architecture:

« to develop a multi-layer edge-cloud computing architecture
with an intelligent cognitive capacity to adapt the system
autonomously during run-time, while maintaining the timing
requirements of the services imposed by industrial systems;

« to adopt suitable AI- and ML-based techniques to perform
run-time monitoring, intelligent perception, and adaptation
of the multi-layer edge-cloud computing architecture;

« to develop techniques to verify the timing predictability of
the system, in terms of computation and communication,
during offline and run-time of the system; and

« to demonstrate the proposed architecture together with cog-
nitive processes on realistic or industrial use cases.



IV. PRELIMINARY PLAN TO REALIZE THE ARCHITECTURE

The envisioned architecture will be realized as a hierarchical
model consisting of several computing layers from edge nodes
to a cluster of fog nodes, until the cloud (including enterprise
private and public clouds).

A. Predictable run-time environment and communication

The novel essence of this architecture is its support for
timing predictability in all layers. Hence, predictable run-
time environments, such as real-time operating systems and
real-time orchestration systems, will be utilized. In addition,
timing predictability will be considered in communication
among several computing layers that should also handle high-
bandwidth and low-latency communication over wired and
wireless networks. For instance, TSN will be considered for
wired communication within and between computing lay-
ers [16]. Utilizing 5G, as a wireless technology with low-
latency and high-bandwidth support, will be considered where
wired connection cannot be established. In addition, converged
TSN and 5G communication will also be considered [17].

B. Cognitive Orchestration API

We will investigate various solutions to develop an entity
to provide capacity for cognition, for instance, a centralized,
a distributed or a hybrid model. A centralized model has the
advantage of requiring less synchronization, while a distributed
model scales better for large systems. In general, edge-cloud
computing systems are complex and large, hence a hybrid
model might seem a priori a better solution. In any case, these
trade-offs will be investigated to select a suitable model to
deploy the cognitive entity.

In brief, the cognitive entity will follow the execution
and communication of the distributed application auditing
its timeliness and proposing adaptive measures. Then, the
communication interface between the edge-cloud system and
the cognitive entity will be realized by the cognitive orches-
tration API. The intention is not to implement an entirely new
orchestration API, instead to adopt and enhance the existing
solutions to provide such an interface, e.g., Kubernetes (like
KubeEdge?).

Once the cognitive orchestration API is designed, it will be
furnished with a set of ML techniques to provide its cognitive
behavior.

C. Cognitive Capacity: Monitoring and Dynamic Adaptation

Cognition requires three phases: monitoring the edge-cloud
system and its environment; intelligently perceiving the sit-
uation; and autonomously adapting the configuration accord-
ingly.

A set of techniques will be used to efficiently monitor the
computation and communication utilization. Different param-
eters will be considered when such monitoring techniques are
designed, e.g., periodicity of monitoring, metrics to monitor,

Shttps://kubeedge.io/en/

and update rates. Open-source tools, such as Prometheus’, can
be adopted to monitor lower-level metrics of the system.
Half-way between monitoring and intelligent perception can
be found techniques of predicting monitoring, which by means
of ML/AI techniques are able to predict future outcomes of
the monitoring module to enhance the system perception.
Then, intelligently perceiving the situation is achieved by
inferring the current and future edge-cloud system states
with respect to its requirements, anticipating possible Service
Level Objectives (SLOs) violations. Finally, the cognitive
entity selects the most appropriate adaptive mechanism. To
do so, a set of techniques based on ML/AI techniques will
be adopted to autonomously adapt the edge-cloud system, in
terms of computing or communication capacities. For example,
a monitoring technique can regularly inspect the network
utilisation within fog nodes and an adaptation technique can
adjust the routing of traffic based on the gathered (or historical)
data. It can also predict potential congestion and recover
proactively. Similarly, high-level metrics for software in a
computing platform can be monitored, such as the efficiency
of the resources used, which can lead to adaptation techniques
based on Al that can automatically optimise their deployment.

D. Support for Timing Predictability

We assume that many control applications that will be
deployed on edge, fog or cloud require to meet timing require-
ments such as deadlines, age and reaction constraints [18].
Similarly, delivering information from a remote computing
node to an end station should follow different timing con-
straints. The timing requirements of systems are usually
verified during the design phase of the systems and any
changes during the system will negate the verification of the
timing. In order to continuously support timing predictability
of the services in the proposed architecture, online timing
verification mechanisms are required. Any changes that the
adaptation mechanism proposes as per the cognitive processes
should be verified with respect to timing requirements before
their deployment. Hence, we will develop analytical and
formal techniques to verify timing predictability of services
before deployment of proposed changes by the adaptation
mechanisms. Such an online verification will be done on
both communication and computation to ensure guaranteed
timing for the whole system. For instance, pseudo-polynomial
response-time analysis techniques for distributed embedded
systems and end-to-end resource analysis techniques [19], [20]
can be used to verify the timeliness properties of distributed
systems with low time-complexity.

V. CONCEPTUALIZATION ON AN INDUSTRIAL USE CASE

The envisioned architecture can be applied to any applica-
tion domain with strict and non-strict timing requirements that
employs edge-cloud computing for adaptive and predictable
systems, including construction vehicles, railway, telecommu-
nication, and many more. In this section, we conceptualize

7https://prometheus.io/docs/introduction/overview/
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Fig. 2. Conceptualization of the envisioned framework on an industrial
automation use case.

the architecture on a use case from the automation industry to
demonstrate its applicability and usability.

The use case comprises an automation assembly line in
which a set of machinery collaboratively produces cell phones.
The machinery, including punching machine, cutting machine,
assembly machine, etc, are connected via a wired network
based on TSN switched Ethernet running Open Platform
Communication - Unified Architecture (OPC UA)? in the ap-
plication layer. The Manufacturing Execution System (MES)
on the edge is utilized to deploy the orders and make changes
in the assembly lines. However, the MES works statically
and any changes in the order, communication between the
machines, and processes, should be done offline. This can
potentially cause some delays and disruption in the production.
Therefore, the main idea of this use case is to further develop
the automation system to offload some of the intelligent
controls to the fog or enterprise cloud, while the changes in the
processes and communication among the machinery become
automatic and online. This will potentially help the production
system to be dynamic in the sense that when different products
are ordered the changes in the production system becomes
quick and automatic.

We aim to showcase the envisioned architecture and ac-
companying techniques on this use case, including the edge-
cloud computing architecture, cognitive processes to make
the system dynamic and automatic, and respect the timing
predictability requirements that are imposed by the processes
in the assembly line. Within this use case, we plan to use a
private in-house cloud to build such an edge-cloud continuum
and deploy the MES on both edge and cloud to work collab-
oratively. Fig. 2 shows the conceptualization of the proposed
framework on an existing industrial automation use case.

VI. CONCLUSION AND FUTURE WORK

In this paper, we proposed a novel predictable and cog-
nitive edge-cloud computing architecture for industrial CPS.
Furthermore, we presented our plan to realize this architecture

8https://opcfoundation.org/

and develop accompanying techniques. We also provided a
conceptualization of the proposed architecture on an industrial
automation use case to show its applicability in practice. We
believe, the proposed architecture would be beneficial for
OEMs in their path towards providing timing predictable and
energy- and cost-effective systems that are cooperative and
support zero downtime. In the future, we plan to execute the
presented plan to realize the proposed architecture.
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