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Deep Neural Networks (DNNs) are increasingly being processed on resource-con-
strained edge nodes (computer nodes used in, e.g., cyber-physical systems or at the 
edge of computational clouds) due to efficiency, connectivity, and privacy concerns. 
This thesis investigates and presents new techniques to design and deploy DNNs for 
resource-constrained edge nodes. We have identified two major bottlenecks that 
hinder the proliferation of DNNs on edge nodes: (i) the significant computational de-
mand for designing DNNs that consumes a low amount of resources in terms of energy,
latency, and memory footprint; and (ii) further conserving resources by quantizing 
the numerical calculations of a DNN provides remarkable accuracy degradation.

To address (i), we present novel methods for cost-efficient Neural Architecture Search 
(NAS) to automate the design of DNNs that should meet multifaceted goals such as 
accuracy and hardware performance. To address (ii), we extend our NAS approach 
to handle the quantization of numerical calculations by using only the numbers -1, 0, 
and 1 (so-called ternary DNNs), which achieves higher accuracy. Our experimental 
evaluation shows that the proposed NAS approach can provide a 5.25x reduction 
in design time and up to 44.4x reduction in network size compared to state-of-the-
art methods. In addition, the proposed quantization approach delivers 2.64% higher 
accuracy and 2.8x memory saving compared to full-precision counterparts with the 
same bit-width resolution. These benefits are attained over a wide range of com-
mercial-off-the-shelf edge nodes showing this thesis successfully provides seamless 
deployment of DNNs on resource-constrained edge nodes.
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Abstract
Deep Neural Networks (DNNs) are increasingly being processed on resource-constrained edge nodes 
(computer nodes used in, e.g., cyber-physical systems or at the edge of computational clouds) due to 
efficiency, connectivity, and privacy concerns. This thesis investigates and presents new techniques 
to design and deploy DNNs for resource-constrained edge nodes. We have identified two major 
bottlenecks that hinder the proliferation of DNNs on edge nodes: (i) the significant computational 
demand for designing DNNs that consumes a low amount of resources in terms of energy, latency, and 
memory footprint; and (ii) further conserving resources by quantizing the numerical calculations of a 
DNN provides remarkable accuracy degradation.

To address (i), we present novel methods for cost-efficient Neural Architecture Search (NAS) to automate 
the design of DNNs that should meet multifaceted goals such as accuracy and hardware performance. 
To address (ii), we extend our NAS approach to handle the quantization of numerical calculations by 
using only the numbers -1, 0, and 1 (so-called ternary DNNs), which achieves higher accuracy. Our 
experimental evaluation shows that the proposed NAS approach can provide a 5.25x reduction in design 
time and up to 44.4x reduction in network size compared to state-of-the-art methods. In addition, the 
proposed quantization approach delivers 2.64% higher accuracy and 2.8x memory saving compared 
to full-precision counterparts with the same bit-width resolution. These benefits are attained over a 
wide range of commercial-off-the-shelf edge nodes showing this thesis successfully provides seamless 
deployment of DNNs on resource-constrained edge nodes.
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Sammanfattning

Deep Neural Networks (DNN) bearbetas alltmer på resursbegränsade kantn-
oder (datornoder som används i t.ex. cyberfysiska system eller i utkanten
av beräkningsmoln) på grund av effektivitet, anslutningsmöjligheter och in-
tegritetsproblem. Denna avhandling undersöker och presenterar nya tekniker
för att designa och distribuera DNN:er för resursbegränsade kantnoder. Vi har
identifierat två stora flaskhalsar som hindrar spridningen av DNN på kantnoder:
(i) det betydande beräkningsbehovet för att designa DNN som förbrukar en låg
mängd resurser i termer av energi, latens och minnesfotavtryck; och (ii) ytterli-
gare bevarande av resurser genom att kvantisera de numeriska beräkningarna
av en DNN ger en anmärkningsvärd noggrannhetsförsämring.

För att ta itu med (i), presenterar vi nya metoder för kostnadseffektiv Neural
Architecture Search (NAS) för att automatisera designen av DNN:er som ska
uppfylla mångfacetterade mål som noggrannhet och hårdvaruprestanda. För att
ta itu med (ii) utökar vi vår NAS-metod för att hantera kvantiseringen av nu-
meriska beräkningar genom att endast använda siffrorna -1, 0 och 1 (så kallade
ternära DNN), vilket uppnår högre noggrannhet. Vår experimentella utvärder-
ing visar att den föreslagna NAS-metoden kan ge en 5,25× minskning av de-
signtid och upp till 44,4× minskning av nätverksstorlek jämfört med state-
of-the-art metoder. Dessutom ger den föreslagna kvantiseringsmetoden 2,64%
högre noggrannhet och 2,8× minnesbesparing jämfört med motsvarigheter med
full precision med samma bitbreddsupplösning. Dessa fördelar uppnås över
ett brett utbud av kommersiella kantnoder, vilket visar att denna avhandling
framgångsrikt tillhandahåller sömlös distribution av DNN på resursbegränsade
kantnoder.
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significant computational demand for designing DNNs that consumes a low
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(ii) further conserving resources by quantizing the numerical calculations of a
DNN provides remarkable accuracy degradation.

To address (i), we present novel methods for cost-efficient Neural Archi-
tecture Search (NAS) to automate the design of DNNs that should meet mul-
tifaceted goals such as accuracy and hardware performance. To address (ii),
we extend our NAS approach to handle the quantization of numerical cal-
culations by using only the numbers -1, 0, and 1 (so-called ternary DNNs),
which achieves higher accuracy. Our experimental evaluation shows that the
proposed NAS approach can provide a 5.25× reduction in design time and
up to 44.4× reduction in network size compared to state-of-the-art methods.
In addition, the proposed quantization approach delivers 2.64% higher accu-
racy and 2.8× memory saving compared to full-precision counterparts with
the same bit-width resolution. These benefits are attained over a wide range of
commercial-off-the-shelf edge nodes showing this thesis successfully provides
seamless deployment of DNNs on resource-constrained edge nodes.
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Mohammad Loni, Västerås, October 2022

vii

Acknowledgments
As a pleasant part of my life, this ongoing journey has been full of unique and
memorable moments, and many people had supporting roles to play in different
stages of the journey. First, my sincere thanks go to the team of my supervisors.
I would like to thank Prof. Mikael Sjödin, for his big encouragement and
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Chapter 1

Introduction

1.1 Introduction

Learning is a task that humans can perform very well in most circumstances but
is difficult for computers to accomplish. Machine learning is the field devoted
to studying how computers can learn and improve their performance by gaining
knowledge, making intelligent decisions, or recognizing complex patterns from
a set of data.

Deep Neural Network (DNN) is a subset of machine learning algorithms
containing more than one hidden layer and can be used to classify multi-
dimensional input data. Recently, DNNs have made unprecedented progress in
many learning tasks such as pattern recognition [1], image processing [2], im-
age classification [3], speech processing [4], Natural language processing [5],
and signal processing [6]. Advantages of DNNs against traditional machine
learning techniques include requiring less domain knowledge for the problem
they are trying to solve [3]. In addition, DNNs easily scale because accuracy
improvement usually is achievable either by augmenting the training dataset
or increasing the complexity of the network architecture. On the other hand,
shallow learning models such as decision trees and Support Vector Machines
(SVMs) are inefficient for many modern applications. Due to the vast usage
of DNNs, they have been deployed in many platforms, from high-performance
workstations to resource-constrained edge devices. Convolutional Neural Net-
works (CNNs) are one of the most important Deep Learning (DL) algorithms
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age classification [3], speech processing [4], Natural language processing [5],
and signal processing [6]. Advantages of DNNs against traditional machine
learning techniques include requiring less domain knowledge for the problem
they are trying to solve [3]. In addition, DNNs easily scale because accuracy
improvement usually is achievable either by augmenting the training dataset
or increasing the complexity of the network architecture. On the other hand,
shallow learning models such as decision trees and Support Vector Machines
(SVMs) are inefficient for many modern applications. Due to the vast usage
of DNNs, they have been deployed in many platforms, from high-performance
workstations to resource-constrained edge devices. Convolutional Neural Net-
works (CNNs) are one of the most important Deep Learning (DL) algorithms
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that provide highest accuracy for many computer vision (e.g., depth estima-
tion [7], object detection [8], coronavirus detection from X-ray- or CT- images
[9], etc) and biomedical signal processing (e.g., heart arrhythmia classification
[10], lung sound classification [11]) tasks.

The life-cycle of CNNs comprises two major stages as described in the fol-
lowing: Stage 1: Design & Train. Designing and training a CNN with the pri-
mary goal of achieving maximum accuracy and inference efficiency. Despite
the success of manually designing DL models, they do not always scale up with
increasing model complexity. They also require massive trial-and-error result-
ing in enormous costs for both human and computational resources. Neural
Architecture Search (NAS) emerged as a viable solution to automatically de-
sign efficient CNNs for a specific task requiring little human effort [12]. Stage
2: Inference. Inference is the deployment of a trained DL model to a target
device using low-level compilation tools [13]. Despite significant advances of
CNNs in both stages, CNNs still suffer from implementation difficulties:

• CNNs’ impressive results have been obtained by increasing the CNN
computational size leading to explosive training cost doubling every few
months [14]. Handling such a large amount of computational require-
ments poses severe challenges for scalable design and efficient model
deployment. Furthermore, it can produce excessive carbon dioxide, as
NAS is estimated to produce up to 284019 Kg of CO2 emissions [15].
This can result in harmful impacts on climate and severe consequences
for ecosystems and biodiversity [16], as CO2 is the leading cause of
global warming.

• CNN applications suffer from the skyrocketing increase of the data vol-
ume caused by the billions of edge devices (up to 30.9 billion by 2025)
connected across the globe [17], which are expected to create over 175
ZB of data by 2025 [18]. Alongside decreasing the innovation land-
scape of DL models, it reduces the efficiency of commodity computing
devices.

• For more accurate results, CNNs are becoming more complex models
containing hundreds of deep layers and millions of floating-point oper-
ations. Thus, having too many trainable parameters negatively impacts
computational performance. Due to limited processing and power bud-
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1.1 Introduction 5

get, the problem is more pronounced in deploying CNNs on resource-
constrained edge devices.

Many prior works attempted to reduce the computational complexity and
frequent memory accesses of CNNs (see Section 5). In general, the efficiency
of the CNN implementation can be enhanced via the following techniques:

1. Many CNN hardware accelerators are proposed to overcome the compu-
tational cost and huge memory footprint of CNNs by parallel computing
and efficient data reuse [19, 20, 21].

2. Model pruning is a practical method to minimize the size of the net-
work and refine the network accuracy by removing redundant network
connections and fine-tuning weights [22, 23, 24].

3. Low-rank matrix factorization is a technique that can reduce the compu-
tation and memory costs of DNNs by decomposing a large matrix into
multiple smaller ones [25, 26, 27].

4. Model quantization is an impressive method trying to reduce the mem-
ory footprint and computation complexity of CNNs by representing the
floating-point weights and/or activation functions as fixed-point and with
fewer bits [28, 29, 30, 31].

5. Hardware-aware NAS methods jointly optimize multiple objectives en-
abled by considering either a proxy (e.g., model operations) or latency
estimators to involve the awareness of hardware performance as a NAS
objective [32, 33, 34].

This thesis aims to devise novel methods for designing CNN architectures
that maximize efficiency and minimize design costs. Considering the limited
time of the Ph.D. studies, this dissertation focuses on the fourth (Paper B and
Paper C) and the fifth (Paper A, Paper D, and Paper E) approaches to amortize
the design cost of CNNs and improve the model efficiency at inference time.

In Papers A, D, and E, the main focus is on proposing a cost-efficient NAS
technique in order to improve the accuracy of image classification (Paper A),
disparity estimation (Paper D), and arrhythmia classification (Paper E) tasks.
Additionally, Papers A and D reduce the computational burden of CNNs by
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considering the complexity of the network as the second search objective. Pa-
per C extends the idea of Paper B by integrating the ternarization mechanism
into the NAS process to improve the accuracy of ternarized networks. The
overview of the thesis contributions is shown in Figure 1.1.
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Figure 1.1: The overview of the contributions of the thesis.

1.2 Thesis Outline
This thesis is organized into two parts. The first part includes six chapters,
which are presented in the following order: Chapter 1 gives an overview of
the thesis. Chapter 2 presents background and preliminaries of this thesis.
Chapter 3 presents research questions, research challenges, research goals, and
the research methodology. In Chapter 4, we describe the contributions of the
thesis to the realization of the research goals. Chapter 5 reviews significant
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1.2 Thesis Outline 7

research works in the domain of NAS and network ternarization. Finally, in
Chapter 6, we conclude the first part of the thesis with a discussion on our
key results as well as possible directions for future work. The second part of
the thesis is given as a collection of the included publications that present the
thesis’s technical contributions in detail.
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Chapter 2

Background

In this chapter, we first present Deep Learning (DL) and Convolutional Neural
Networks (CNNs). Next, we present the preliminaries of neural architecture
search (NAS).

2.1 Deep Learning

Learning is a task that humans can perform very well in most circumstances
but is difficult for computers to accomplish. Machine learning is the field de-
voted to studying how computers can learn and/or improve their performance
by gaining knowledge, making predictions, making intelligent decisions, or
recognizing complex patterns from a set of data.

Deep Neural Networks (DNNs) are a subset of machine learning algorithms
that are proposed to classify multi-dimensional input data. Recently, DNNs
provide maximum performance in many learning tasks such as pattern recog-
nition [1], image processing [2], image classification [3], speech processing
[4], Natural language processing [5], and signal processing [6]. Advantages
of DNNs against traditional machine learning techniques include providing the
best results for large-scale datasets and requiring less domain knowledge for
the problem they are trying to solve [3].

We briefly present the theory behind neural networks in the rest of this
section. Afterward, we introduce convolutional neural networks as the target
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optimization tasks in this thesis.

2.1.1 Theory behind Neural Networks

Neural Network (NN), so-called Multi-layer Perceptron (MLP), is constructed
by artificial neurons grouped in one or more layers. Figure 2.1 pictures the
functionality of an artificial neuron. An artificial neuron consists of input val-
ues, weights, a bias, and an activation function. Each layer is either an input
layer, hidden layer, or output layer, where the hidden layers extract features of
input data to produce the final output (see Figure 2.2.a). In general, the dif-
ferent layers of an MLP have a different number of neurons. Regarding the
functionality of artificial neurons, the input is multiplied by the weight, then
added with the bias, which produces the activation function input. Together
the summation and activation function represents the transfer function defining
the neuron output. Hence the characteristics of the NN are determined by the
transfer function [35].

Figure 2.1: Structure of an artificial neuron, where x represents the neuron input, w
weight, netj the activation function input, θj the activation function threshold, and oj
is the output of neuron.

Transfer Function

As we mentioned before, the summation and the activation function compose
the transfer function. According to [36], the activation functions are catego-
rized in three classes: activation by inner product, distance, or a combination
of both. Activation by inner product, also known as weighted activation, is a
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2.1 Deep Learning 11

commonly used technique that establishes the base of sigmoidal transfer func-
tions. The base of Gaussian transfer functions is activation by distance defined
as the euclidean distance between the input vectors and a reference. The neural
network layers or artificial neurons are not required to utilize the same activa-
tion functions [37]. With that said, the proper selection of network activation
functions significantly influences the performance of DNNs. Some frequently
used activation functions are discussed in the following [38]:

Sigmoidal activation function. It is a non-linear function that is repeatedly
used in subsequent layers, affecting the output according to Equation 11.1. The
function transforms the input into a value between zero and one, with the hard
indications tendency. In other words, the output is more likely to be a high
value or a low value rather than a middle value.

F (n) =
1

1 + e−n
(2.1)

However, the main disadvantage of this approach is not responding to input
values close to the function endpoints causing the vanishing gradients problem.
The problem determines whether the neuron activates or not, leading to slow
down the learning process [35, 39].

Tanh activation function. Tanh is a scaled version of the sigmoidal activa-
tion functions. Therefore it inherits sigmoidal properties such as non-linearity.
Tanh transforms the input value between minus one to one by using Equa-
tion 9.1.

F (n) =
2

1 + e−2n
− 1 (2.2)

Tanh suffers from the vanishing gradients problem for the same reason as
sigmoid. The main distinction between the two is their sensitivity to input data.
Tanh is more sensitive than sigmoid since it has sharper derivative [39].

Relu. [40] It is a popular non-linear activation function. The output of
Relu produces i as output if i is positive and zero as output if i is negative
(Equation 11.2). Opposed to Tanh, the output of Relu is not shielded by the
function allowing the output to be in the range of zero to infinity.

F (n) = max(0, n) (2.3)

Not activating neurons when the input value is negative has both benefits
and drawbacks. Although less activated neurons are superior for increasing
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efficiency in deep networks, it gives birth to a negative phenomenon called
dying Relu. This phenomenon results from a zero gradient, which happens
when the input of the neuron is repeatedly a negative value, causing the neuron
to stop learning. Leaky Relu [41] is a variation of Relu that attempts to avoid
a zero gradient by multiplying the 0.01 value to the Relu negative inputs for
minimizing sensitivity to the dying ReLU problem [39].

Neural Network Training

A dataset represents the prospective environment and required objects of inter-
est to train the NN. The dataset is initially divided into two sets: train and test.
The training data are divided into sets of training and validation. In general,
it is optional how to divide the dataset into these three sets. Hagan et al. [35]
propose to consider 70% for training, 15% for validation, and the remaining
15% for test. In some scenarios, when we deal with huge datasets, we can
consider 90% for training, 5% for validation, and the remaining 5% for the
test. NNs update initial weights, which are usually selected at random based
on the error made from the training dataset. The backpropagation algorithm
alters the network weights in every epoch to recognize the optimal weights.
Epoch is one iteration of the entire training dataset. For most of the time, the
dataset is too large to be processed by the hardware platforms at once. Thus
one epoch is divided into batches, or mini-batches [42]. The training will be
performed repeatedly until the model is deemed sufficient, or the learning is
stopped [43, 44].

Performance Generalization

The performance of neural networks is defined as model’s ability to general-
ize, which is evaluated by measuring how the model performs on unseen data.
To provide a robust model, increasing the generalization performance is crit-
ical. However, the generalization performance is affected by the presence of
errors, such as interpolation and extrapolation errors [35]. Interpolation errors,
known as overfitting, occur when the prediction accuracy is high for the train-
ing dataset and arbitrarily exposed to a new dataset [45, 46, 35]. Extrapolation
error, known as underfitting, happens due to a lack of variations in the training
dataset. Underfitting causes low prediction accuracy [46, 35]. The concept of
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2.1 Deep Learning 13

methods that can be directly applied to prevent the overfitting and underfitting
problems is described below.

Dropout regularization. Dropout is a technique used in the training pro-
cess for preventing the overfitting problem. Dropout removes neurons ran-
domly during training to take samples from different narrowed-down architec-
tures. Figure 2.2 shows the difference between a network leveraging dropout
at training time and a network that does not. The amount of neurons to drop
is determined by the retain probability p. It is recommended to select a high
p value for input layers and convolutional layers, while others get a standard
probability of 0.5 [47, 48].

Batch normalization. Normalization is applied for each mini-batch in or-
der to address the internal covariance shift problem. This technique normalizes
the input to decrease the required training time which results in producing a
non-deterministic output.

Transfer learning. The main aim of transfer learning is to reduce the time
required to find the optimal neural network weights. Transfer learning reuses
knowledge from a pre-trained model on a new task. The method may decrease
the number of required training epochs [49]. In addition, transfer learning can
improve generalization performance since the effect of viewing the first dataset
persists even after extensive training [50].

Pre-training. We train a network on a dataset before re-training and fine-
tuning the same network on another dataset to decrease the training error. This
technique improves the generalization performance for smaller datasets, while
large datasets reap more generalization benefits [51].

2.1.2 Convolutional Neural Network

In recent years, several deep learning models have been proposed to improve
the accuracy of different learning tasks. Convolutional Neural Network (CNN)
is one of the most popular deep learning architectures that attained state-of-the-
art results in many application domains, especially in computer vision tasks
[3]. CNNs have been successfully deployed on many platforms, from high-
performance workstations to mobile embedded devices.

In general, a CNN consists of multiple back-to-back layers connected in a
feed-forward manner. The main layers include the convolution, normalization,
pooling, and fully-connected layers. The convolutional layer extracts high-
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Figure 2.2: Illustrating a) an example of a NN architecture, and b) the same NN archi-
tecture during one mini-batch of the dropout regularization.

level abstraction of its inputs called a feature map by using various filters.
Equation 8.1 shows the operation of a 3D convolutional layer that convolves
the inputs via a filter W ∈ RC×X×Y for each feature map where C, X , and Y

are the number of input channels and spatial dimensions of the filter, respec-
tively. Many multiply and accumulate (MAC) operations are required to obtain
one point of the output feature map.
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2.2 Neural Architecture Search (NAS) 15

conv3D = fact(

C−1∑
k=0

X−1∑
i=0

Y−1∑
j=0

I [k] [X − i] [Y − j]×W [k] [i] [j]) (2.4)

Where conv3D, I , and W are the output feature maps, input feature maps,
and k × k weight filters, respectively. Pooling layers perform down-sampling
on data to decrease the amount of computation. Usually, in CNNs, pooling lay-
ers such as max pooling and average pooling are used after some convolutional
layers. Max-pooling selects the maximum feature map, and Average-pooling
computes the average feature maps in the pooling window. In general, after
distinguishing high-level abstraction features, fully-connected layers are em-
ployed for classification. A significant portion of computations, over 90%, are
performed in the convolutional layers where fully-connected layers are mainly
memory-bound [17]. Fig. 2.3 shows an overview of convolutional neural net-
works.
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2.2 Neural Architecture Search (NAS)

Neural Architecture Search (NAS) refers to the automatic optimization pro-
cess of network architectures for a new task. Figure 2.4 shows the overview
of the NAS algorithm. NAS starts with a set of predefined operations to form
the search space. NAS uses a search method to explore among a large num-
ber of candidate architectures. All selected candidate architectures are trained
and ranked. We perform the performance evaluation on the test set to evaluate
the network architecture. Then, the search method is updated according to the
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ranking information of the previous candidates to obtain a set of new candi-
date architectures. After terminating the search process, the most promising
network architecture is delivered to the user as the final optimal architecture.
In the following, the functionality of each NAS stage is described.
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Figure 2.4: The overview of the NAS framework.

2.2.1 Search Space

We classify the search spaces into two essential categories: discrete and con-
tinuous. Discrete NAS search strategies are mainly categorized as macro NAS
and micro NAS [52].

• Macro NAS strategies directly search the entire neural network architec-
ture. In other words, NAS finds an optimal network architecture within
a huge search space with the granularity of operations. Although the
macro NAS strategies yield a flexible search space, larger search spaces
enforce higher search costs. Figure 2.5 illustrates examples of two com-
mon macro NAS search spaces with a chain-based connection structure.
Figure 2.5.a shows a simple example of a chain-based architecture. Fig-
ure 2.5.b shows a chain-based architecture with supporting skip connec-
tions to provide more diversity.

• Micro NAS strategies, so-called cell-based NAS, use pre-learned neural
cells, where each cell is usually well-optimized for comparatively proxy
tasks. Figure 2.6 shows an example of NASNet [53] as one of the first
studies using this micro NAS idea. Micro NAS strategies try to find the
optimal interconnection among neural cells by stacking many copies of
the cells. Although micro NAS strategies drastically decrease the search
time, they might not be optimal for unseen tasks [54, 55].
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Figure 2.5: (a) A simple example of a chain-based architecture. Oi is an operation and
the ith operation in the architecture and z(i) is the oi output feature map. (b) Extend
the example by adding skip connections to provide more diversity. The input passes a
series of operations to obtain the final output.
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Figure 2.6: The structure of the search space leveraged in NASNet [53]. The search
space is based on two cells, including normal and reduction cells. Normal cell extracts
advanced features without changing the spatial resolution. The reduction cell reduces
the spatial resolution. Multiple normal cells are connected to a reduction cell to design
the final architecture, and this structure is repeated multiple times.
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On the other hand, we have continuous search spaces which are mainly op-
timized by the stochastic gradient descent (SGD) algorithm [56, 57]. DARTS
[58] as one of the earliest implementations of the continuous search space,
tries to relax a discrete search space continuously. DARTS uses gradients to
optimize the search space efficiently. DARTS utilize the NASNet cell-based
search space [53]. DARTS learns a neural cell as the key building block of the
final architecture. The learned cells are stacked to form either a convolutional
network.

The search space is represented by a directed acyclic graph (DAG) con-
structed by N sequentially connected nodes. DARTS assumes each cell has
two input nodes and one output node. To construct a convolutional cell, the
input nodes are the output of the cells in the previous two layers. To con-
struct a recurrent cell, one input is from the current time step, and the other
input is feed-backed from the previous time step. The output of the cell is cal-
culated by applying a concatenation operation to all intermediate nodes. For
a discrete search space, each intermediate node can be expressed as x(j) =∑

i<j o
(i,j)(x(i)) where x(j) is a potential feature representation in the cell,

and x(i) is previous intermediate node x(i) through a directed edge operation
o(i,j). Therefore, to learn the cell architecture, operations on the DAG edges
should be learned. DARTS makes the discrete search space continuous by
relaxing the selection of candidate operations to a softmax of all possible op-
erations. Figure 2.7 presents continuous relaxation and discretization of search
space in DARTS [58].

2.2.2 Search Method

Recently, different search methods have been proposed to explore the space
of neural architectures. Random search, Bayesian optimization, evolutionary
optimization, reinforcement learning (RL), and gradient-based algorithms are
the most popular search methods in the community. In the following, these
search methods are briefly described.

• Random Search. Random search randomly selects a specific number
of candidate architectures (a sample size) from the architectural space.
Random search evaluates the selected candidate architectures (e.g., by
calculating accuracy). Then, it identifies the best architecture in the sam-
ple, stores it in memory, and repeats this process. If the new architecture
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Figure 2.7: (a) The structure of a cell that aims to be learned. The operations on edges
are unknown. (b) Illustrating the continuous relaxation of the cell-based search space.
Each edge is a mixture of all candidate operations. (c) Joint optimizing the probabil-
ity of mixed operations and network weights with gradient descent method. (d) Final
network architecture.

is better than the previous one, the previous architecture will be replaced
by the new architecture. The search will be stopped after a pre-defined
number of iterations. Random search is proven to be a strong baseline
for hyper-parameter optimization [59].

• Bayesian Optimization (BO). Bayesian Optimization is one of the most
popular methods for hyper-parameter optimization [60, 61]. BO is based
on the Bayesian paradigm. BO sets a prior over the optimization func-
tion and collects the information from the previous sample to update the
posterior of the optimization function. A utility function selects the next
sample point to maximize the optimization function [62].

• Reinforcement Learning (RL). RL methods are useful for modeling se-
quential Markov decision processes where an agent interacts with an en-
vironment to maximize its future benefit. To use RL for NAS problems,
the design of a CNN architecture can be considered as the agent’s action,
with the action space identical to the search space. The agent’s reward is
the estimate of the performance of the trained architecture on test data.

• Evolutionary Methods. Evolutionary methods are an alternative to RL
approaches by using evolutionary algorithms for optimizing the neural
architecture. Evolutionary algorithms consist of the following key oper-
ators, including initialization, random parent selection, cross-over, muta-
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tion, and survivor selection. In general, evolutionary methods are highly
sensitive to the choices for cross-over, mutation, and the fitness function
that controls the behavior of the search process. Cross-over and mutation
operators guide the diversity trade-off in the population. Similarly, the
choice of fitness functions reflects the optimization objective.

• Gradient-Based Methods. While the methods above employ a discrete
search space, Liu et al. [58] propose DARTS, a continuous relaxation
to enable direct gradient-based optimization. DARTS optimizes both
the network architecture and the network weights by alternating gradient
descent steps on training data for weights and validation data for archi-
tectural parameters.

We need to note that it is essential to consider multiple search objectives
in practice, even with conflict. For example, the number of floating-point op-
erations and device-specific statistics such as latency and energy consumption
are popular objectives considered in some studies [17, 63, 54, 64]. The neu-
ral search problem is formulated as a multi-objective optimization problem to
consider the additional objectives. In general, multi-objective NAS separates
decision-making into two steps: first, a set of candidates is obtained without
considering any trade-offs between the different objectives, then the decision
for a superior solution is made in the second step.

2.2.3 Evaluation Strategy

In general, there exist four techniques to reduce the evaluation cost of candi-
dates during the search process:

1. Lower Fidelity Estimation: Reducing the training time is performed by
1 training with fewer epochs, 2 training on a subset of the dataset, 3

down-scale models, and 4 down-scale data. Although low-fidelity ap-
proximations remarkably reduce the computational cost, they also intro-
duce bias in the estimation by performance underestimation. This may
not be a problem if the search strategy only relies on ranking different
architectures and the relative ranking remains stable, and the difference
between the approximations and the full evaluation is not too big [65].
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2. Learning Curve Extrapolation: Reducing the training time by perfor-
mance extrapolation after just a few training epochs. Figure 2.8 shows
an example of an early training termination to predict the final accuracy
from the premature learning curve (solid line). This significantly reduces
the number of required training iterations.

3. Weight Inheritance/Network Morphisms: Initializing the weights of
new candidate architectures based on weights of other architectures that
have been trained before, e.g., a parent model, is another approach to
speed up performance estimation. This avoids training from scratch.

4. One-Shot Models/Weight Sharing: Treating all architectures as differ-
ent sub-graphs of a super-graph (the one-shot model) and sharing the
weights between architectures that have joint edges in the super-graph.
This significantly improves the performance estimation of architectures
since no training is required.

Figure 2.8: Example of early termination of the training strategy to accelerate the per-
formance of evaluations.
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Chapter 3

Research Statement

3.1 Problem Statement

Starting with AlexNet’s win in the 2012 ImageNet Large Scale Visual Recog-
nition Challenge (ILSVRC), CNNs have changed the landscape by providing
superb capabilities in extracting high-dimensional structures from enormous
data volumes. Meanwhile, mobile embedded devices such as smartwatches
and medical tools have become ubiquitous. Therefore, there is a massive re-
quest for on-device Deep Learning (DL) services such as health monitoring,
object recognition, and language translation [66, 67, 68].

Although CNNs significantly increase the accuracy for image classifica-
tion, visual recognition, and many other tasks [10, 69, 70], state-of-the-art re-
sults are accompanied by increasing the size of CNNs. As shown in Figure 3.1,
the amount of computing power needed to train state-of-the-art CNNs is grow-
ing at a rate of 15× every two years. Consequently, tweaking CNN architec-
tures using NAS methods becomes costly due to requiring high-performance
clusters to train NAS candidates (e.g., [71] requires 3800 GPU days).

On the other hand, the nature of embedded devices imposes intrinsic
memory and computing bottlenecks that make the deployment of DL applica-
tions impossible in practice [7, 55, 73]. For example, An off-the-shelf ARM
CortexTM-A7 embedded device only has 256KB on-chip memory. It is impos-
sible to run CNNs such as ResNet-18 [74] on this device due to exceeding the
peak memory by 339×. Even the 2-bit quantized version of ResNet-18 still
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Figure 3.1: The amount of computing power needed to train state-of-the-art CNNs,
measured in petaflops [72].

exceeds the memory limit by ≈22× [75], showing a significant gap between
the desired and available resources of tiny edge devices. As a consequence,
we have to deploy state-of-the-practice CNNs on the off-chip memory of AI
accelerators causing more energy consumption [63, 19]. Therefore, there is
a serious need to reduce the size and computational complexity of CNNs to
make their training and deployment feasible for resource-constrained devices.

Network quantization is a widely used technique that significantly reduces
the computational burden of CNNs. A ternary Neural Network (TNN) [76, 77,
78, 79, 29, 80], where both weights and/or activation functions are quantized to
ternary tensors ({-1, 0, +1}) is a variation of network quantization techniques
that comes with the benefits of model compression and operation accelera-
tion. TNNs are reported to have up to 16× memory compression ratio [76]
and 20× speed-up on FPGA [81], in comparison with full-precision networks.
However, TNNs still suffer from a substantial accuracy drop issue, hamper-
ing their widespread use in practice (up to ≈17% accuracy drop compared to
full-precision networks on ImageNet [82]).

In addition, Hardware-aware NAS methods are inefficient in practice due to
leveraging lower fidelity estimation methods to predict hardware performance
metrics such as FLOPs. Thus, developing cost-efficient search methods that
use accurate hardware performance estimators is essential. To accommodate
these requirements, we defined the following research questions;
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use accurate hardware performance estimators is essential. To accommodate
these requirements, we defined the following research questions;
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3.2 Research Goals 25

1. What is the best CNN architecture with the highest accuracy that is im-
plementable on a target resource-constrained (battery and memory) de-
vice?

2. How could we deal with the significant search cost of common NAS
methods?

3. How to develop accurate hardware performance estimation models?

4. How could we reduce the accuracy degradation of common quantization
methods?

3.2 Research Goals
To answer research questions, we research efficient NAS methods for design-
ing low latency and resource-efficient CNN architectures for a wide range of
devices such as Field Programmable Gate Arrays (FPGAs), embedded Graph-
ics Processing Unit (GPU), and Intel® Neural Compute Stick 2 (NCS2). Plus,
we accomplished a study on quantizing the weight and network activation func-
tions to achieve a higher level of memory saving. The output of our studies is
published in five papers (see Section 4). All in all, the overall goal of this thesis
is formulated as follows:

Overall goal: Developing an automated framework that deploys CNNs
into edge devices by (i) enabling scalable design of complex CNNs for a di-
verse set of edge devices with minimal cost; and (ii) quantizing CNNs with
minimal accuracy degradation compared to floating-point counterparts. For
more clarification, the overall goal is divided into the five following subgoals:

• Subgoal 1: Analyzing the characteristics of CNNs by focusing on com-
puting potential in order to identify performance bottlenecks.

• Subgoal 2: Design of accurate latency estimation models for various
edge devices to improve NAS search efficiency.

• Subgoal 3: Devising novel optimization techniques to search large-scale
design spaces in a short time. We can leverage the latency estimator
designed in the subgoal 2 to efficiently run more intelligent optimization
techniques.
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• Subgoal 4: Decreasing the computational cost and memory footprint of
CNNs by proposing a novel NAS method that designs ternarized CNNs
while providing higher level of accuracy.

• Subgoal 5: Evaluating how the proposed solutions improve the classifi-
cation accuracy while decreasing the high computing cost and memory
footprint of CNNs.

3.3 Research Challenges

According to NAS algorithms (Section 2.2), designing the CNN architecture
involves three essential challenges. In the rest of this section, we address the
main barriers to designing CNN architecture and our proposed solutions to
tackle these challenges. The main NAS challenges are:

1. Properly defining search space and involved hyper-parameters. The
search space is defined by the predefined architectural hyper-parameters
and the corresponding operation set. For example, architectural tem-
plate, kernel size, the number of channels of the convolutional layer,
and the connectivity method of operations are among the most impor-
tant search space parameters. The impact of the search space parame-
ters on the final NAS performance is significant since these parameters
determine which architectures can be searched by the NAS [56]. The
selection of the search space is therefore critical since it has a substantial
influence on the search cost and the quality of results.

2. Properly selecting the search method. The search method determines
how to explore the search space, which is often large or even unbounded.
It is desirable to quickly find well-performing neural architectures while
avoiding being converged to a region of sub-optimal solutions. In
other words, selecting the most suitable search method balancing the
exploration-exploitation trade-off is critical.

3. Properly selecting the evaluation strategy. NAS methods try to find
a neural architecture that maximizes some performance measurements,
such as accuracy. Thus, there is a need to evaluate the performance of
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3.4 Research Methodology 27

candidate architectures. The simplest way is to train the candidate ar-
chitecture on training data and evaluate its performance on validation
data. However, training each architecture requires extensive computing
capacity, which is the main bottleneck of NAS methods. For example,
NASNet [53] used Reinforcement Learning (RL) to spend 2000 GPU
days to design the best architecture for CIFAR-10 [83] and ImageNet
[84]. Similarly, AmoebaNet [85] needs 3150 GPU days using an evo-
lutionary algorithm. This naturally raises the need for some methods
for accelerating performance evaluation. State-of-the-art studies propose
performance estimation models to estimate accuracy and/or latency of
CNNs. In this thesis, we only utilize latency estimation models (Paper
D). It is worth mentioning that maximizing the accuracy of performance
estimators for a given pair of hardware-dataset is a time-consuming task.

Here, the imminent question is - which NAS configuration is superior? In
general, there is no clear answer to this question since it depends on the task,
the size of the dataset, user constraints, search objectives, available computing
power, etc. Table 3.1 summarizes NAS configurations used in our research
papers.

Table 3.1: Summarizing the thesis contributions regarding the NAS structure.

Search Space Search method Evaluation Strategy Optimization Objective
Paper A Discrete / macro NAS NSGA-II [86] Lower Fidelity Estimation Accuracy and # Network Parameters
Paper B Discrete / macro NAS Genetic Algorithm Lower Fidelity Estimation Accuracy
Paper C Continuous / micro NAS SGD Full-training Accuracy
Paper D Discrete / macro NAS Meta-heuristic Full-training & Latency Estimator Accuracy and Latency
Paper E Continuous / micro NAS SGD Full-training Accuracy

3.4 Research Methodology
For doing scientific research and walking on the right path toward preparing
a concrete thesis, leveraging research methodology is critical. The scientific
method [87] provides how to facilitate new questions and formulate problems.
Holz et al. [88] discuss the four major steps, including problem formulation,
proposing a solution, implementation, and evaluation. Even though there was
no solid research methodology at the beginning of the Ph.D. program, we fol-
lowed Holz’s research methodology in our research. We started with a litera-
ture review on similar methods aiming to tackle the problem; then, we contin-
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ued with working on our idea to cover the weaknesses of the proposed solution.
The implementation and evaluation phases were the last steps in our research
journey. Figure 8.2 illustrates the research methodology used in our research.
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Figure 3.2: Research Methodology.

3.4.1 Problem definition

To initiate our research, we have examined state-of-the-art and state-of-the-
practice studies. We first investigated prestigious computer architecture, com-
puter vision, and machine learning venues such as ISCA, DATE, DAC, MI-
CRO, FCCM, ECCV, CVPR, ICCV, ICLR, ICML, etc. After that, we discussed
our findings with other researchers and our industrial partners. The research
goals were formulated as an outcome of the problem formulation step. Plus,
we found some ideas for the subgoals.

3.4.2 Consolidate an idea

After the literature review, we consolidated our ideas by focusing on the papers
that showed remarkable results. Then, we summarized subgoals as a subgoal.
Paper A and Paper D propose new methods to improve the current state-of-the-
art by considering the second optimization objective. In Paper C, we extended
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3.4 Research Methodology 29

the essential idea of Paper B. In addition, Paper D extends the idea of Paper A.
Finally, Paper E uses a one-shot NAS method to classify an important patho-
logical sign of ECG signal for Paroxysmal Atrial Fibrillation (PxAF).

3.4.3 Implementation

The implementation results on a wide range of resource-constrained devices
are presented based on either hardware implementation (Papers A, C, D) or
software implementation (Papers B, E). Measurements based on practical ex-
perience helped us understand our proposed solutions’ actual impact.

3.4.4 Evaluation

In the evaluation step, comparative studies using the introduced metrics are
considered. Depending on the results of the evaluation step, the problem for-
mulation and proposed solution could be revised and continued with the later
steps. This process is repeated until the results are acceptable. The results/out-
comes of each step could be presented as papers, reports, and presentations in
work-in-progress sessions, workshops, conferences, and journals.
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Chapter 4

Research Contribution

In this section, we present our contributions (Papers A-E) to achieve the re-
search goals (Section 3.2).

4.1 Contributions Addressing the Research Goals

4.1.1 Contribution of subgoal 1

We need to analyze the characteristics of CNNs to find bottlenecks in the way
of accuracy and computing efficiency. As a result, we figured out CNNs are
complex models with a significant memory footprint (Paper A and Paper B).
Plus, the distribution of weights has a remarkable impact on the performance of
TNNs (Paper C). Moreover, the backbone architecture of TNNs is not efficient
for quantizing weights and/or activation functions (Paper C). Last but not least,
the results represented in Paper D indicate the total number of network floating-
point operations and neural network parameters have a low correlation with
network inference time (latency) for large-scale datasets.

4.1.2 Contribution of subgoal 2

NAS should be hardware-aware for real-world applications to satisfy device-
specific constraints (e.g., memory usage or latency). Existing hardware-aware
NAS methods leverage network FLOPs as a proxy for hardware performance.
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However, FLOPs is a highly inaccurate proxy since the latency of a CNN archi-
tecture could differ based on its degree of parallelism and memory access cost.
Thus, neglecting hardware details will undoubtedly lead to inefficient search
results. To address this challenge, we propose to (i) design a fully learning-
based latency estimator for a target device; and (ii) integrate it in the search
process to directly design a CNN architecture for a target device. Paper D
covers subgoal 2.

4.1.3 Contribution of subgoal 3

Different optimization techniques have been proposed to design the architec-
ture of CNNs, such as RL, random search, Bayesian optimization, and evolu-
tionary methods. However, the inefficient exploration of the design space of
architectural parameters is the main problem of prior works. Plus, most of the
prior studies suffer from significant search costs. Based on the achievements
of subgoal 1, subgoal 2, and literature review, we proposed fast search methods
that find near-optimal solutions. In Papers C and E, we leverage a cell-based
one-shot NAS method to design accurate neural architectures in a short time.
In Paper D, we utilize a multi-stage meta-heuristic optimization method to pro-
vide a guided exploration scheme. Papers C, D, and E cover subgoal 3.

4.1.4 Contribution of subgoal 4

Based on the achievements of subgoal 1 and literature review, we proposed a
novel NAS method that designs ternarized CNNs, dubbed TAS. TAS is a po-
tential method that reduces the computing cost and memory footprint of CNNs
while keeping accuracy at a safe margin. Recently, many proposed studies (see
Section 5) addressed these issues. Although they have significantly decreased
the computational load of CNNs, they have suffered from accuracy degrada-
tion, especially for large datasets. On the other hand, TAS is a gradient-based
NAS method that efficiently reduces the accuracy gap between ternary and full-
precision counterparts. TAS is the first to (i) simultaneously ternarize and de-
sign neural architectures; (ii) propose a new cell template for ternary networks
with maximum gradient propagation; and (iii) provide a novel learnable quan-
tizer that adaptively relaxes the ternarization mechanism from the data (kernel
weights and activation functions) distribution. As the second contribution, we
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4.2 Overview of the Included Papers 33

propose a novel piece-wise activation function and optimized learning rate for
different datasets to improve the accuracy of ternarized neural networks. Paper
B and Paper C cover subgoal 4.

4.1.5 Contribution of subgoal 5

Once we figured out the fundamental behavior of CNNs and proposed opti-
mization solutions which are based on network architecture optimization and
network ternarization, the evaluation between the state-of-the-art and the pro-
posed solutions is conducted. In this subgoal, we consider several metrics to
verify the functionalities of the proposed methods, including accuracy, network
compression rate, computing performance (latency), search cost, reproducibil-
ity of results, etc. To evaluate the hardware performance, we consider a wide
range of edge devices, including Xilinx Zynq FPGA, NVIDIA GPU, Intel®

NCS 2, and ARM Processor. As a result, we confirm a notable decrease in
the computational complexity in Papers A, B, C, and D. In addition, Paper
E provides higher PxAF classification accuracy compared to widely-accepted
baseline methods including ResNet-18 [74] and Auto-Sklearn [89].

4.2 Overview of the Included Papers

The main contributions of the thesis are organized and presented in the form of
a collection of papers. Additional papers listed at the beginning of the thesis
also strengthen the contributions of the thesis. A summary of the included
papers is as follows:

4.2.1 Paper A

DeepMaker: A multi-objective optimization framework for deep neural
networks in embedded systems [90].

Abstract. Deep Neural Networks (DNNs) are compute-intensive learning
models with growing applicability in a wide range of domains. Due to their
computational complexity, DNNs demand implementations that utilize custom
hardware accelerators to meet performance and response time as well as
classification accuracy constraints. In this paper, DeepMaker framework is
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proposed, which aims to automatically design a highly robust DNN archi-
tecture for embedded devices as the closest processing unit to the sensors.
DeepMaker explores and prunes the design space to find improved neural
architectures. Our proposed framework takes advantage of a multi-objective
evolutionary approach, which exploits a pruned design space inspired by a
dense architecture. Unlike recent works that mainly have tried to generate
highly accurate networks, DeepMaker also considers the network size factor
as the second objective to build a highly optimized network fitting with limited
computational resource budgets while delivers comparable accuracy level.
In comparison with the best result on CIFAR-10 and CIFAR-100 dataset,
a generated network by DeepMaker presents up to 26.4 compression rate
while loses only 4% accuracy. In addition, DeepMaker maps the generated
CNN on the commodity programmable devices including ARM Processor,
High-Performance CPU, GPU, and FPGA.

Personal Contribution. I am the initiator, the main driver and the author
of all parts in this paper. Mr. Ali Zoljodi helped us in preparing the results of
network pruning algorithm. Ms. Sima Sinaei helped us with a nice review and
reorganize the presentation structure of this paper. The other co-authors have
contributed with valuable reviews.

4.2.2 Paper B

TOT-Net: An Endeavour Toward Optimizing Ternary Neural Net-
works [77].

Abstract. High computation demands and big memory resources are the
major implementation challenges of Convolutional Neural Networks (CNNs)
especially for low-power and resource-limited embedded devices. Many bina-
rized neural networks are recently proposed to address these issues. Although
they have significantly decreased computation and memory-footprint, they
have suffered from accuracy loss especially for large datasets. In this paper,
we propose TOT-Net, a ternarized neural network with [-1, 0, 1] values for
both weights and activation functions that has simultaneously achieved a
higher level of accuracy and less computational load. In fact, first, TOT-Net
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4.2 Overview of the Included Papers 35

introduces a simple bitwise logic for convolution computations to reduce
the cost of multiply operations. To improve the accuracy, selecting proper
activation function and learning rate are influential, but also difficult. As the
second contribution, we propose a novel piece-wise activation function, and
optimized learning rate for different datasets. Our findings first reveal that
0.01 is a preferable learning rate for the studied datasets. Third, by using an
evolutionary optimization approach, we found novel piece-wise activation
functions customized for TOT-Net. According to the experimental results,
TOT-Net achieves 2.15%, 8.77%, and 5.7/5.52% better accuracy compared to
XNOR-Net on CIFAR-10, CIFAR-100, and ImageNet top-5/top-1 datasets,
respectively.

Personal Contribution. Ms. Najme Nazari is the initiator and the main
driver in this paper. I have done the optimization part with the evolutionary
method, obtaining the experiments, and I was responsible for writing the
paper. Other co-authors have contributed with valuable discussion and reviews.

4.2.3 Paper C

TAS: Ternarized Neural Architecture Search for Resource-Constrained
Edge Devices [75].

Abstract. Ternary Neural Networks (TNNs) compress network weights
and activation functions into 2-bit representation resulting in remarkable net-
work compression and energy efficiency. However, there remains a significant
gap in accuracy between TNNs and full-precision counterparts. Recent ad-
vances in Neural Architectures Search (NAS) promise opportunities in auto-
mated optimization for various deep learning tasks. Unfortunately, this area is
unexplored for optimizing TNNs. This paper proposes TAS, a framework that
drastically reduces the accuracy gap between TNNs and their full-precision
counterparts by integrating quantization into the network design. We expe-
rienced that directly applying NAS to the ternary domain provides accuracy
degradation as the search settings are customized for full-precision networks.
To address this problem, we propose (i) a new cell template for ternary net-
works with maximum gradient propagation; and (ii) a novel learnable quan-
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Abstract. Ternary Neural Networks (TNNs) compress network weights
and activation functions into 2-bit representation resulting in remarkable net-
work compression and energy efficiency. However, there remains a significant
gap in accuracy between TNNs and full-precision counterparts. Recent ad-
vances in Neural Architectures Search (NAS) promise opportunities in auto-
mated optimization for various deep learning tasks. Unfortunately, this area is
unexplored for optimizing TNNs. This paper proposes TAS, a framework that
drastically reduces the accuracy gap between TNNs and their full-precision
counterparts by integrating quantization into the network design. We expe-
rienced that directly applying NAS to the ternary domain provides accuracy
degradation as the search settings are customized for full-precision networks.
To address this problem, we propose (i) a new cell template for ternary net-
works with maximum gradient propagation; and (ii) a novel learnable quan-
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tizer that adaptively relaxes the ternarization mechanism from the distribution
of the weights and activation functions. Experimental results reveal that TAS
delivers 2.64% higher accuracy and ≈2.8× memory saving over competing
methods with the same bit-width resolution on the CIFAR-10 dataset. These
results suggest that TAS is an effective method that paves the way for the effi-
cient design of the next generation of quantized neural networks.

Personal Contribution. I am the initiator, the main driver, and the author
of all parts of this paper. Mr. Hamid Mousavi did the implementation parts.
Mr. Mohammad Riazati was responsible for implementing the best models on
FPGA and reviewing the paper. The other co-authors have contributed with
valuable reviews.

4.2.4 Paper D

FastStereoNet: A Fast Neural Architecture Search for Improving the
Inference of Disparity Estimation on Resource-Limited Platforms [7].

Abstract. Convolutional Neural Networks (CNNs) provide the best
accuracy for disparity estimation. However, CNNs are computationally ex-
pensive, making them unfavorable for resource-limited devices with real-time
constraints. Recent advances in Neural Architectures Search (NAS) promise
opportunities in automated optimization for disparity estimation [91, 54].
However, the main challenge of the NAS methods is the significant amount
of computing time to explore a vast search space (e.g., 1.6 × 1029 [92])
and costly training candidates. To reduce the NAS computational demand,
many proxy-based NAS methods have been proposed. Despite their success,
most of them are designed for comparatively small-scale learning tasks. In
this paper, we propose a fast NAS method, called FastStereoNet, to enable
resource-aware NAS within an intractably large search space. FastStereoNet
automatically searches for hardware-friendly CNN architectures based on Late
Acceptance Hill Climbing (LAHC), followed by Simulated Annealing (SA).
FastStereoNet also employs a fine-tuning with transferred weights mechanism
to improve the convergence of the search process. Collection of these ideas
provides competitive results in terms of search time and strikes a balance
between accuracy and efficiency. Compared to the state-of-the-art [91],
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4.2 Overview of the Included Papers 37

FastStereoNet provides 5.25× reduction in search time and 44.4× reduction
in model size. This benefits are attained while yielding a comparable accuracy
that enables seamless deployment of disparity estimation on resource-limited
devices. Finally, FastStereoNet significantly improves the perception quality
of disparity estimation deployed on FPGA and Intel® NCS2 accelerator in a
significantly less onerous manner.

Personal Contribution. I am the initiator, the main driver, and the author
of all parts of this paper. I also perform the hardware implementation parts.
Mr. Ali Zoljodi did the implementation parts. Dr. Amin Majd analyzed the
search complexity, and the other co-authors have contributed with valuable
reviews.

4.2.5 Paper E

NAS-PxAF: Neural Architecture Search for Accurate Detecting Paroxys-
mal Atrial Fibrillation. (Under Review)

Abstract. This paper presents a novel application of the Neural Archi-
tecture Search (NAS) method: classification of Paroxysmal Atrial Fibrillation
(PxAF) from electrocardiogram (ECG) signal. PxAF is a pathological char-
acteristic of ECG that can lead to fatal conditions such as heart attack and
therefore requires special attention. The paper proposes an innovative method
for ECG classification by integrating an especial signal processing phase with
a convolutional neural network where NAS finds the optimal classification ar-
chitecture. Experimental results show that the proposed NAS-based method
not only enhances state-of-the-art, but also improves the classification perfor-
mance of the two widely-accepted baseline methods, ResNet-18, and the Auto-
Sklearn, by 3.4% and 10.6%, respectively.

Personal Contribution. I am the initiator, and the author of all parts
of this paper. Mr. Mehdi Asadi did the implementation parts. Prof. Arash
Gharehbaghi helped us with designing the signal processing pipeline and
reviewing the paper. The other co-authors have contributed with valuable
reviews.
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4.2.6 Mapping Contributions to Subgoals

Mapping of the research subgoals to the contributed papers are shown in Ta-
ble 4.1.

Table 4.1: Mapping of the research goals to the contributions.

subgoal 1 subgoal 2 subgoal 3 subgoal 4 subgoal 5
Paper A ✓ ✓
Paper B ✓ ✓ ✓
Paper C ✓ ✓ ✓ ✓
Paper D ✓ ✓ ✓ ✓
Paper E ✓ ✓
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Chapter 5

Related Work

In this section, we review the most significant related studies in the areas of
automatic design of CNN architectures and CNN Quantization techniques, re-
spectively.

5.1 Neural Architecture Search
To enable more accurate learning results, selecting the architectural param-
eters of CNNs is crucial since the network architecture strongly affects the
inference time, memory footprint, accuracy, and network generalization profi-
ciency. However, the manual design of CNNs is overwhelming due to requir-
ing a lot of trial-and-error and deep expertise. Therefore, NAS methods have
emerged as a potential alternative to decrease efficiency risk and design cost.
Inspired by [52], we first categorized NAS methods as macro NAS and micro
NAS. Then, we review recent papers that utilize proxy tasks to improve NAS
efficiency since dealing with the time-consuming evaluation and huge search
space are the main NAS difficulties [85, 53].

5.1.1 Macro NAS

Macro NAS methods try to directly design the entire neural network archi-
tecture from scratch [93, 94, 95, 55]. In other words, NAS finds an optimal
architecture within a huge search space with the granularity of operations. It
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provides a highly flexible search space. However, the larger search space en-
forces more search costs.

Several search methods have been proposed to find the optimal solution
effectively. Using the random search method is challenging due to extremely
random sampling in the search space [12]. On the other hand, Bayesian-based
methods suffer from immense computational cost, are suitable only for search-
ing architectures with a fixed-length space, and focus on low-dimensional con-
tinuous problems [17]. Reinforcement learning (RL) is a popular approach
for updating the network generator weights [95, 55, 92, 93]. [95] proposed
an LSTM-based controller to configure the CNN descriptions, then trains this
LSTM with RL to maximize the classification accuracy. [92] proposes ENAS,
an efficient NAS trying to search an optimal sub-graph within a large com-
putational graph by employing a meta-controller. In macro NAS, the size of
search space exponentially growth by increasing the depth of network [93, 95],
e.g., a network with less than 12 layers results in 1.6 × 1029 distinct architec-
tures [92]. It is not widely feasible to efficiently search such a large space in
a reasonable time (requiring thousand GPU hours). Thus, [92, 93, 95] prune
the search space by limiting the depth of CNNs causing limited achievable ac-
curacy [52]. Alternatively, a group of research studies relies on evolutionary
search methods where the best architecture is designed by iteratively refining
a population of candidate architectures [96, 90, 85, 97, 98]. However, all these
methods are costly, requiring hundreds of GPU days. In contrast, we propose
a fast search method that designs efficient CNNs from scratch.

5.1.2 Micro NAS

Micro NAS methods search the inner architecture of learning cells, while the
interconnection among neural cells is defined by stacking several copies of
the discovered cells [85, 92, 58, 53, 91, 52]. Although micro NAS methods
highly decrease the search time, they might not be optimal for any unseen
tasks since each cell is usually well-optimized for comparatively proxy tasks.
For example, most of them are optimized for the CIFAR-10 dataset [53, 92],
which do not guarantee to be optimal for large-scale datasets [91, 55].
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5.2 Network Ternarization 41

5.1.3 Improving NAS Efficiency

In general, NAS is a time-consuming process. This results from: (i) candi-
dates’ notorious training time (e.g., [71] needs 3800 GPU days); and (ii) huge
search space. To improve NAS speed and to reduce the NAS computational
cost, a variety of techniques have been proposed to utilize proxy tasks [12].
HyperNet generates weights for candidate networks and evaluates them with-
out full training from scratch [94]. [63, 99] use partial training for accuracy
prediction at the cost of noisy evaluations. Plus, using a proxy for accuracy in-
troduces estimation bias since accuracy will typically be underestimated [65].
We did not use accuracy predictors in this thesis. Sharing weights among po-
tential networks decreases the search time by two orders of magnitude [92].
[93, 100, 101] use network to network transformation for reusing weights of
previously discovered networks to amortize the training cost.

5.2 Network Ternarization

Network quantization is an effective solution that enables deploying CNNs
onto edge devices. Some recent researches [102, 103, 104] surpass quantized
neural networks and have aggressively reduced precision even to 1-bit to con-
struct binarized neural networks (BNNs). However, BNNs suffer from accu-
racy loss, especially for large datasets. [105] tried to address this issue for
BNNs by proposing an efficient training strategy. BinaryConnect [104] elimi-
nates multiplication in the forward pass by substituting full-precision weights
with -1 and 1 values. Some works such as [106] and [107] applied reduced
precision to reduce memory storage and computation. However, they still re-
quire computation-intensive MAC operations to perform the convolutional op-
erations, hence, suffer from heavy operations.

Ternary neural networks (TNNs) provide a fair trade-off between accuracy
and complexity [76, 82]. TWN [76], known as one of the earliest ternarization
efforts, proposed {-1, 0, +1} as quantization values to improve the accuracy of
binary networks. TWN utilized two symmetric thresholds (∆) alongside a scal-
ing factor (α) for each layer to quantize into {-∆, +∆}. However, there remains
a significant performance gap between TWN and the full-precision counter-
parts for large-scale datasets (7.5% accuracy loss on ImageNet for ResNet-18)
due to using symmetric thresholds. To solve this problem, TTQ uses two full-
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precision scaling factors (αn, αp) for positive and negative values [82]. LQ-
Nets [29] applies proper quantization bits by a learnable quantizer, and ReLeQ
[30] automates CNN quantization based on a Reinforcement Learning (RL)
algorithm, respectively. TRQ [79] claimed that the existing thresholding al-
gorithms are not accurate enough to map the full precision to ternary values.
Therefore, TRQ introduced a recursive ternary quantization on full-precision
weights for a refined reconstruction rather than directly thresholding. In ad-
dition to designing the ternarization mechanisms, several hardware compilers
have been proposed [78, 108, 81] to expedite the ternarized network on energy-
efficient edge devices. Although prior studies have improved the ternarization
mechanism, they all have a naı̈ve assumption on the distribution of the weights
and/or activation functions.
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Chapter 6

Discussion, Conclusion and
Future Work

In this chapter, we first discuss a summary of experimental results and conclude
the thesis. Finally, we present a list of potential future research directions.

6.1 Discussion and Conclusion

According to the literature review, we identified room for developing Neural
Architecture Search (NAS) and network quantization to tackle the challenges
of deploying large-scale CNNs on embedded mobile devices. NAS is a pow-
erful tool to accomplish the intended aims in this area. Nonetheless, there
is no well-detailed solution that gives the maximum accuracy for any unseen
task. In other words, many NAS specifications such as fitness function, design
space operations, and termination condition depend on the task under study
and the user’s constraints. In addition, NAS is a time-consuming process that
requires a high-performance system because of the enormous cost of training
candidates. Finally, network FLOPs or network parameters cannot be reliable
search objectives due to low correlation with network latency or power con-
sumption. The second technique utilized in this thesis is network quantization,
a popular method for reducing the computational cost and memory footprint of
CNNs. Despite providing remarkable computing cost alleviation, quantization
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techniques suffer from significant accuracy loss.

6.1.1 Thesis Storyline.

In this Section, we present the storyline of included publications.

• DeepMaker [90] introduces a multi-objective Neural Architecture
Search (NAS) algorithm by leveraging the NSGA-II algorithm [86] to
design hardware-friendly architectures (Paper A).

• In Paper D, we introduce a multi-objective Neural Architecture Search
(NAS) algorithm that combines Late Acceptance Hill Climbing followed
by Simulated Annealing [7]. We devise a latency estimator to accurately
estimate the inference time of the candidate neural architectures on a
range of target devices. We also integrate a transferred weights mech-
anism to reuse the weights of ancestors to expedite the overall search
speed.

• In Paper E, we introduce a novel combination of time-frequency analysis
in conjunction with the NAS method for classifying an important patho-
logical sign of ECG signal: Paroxysmal Atrial Fibrillation (PxAF). The
method used the wavelet transform along with the recurrence images of
the transformed signal to constitute input images to a CNN. The archi-
tecture of CNN was optimized by using a gradient-based NAS method.

• Paper B proposes the TOT-Net framework [77], a solution for ternarizing
CNNs with [-1, 0, 1] values for both weights and activation functions.
TOT-Net introduces a simple bit-wise logic for convolutional layers to
reduce the cost of multiply operations. TOT-Net proposes a novel piece-
wise activation function and optimized learning rate for different datasets
to improve the classification accuracy.

• Paper C proposes TAS, a gradient-based NAS method that efficiently
reduces the accuracy gap between ternary and full-precision architec-
tures while providing a significant compression ratio. TAS is robust to
quantization error by adding inter-cell skip connections to the DARTS
cell template to convey gradient propagation effectively. To our knowl-
edge, TAS [75] is the first method that designs accurate ternary neural
networks.
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6.1 Discussion and Conclusion 45

Regarding the involved issues in deploying CNNs on embedded platforms
using NAS and quantization, a summary of the results is presented in the fol-
lowing.

6.1.2 Disparity Estimating Performance

Table 6.1 compares the proposed method in Paper D with the other cutting-
edge architectures regarding the D1-all accuracy, Intel® NCS2 inference time,
FLOPs, and the search cost evaluation metrics. We consider end-to-end latency
(data transfer time + computation time) as the evaluation inference metric.
Batch size is equal to 1 in all the experiments. We believe taking inference time,
represented in second(s), is not reliable as the only metric for comparing the
implementation efficiency of two different networks. The reasons come from
the fact that the inference time even on the same device depends on various
factors, such as the learning API (Torch [109], TensorFlow [110], etc.), com-
piler settings, and hardware acceleration libraries (NVIDIA® cuDNN, Intel®

OpenVINO™, etc.); and Therefore, we also report network compression rate,
Accuracy
FLOPs , and NID = Accuracy

NetworkParameters in Table 6.1 as three hardware-
independent alternative metrics.

Table 6.1: Comparing the FastStereoNet results (Paper D) with state-of-the-art methods
on KITTI 2015. Unsuccessful implementation are shown in the red cells (mainly due to
the limited on-chip memory or OpenVINO™ limited supporting operations).

Architecture FLOPs Search Network Compression NID Accuracy
FLOPs Search Cost Error (%) Intel® NCS2

(×106) Method Rate(×)† (×106) (×106) (GPU Days)▷◁ Without Quantization Inference Time (Sec.)∗
DenseDisp [54] 1.56 Meta-heuristic 102 89.3 58.98 2 7.99 (D1-all) 0.626 (0.017̸=)
AutoDispNet-BOHB-CSS-ft† [91] 160 RL 1 0.88 - 42 OUT OF MEMORY‡
DenseMapNet [111] - Hand-Crafted - - - - 2.52 (EPE) 0.45
Vid2Depth [112] - Hand-Crafted - - - - 0.163 (Abs. Rel.) 0.276
GC-Net [113] - Hand-Crafted - 27.75 - - OUT OF MEMORY‡
Content-CNN [114] 2 Hand-Crafted 80 13.6 47.73 - 4.54 (D1-all) 0.7
GA-Net-deep [115] - Hand-Crafted - - - - OUT OF MEMORY‡
PSM-Net [116] 30 Hand-Crafted 5.3 6.1 - - OUT OF MEMORY‡
DispNet-CSS-ft∓ [117] 195 Hand-Crafted 0.8 0.84 - - OUT OF MEMORY‡
FastStereoNet (FLOPs) 2.08 Meta-heuristic 76.9 68.24 44.94 8 6.51 (D1-all) 0.64 (0.028̸=)
FastStereoNet (NCS2) 3.6 Meta-heuristic 44.4 40.07 26.6 8 4.22 (D1-all) 0.64 (0.028̸=)

† The baseline for comparing the compressing rate over the FLOPs metric.
∓ Reported in [91].

∗ The results are compiled with Intel® OpenVINO™.
‡ Undesired state which happens whenever the Intel® NCS2 on-chip memory cannot be allocated due to the huge network size.

▷◁ All the methods used 1× NVIDIA® GTX 1080ti for evaluating the candidates.
̸= Average computation time (kernel time) for 10000 times re-running network inference.

FastStereoNet obtains 95.78% accuracy with 640ms total inference time on
the Intel® NCS2 accelerator, 2.39M parameters, and 3.6M FLOPs. In compari-
son with the AutoDispNet-BOHB-CSS-ft NAS method, FastStereoNet presents
44.4× more network compression rate while delivering a comparable accuracy
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(less than 2.05% accuracy loss). Also, FastStereoNet can be successfully im-
plemented on the Intel® NCS2 accelerator, while AutoDispNet-BOHB-CSS-ft
fails to be implemented in the Intel® NCS2 accelerator due to huge memory
footprint. In terms of search time, although FastStereoNet directly searches
a huge space with the minimum size of 2 × 2410 candidates, FastStereoNet
is still 5.25× faster than AutoDispNet which is a cell-based search that usually
takes a shorter time to find a solution. Compared to DenseDisp [54], FastStere-
oNet provides 3.77% higher accuracy as it uses a more complex design space.
DenseDisp yields 4× faster search compared to FastStereoNet. However, this
comes from the fact that DenseDisp trains the candidate architectures for few
epochs to estimate the accuracy while FastStereoNet fully trains the network
for all candidates.

Reporting the inference time on the Intel® NCS2 accelerator is motivated
by the following three observations: 1) some real-time neural architectures
such as DispNet cannot be deployed on some of the resource-limited devices
due to their high memory footprint; 2) the cutting-edge learning models use
complex operations which are not usually supported by commodity embed-
ded devices, e.g., Intel® NCS2 does not support GatherNd operation used
by MADNet [118]; and 3) Most of the resource-limited devices only support
quantized operations such as 8-bit floating-point (FP8) or 16-bit floating-point
(FP16). However, despite our expectation, the 16-bit quantization decreases
the accuracy significantly compared to the full precision implementation (float)
as illustrated in Fig. 10.6.c. As such, the models tailored to high-performance
GPUs may not be helpful for any resource-constrained devices. To the best
of our knowledge, FastStereoNet is the only solution that tackles all the chal-
lenges mentioned above by providing a clear perception (Fig. 10.6.h) on the
Intel® NCS2 accelerator. FastStereoNet achieves the clear perception with low
latency by: (i) considering network inference time as the second search ob-
jective yields highly customized architectures for a given target device; and
(ii) utilizing an independent disparity refinement which is not quantized during
hardware implementation; thus, it refines quantization drawbacks.

6.1.3 Ternary Neural Networks (TNNs) Performance

Table 6.2 compares the results of TAS proposed by Paper C against state-of-
the-art approaches on the CIFAR-10 dataset. Note that the compression ratio is
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6.1 Discussion and Conclusion 47

determined by measuring memory utilization. Consider q is quantization reso-
lution (q-bit) of layer l, L is the maximum number of layers in each network,
#Wl and #W t

l are the number of weights in layer l for full-precision (32-bit)
and ternary networks, respectively. Hence, the compression ratio is expressed
as

∑L
l=1 #Wl×32∑L
l=1 #W t

l ×q
. ResNet-18 [74] is selected as the compression ratio baseline

in our experiments.
TAS significantly outperforms all existing methods in terms of accuracy

and compression ratio. TAS obtains a 0.94% accuracy improvement with a
45.73× higher compression ratio than full-precision ResNet-18. In comparison
with TRQ [79] with the same quantization resolution, TAS achieves 2.64%
accuracy improvement with 2.84× higher compression ratio. We can see that
trivially extending DARTS to design TNNs (DARTS+Ternarization) results in
a 6.04% accuracy degradation. Compared to binary NAS [119], TAS provides
1.28% higher accuracy without compromising memory saving.

6.1.4 Paroxysmal Atrial Fibrillation Classification Perfor-
mance

Paper E presents a novel application of the Neural Architecture Search (NAS)
method: classification of Paroxysmal Atrial Fibrillation (PxAF) from electro-
cardiogram (ECG) signal. We propose an innovative method for ECG classi-
fication by integrating an especial signal processing phase with convolutional
neural network where NAS finds the optimal classification architecture. Ta-
ble 11.2 compares the results of the proposed method in Paper E with the state-
of-the-art and state-of-practice classification methods. Results show that our
proposed method provides the most accurate classification result compared to
all counterparts.
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(a) Left Image (b) Right Image

(c) DenseMapNet (FP16 @ NCS2) (d) Vid2Depth (FP16 @ NCS2)

(e) DispNet (float @ CPU @ TensorFlow) (f) DispNet (float @ CPU @ OpenVINO™)

(g) GC-Net (float @ CPU) (h) FastStereoNet (FP16 @ NCS2)

Figure 6.1: Illustrating the output of different studied disparity estimators: (a) left
image, (b) right image,(c) DenseMapNet (FP16 @ NCS2), (d) Vid2Depth (FP16 @
NCS2), (e) DispNet (float @ CPU @ TensorFlow), (f) DispNet (float @ CPU @
OpenVINO™), (g) GC-Net (float @ CPU), and (h) FastStereoNet (FP16 @ NCS2).
FastStereoNet is the only solution that yields clear disparity perception on Intel® NCS2.
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6.1 Discussion and Conclusion 49

Table 6.2: Comparing the TAS results with state-of-the-art methods on CIFAR-10
dataset.

Method # bits Compression Top-1 Accuracy
(Backbone Arch.) (W/A)‡ Ratio (×)† (%)

Full-precision (ResNet-18) [74] 32/32 1 91.0
TBN (VGG-7) [80] 2/32 1.33 90.85

TWN (ResNet-18) [76] 2/32 16.06 92.56
TRQ (ResNet-18) [79] 2/2 16.06 89.3
Binary NAS (A) [119] 1/1 45.73 90.66∗

DARTS+Ternarization [58] 2/32 - 85.9
TAS (Ours) 2/2 45.73 91.94

† The baseline for comparing the compressing ratio is ResNet-18.
‡ (Weights/Activation Function).

∗ Experiments obtained by re-running the official implementation.

Table 6.3: Comparing the results of Paper E with state-of-the-art and state-of-the-
practice methods.

Method Accuracy (%) Search Method
Random Search [74] 95.1 Random Search†

Pourbabaee et al. [120]‡ 91.0 Manual
ResNet-18 [74] 94.3 Manual

Auto Sklearn [89] 87.15 Bayesian Optimization
Paper E (Ours) 97.7 SGD

† Using the same search space as DARTS [58].
‡ Reporting the best results by CNN architecture with a K-nearest neighbor (KNN) classifier.
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6.2 Future Work
In the rest of the research journey, we mainly aim to leverage the idea of meta-
learning to reduce the cost of designing hardware performance estimation mod-
els. In addition, considering other hardware constraints such as energy and sil-
icon footprints (on FPGAs) is one of our interests. We also identify room for
some research directions on optimizing the architecture of time-based classi-
fiers such as transformers. Therefore, we can extend our proposed method to
support designing the optimal architecture for transformers. Language transla-
tion, speech recognition, and market analysis are among the applications that
can benefit from optimized transformers.
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and Frank Hutter. Smac3: A versatile bayesian optimization package for
hyperparameter optimization. Journal of Machine Learning Research,
23(54):1–9, 2022.

[61] Bernd Bischl, Martin Binder, Michel Lang, Tobias Pielok, Jakob
Richter, Stefan Coors, Janek Thomas, Theresa Ullmann, Marc Becker,
Anne-Laure Boulesteix, et al. Hyperparameter optimization: Founda-
tions, algorithms, best practices and open challenges. arXiv preprint
arXiv:2107.05847, 2021.

[62] Jia Wu, Xiu-Yun Chen, Hao Zhang, Li-Dong Xiong, Hang Lei, and Si-
Hao Deng. Hyperparameter optimization for machine learning models
based on bayesian optimization. Journal of Electronic Science and Tech-
nology, 17(1):26–40, 2019.

[63] Mohammad Loni, Ali Zoljodi, Sima Sinaei, Masoud Daneshtalab, and
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ular machine learning software library. Technical report, Idiap, 2002.

[110] Martı́n Abadi, Paul Barham, Jianmin Chen, Zhifeng Chen, Andy Davis,
Jeffrey Dean, Matthieu Devin, Sanjay Ghemawat, Geoffrey Irving,
Michael Isard, et al. Tensorflow: A system for large-scale machine
learning. In 12th {USENIX} Symposium on Operating Systems Design
and Implementation ({OSDI} 16), pages 265–283, 2016.

[111] Rowel Atienza. Fast disparity estimation using dense networks. In 2018
IEEE International Conference on Robotics and Automation (ICRA),
pages 3207–3212. IEEE, 2018.

[112] Reza Mahjourian, Martin Wicke, and Anelia Angelova. Unsupervised
learning of depth and ego-motion from monocular video using 3d geo-
metric constraints. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pages 5667–5675, 2018.

[113] Alex Kendall, Hayk Martirosyan, Saumitro Dasgupta, Peter Henry,
Ryan Kennedy, Abraham Bachrach, and Adam Bry. End-to-end learn-
ing of geometry and context for deep stereo regression. In Proceedings
of the IEEE International Conference on Computer Vision, pages 66–75,
2017.

[114] Wenjie Luo, Alexander G Schwing, and Raquel Urtasun. Efficient deep
learning for stereo matching. In Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, pages 5695–5703, 2016.

[115] Feihu Zhang, Victor Prisacariu, Ruigang Yang, and Philip HS Torr. Ga-
net: Guided aggregation net for end-to-end stereo matching. In Proceed-
ings of the IEEE Conference on Computer Vision and Pattern Recogni-
tion, pages 185–194, 2019.

[116] Jia-Ren Chang and Yong-Sheng Chen. Pyramid stereo matching net-
work. In Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pages 5410–5418, 2018.

[117] Nikolaus Mayer, Eddy Ilg, Philip Hausser, Philipp Fischer, Daniel Cre-
mers, Alexey Dosovitskiy, and Thomas Brox. A large dataset to train

Bibliography 63

[109] Ronan Collobert, Samy Bengio, and Johnny Mariéthoz. Torch: a mod-
ular machine learning software library. Technical report, Idiap, 2002.

[110] Martı́n Abadi, Paul Barham, Jianmin Chen, Zhifeng Chen, Andy Davis,
Jeffrey Dean, Matthieu Devin, Sanjay Ghemawat, Geoffrey Irving,
Michael Isard, et al. Tensorflow: A system for large-scale machine
learning. In 12th {USENIX} Symposium on Operating Systems Design
and Implementation ({OSDI} 16), pages 265–283, 2016.

[111] Rowel Atienza. Fast disparity estimation using dense networks. In 2018
IEEE International Conference on Robotics and Automation (ICRA),
pages 3207–3212. IEEE, 2018.

[112] Reza Mahjourian, Martin Wicke, and Anelia Angelova. Unsupervised
learning of depth and ego-motion from monocular video using 3d geo-
metric constraints. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pages 5667–5675, 2018.

[113] Alex Kendall, Hayk Martirosyan, Saumitro Dasgupta, Peter Henry,
Ryan Kennedy, Abraham Bachrach, and Adam Bry. End-to-end learn-
ing of geometry and context for deep stereo regression. In Proceedings
of the IEEE International Conference on Computer Vision, pages 66–75,
2017.

[114] Wenjie Luo, Alexander G Schwing, and Raquel Urtasun. Efficient deep
learning for stereo matching. In Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, pages 5695–5703, 2016.

[115] Feihu Zhang, Victor Prisacariu, Ruigang Yang, and Philip HS Torr. Ga-
net: Guided aggregation net for end-to-end stereo matching. In Proceed-
ings of the IEEE Conference on Computer Vision and Pattern Recogni-
tion, pages 185–194, 2019.

[116] Jia-Ren Chang and Yong-Sheng Chen. Pyramid stereo matching net-
work. In Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pages 5410–5418, 2018.

[117] Nikolaus Mayer, Eddy Ilg, Philip Hausser, Philipp Fischer, Daniel Cre-
mers, Alexey Dosovitskiy, and Thomas Brox. A large dataset to train

83



convolutional networks for disparity, optical flow, and scene flow esti-
mation. In Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, pages 4040–4048, 2016.

[118] Alessio Tonioni, Fabio Tosi, Matteo Poggi, Stefano Mattoccia, and
Luigi Di Stefano. Real-time self-adaptive deep stereo. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition,
pages 195–204, 2019.

[119] Dahyun Kim, Kunal Pratap Singh, and Jonghyun Choi. Learning ar-
chitectures for binary networks. In European Conference on Computer
Vision, pages 575–591. Springer, 2020.

[120] Bahareh Pourbabaee, Mehrsan Javan Roshtkhari, and Khashayar Kho-
rasani. Deep convolutional neural networks and learning ecg features
for screening paroxysmal atrial fibrillation patients. IEEE Transactions
on Systems, Man, and Cybernetics: Systems, 48(12):2095–2104, 2018.

convolutional networks for disparity, optical flow, and scene flow esti-
mation. In Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, pages 4040–4048, 2016.

[118] Alessio Tonioni, Fabio Tosi, Matteo Poggi, Stefano Mattoccia, and
Luigi Di Stefano. Real-time self-adaptive deep stereo. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition,
pages 195–204, 2019.

[119] Dahyun Kim, Kunal Pratap Singh, and Jonghyun Choi. Learning ar-
chitectures for binary networks. In European Conference on Computer
Vision, pages 575–591. Springer, 2020.

[120] Bahareh Pourbabaee, Mehrsan Javan Roshtkhari, and Khashayar Kho-
rasani. Deep convolutional neural networks and learning ecg features
for screening paroxysmal atrial fibrillation patients. IEEE Transactions
on Systems, Man, and Cybernetics: Systems, 48(12):2095–2104, 2018.

84



 
 
    
   HistoryItem_V1
   TrimAndShift
        
     Range: all pages
     Trim: cut right edge by 28.35 points
     Shift: none
     Normalise (advanced option): 'original'
      

        
     32
     1
     0
     No
     1044
     305
     None
     Up
     0.0000
     0.0000
            
                
         Both
         180
         AllDoc
         184
              

       CurrentAVDoc
          

     Smaller
     28.3465
     Right
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9b
     Quite Imposing Plus 2
     1
      

        
     0
     1
     0
     1
      

   1
  

    
   HistoryItem_V1
   TrimAndShift
        
     Range: all pages
     Trim: cut bottom edge by 28.35 points
     Shift: none
     Normalise (advanced option): 'original'
      

        
     32
     1
     0
     No
     1044
     305
     None
     Up
     0.0000
     0.0000
            
                
         Both
         180
         AllDoc
         184
              

       CurrentAVDoc
          

     Smaller
     28.3465
     Bottom
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9b
     Quite Imposing Plus 2
     1
      

        
     0
     1
     0
     1
      

   1
  

    
   HistoryItem_V1
   TrimAndShift
        
     Range: all pages
     Trim: cut top edge by 28.35 points
     Shift: none
     Normalise (advanced option): 'original'
      

        
     32
     1
     0
     No
     1044
     305
     None
     Up
     0.0000
     0.0000
            
                
         Both
         180
         AllDoc
         184
              

       CurrentAVDoc
          

     Smaller
     28.3465
     Top
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9b
     Quite Imposing Plus 2
     1
      

        
     0
     1
     0
     1
      

   1
  

    
   HistoryItem_V1
   TrimAndShift
        
     Range: all pages
     Trim: cut left edge by 555.59 points
     Shift: none
     Normalise (advanced option): 'original'
      

        
     32
     1
     0
     No
     1044
     305
    
     None
     Up
     0.0000
     0.0000
            
                
         Both
         180
         AllDoc
         184
              

       CurrentAVDoc
          

     Smaller
     555.5906
     Left
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2.9b
     Quite Imposing Plus 2
     1
      

        
     0
     1
     0
     1
      

   1
  

 HistoryList_V1
 qi2base





