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Abstract 
We present our joint view for efficient development of 
efficient and dependable ERTS (Embedded Real-Time 
Systems). This view is based on the three main viewpoints 
of (1) the software designer, (2) the analysis tools, and (3) 
the code synthesis tools/run-time environment. 

Our position is that any approach that is to achieve (i) 
decreased development effort, (ii) increased software 
quality, and (iii) efficient resource utilization, needs to 
take all three viewpoints into consideration. 

We exemplify how our work with execution-model 
independent software components fits into this joint view 
and outline some research directions. 

1. Introduction 
Historically, the developers of embedded real-time 

systems (ERTS) have used low level programming 
languages to guarantee full control of the system behavior 
[25]. A common view on ERTS has been a, once 
developed, monolithic, platform dependent view, not 
constructed for evolution. Hence, many ERTS has 
become legacy systems that are hard to incorporate into 
functionality and/or technology shifts [9]. In fact, ERTS 
tends to have very long life-times, decades in some cases. 
The development effort placed in them can not be 
ignored. 

Today’s embedded systems are typically characterized 
by having a mix of functionality with requirements 
ranging from hard real-time, soft or even non real-time. 
Many of these systems operate in resource constrained 
environments and need to satisfy requirements on 
dependability [6][12]. For example, reliability of the 
systems is paramount [10], software flaws can have 
disastrous impact and upgrading is often difficult.  

In addition, there is a clear trend towards more 
diverging type of functionality in embedded system [10]. 
The wide range of functionality in future embedded 
systems (ranging from predictable safety critical 
functionality to more resource efficient and flexible soft 

or non-real-time functionality) requires a shift to a more 
heterogeneous development methodology with tools and 
techniques to support efficient development with respect 
to: (i) development effort, (ii) achieved software quality, 
and (iii) resource utilization. 

In the office-/Internet-area Component-Based Software 
Engineering (CBSE) has had a tremendous impact. CBSE 
offers an opportunity to increase productivity by 
providing natural units of reuse (components and 
architectures), by raising the level of abstraction for 
system construction, and by separating services from their 
configuration to facilitate evolution [5]. Today, there 
exists several commercial component technologies for the 
desktop- and Internet-market, e.g., COM/DCOM [13], 
Corba [19][20], Java Beans/EJB [29][30], .NET [14] are 
readily available and used by developers on a day-to-day 
basis. However, these technologies are typically not 
suitable for embedded control systems [15].  

In the embedded systems domain, CBSE is still only 
perceived as a promising future technology. Several, non-
standard, proprietary component technologies for 
embedded systems have been proposed (e.g. Koala [32], 
PECOS [16], MetaH [31], VEST [28], the control server 
[6], ReFlex [33], etc.). EU Projects such a Space4U [27], 
its predecessor Robocop [22], and DECOS [8] are 
targeting CBSE for embedded systems. The EU Network 
of Excellence ARTIST [3] has a track "Component-based 
Design and Development". The SAVE [24] project, a 
collaboration between research groups and industrial 
partners, studied safety of component-based systems. 

Ever still, there is an apprehension that current tools 
and methods for embedded CBSE are lacking one or more 
key-properties such as:  
• Giving the software developer suitable level of 

expressiveness and/or abstraction 
• Enabling development of flexible systems, 

supporting code and architecture reuse 
• Enabling development of resource efficient systems 
• Enabling development of predictable systems 
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2. Joint view of development of ERTS 
In order to support efficient component-based 

development with respect to: (i) development effort, (ii) 
achieved software quality, and (iii) resource utilization, 
we believe that development of systems should be done 
taking three main viewpoints into consideration. These 
viewpoints need to be jointly approached, by any 
development methodology, to find a suitable trade-off 
between conflicting requirements. The viewpoints are: 

• The designers/developers viewpoint 
• The viewpoint of the analysis framework  
• The viewpoint run-time system  
 

 
Figure 1: Three main views in ERTS development 

These viewpoints typically emphasize different and 
sometimes conflicting requirements in the development. 
In reality however, the viewpoints are dependent and 
should not be considered in isolation (which is 
traditionally done in the software engineering and real-
time communities). 

For example, an abstraction mechanism that cannot be 
analyzed or resource efficiently mapped to a run-time 
system is of little use for a dependable or resource 
constrained systems. The other way around, analysis 
techniques that place a too heavy burden on the 
developer, such as manually specifying execution time 
distributions, will not help to bring down development 
costs or increase software quality since they will not be 
used. 

2.1. Developers viewpoint 
The developers view should comprise of sufficient 

tools to handle the increasing complexity in ERTS, e.g. 
providing appropriate level of expressiveness and 
abstraction mechanisms. The developer (or designer) of a 
system should have a component model, architectural 
rules and constraints at his disposal to develop a high 
level (abstract away from pure source code) architecture 
of the application (system). 

The main goal during construction should be to relive 
the designers from the burden of low level details, so that 
they can focus on the problem at hand. This facilitates the 
construction of a component architecture that is 
understandable, maintainable and formal enough for 
automated analysis and synthesis. 

2.2. Analysis viewpoint 
From the analysis viewpoint, the design/architecture 

must be formal enough so that automated analysis 
techniques, such as response time and memory utilization 
analysis, can be performed.  

The diverging type of functionality in today’s ERTS 
requires flexible scheduling techniques or several 
execution models to be analyzed. Hence, a component-
based architecture for an application should be analyzed 
whether it satisfies certain properties or not with an 
automated analysis framework. The objective is to deal 
with as intricate problems as possible (to hide complexity 
from developers) with automated tool support, i.e., the 
analysis framework must have knowledge of the 
component architecture (design) as well as the constraints 
and services provided by the component framework (run-
time system).  

An important task for an analysis framework is to 
provide information of assumptions (artifacts) it had to 
make in order make a property feasible. Such artifacts can 
typically consist of task model attributes that cannot 
directly be derived from a high-level design (for example 
task priorities). This information together with the 
component architecture that is both syntactically and 
semantically correct, should be output to a synthesis tool 
(analogous to a back-end generator of a compiler) when 
generating code for the run-time environment.  

2.3. Synthesis viewpoint 
A synthesis should take (as input) the architecture 

design and possibly some artifacts (such as priorities for a 
task model) produced by the analysis framework, and 
map it to the run-time system (generate component glue 
code etc.). The aim is to provide a run-time system that 
has a small footprint, but still providing sufficient run-
time services to the components of the application. Note 
that this is a degree of freedom; if the application makes 
use of lot of run-time services these must be provided by 
the run-time system. However, at one extreme, if the 
application is purely static, all connections between 
components can be resolved off-line which result in a 
static schedule yielding little run-time overhead.  

With this view, the entire component framework is 
provided at development time (as opposed to run-time for 
component technologies such as e.g. .NET), but only the 
part that are used are mapped down to the actual run-time 
system. 
 



3. Execution-model independent SW 
Using this joint view of ERTS development, we will 

focus on providing methods and tools to enable execution 
model independent software development. 

3.1. State of practice 
A typical, execution model dependent, development 

process today is illustrated in Figure 2.  
 

 
Figure 2: Current practice in development. Requirements are 

force fitted to a particular execution model.  

In the first phase, (1), product requirements are 
established. Next, some crucial and strategic over-all 
decisions about the final system are made. One of these 
decisions include, (2), which execution model (EM) to 
use (in Figure 2 we choose the time triggered EM as an 
example). Finally, (3), development takes place, and each 
requirement is mapped onto the chosen EM.  

This force-fitting of requirement to one particular EM 
has three major drawbacks: 

• It increases software complexity, since functionality 
better implemented in other EMs still needs to be fitted 
to the chosen EM. 
• It reduces software reuse, since the software is 
tailored to one specific EM. 
• It hinders the designer from reaping benefits 
provided by other EMs [17]. 
 
Recent results in real-time scheduling theory 

[1][2][4][17][18][21][26] make it possible to combine 
several EMs in one system (and still achieve predictable 
timing). However, the cited techniques by themselves, do 
not remove any problems. Instead a change in the 
software development process, and tools supporting such 
a new process, is needed.  

3.2. Our vision 
Figure 3 illustrates an envisioned process where 

software development to a large extent is done in an EM-
independent way (2). 

During this phase general and reusable (EM 
independent) software components are developed or 
reused. At a later stage, once the bulk of the system has 

been developed, different parts of the system are mapped 
to different EMs (3). This mapping is done in such a way 
that the application specific system requirements are best 
fulfilled (optimizing e.g. predictability, throughput, 
reliability, memory footprint, or a mix of these).  

Software development with multiple EMs, using a 
development process as depicted in Figure 3, will have 
the following main benefits: 

 

 
Figure 3: A Vision of a future development process.  The 
choice of execution models is postponed to a later stage. 

 
• Developers can postpone the choice, or rely on 
automated choice of EM, to later stages of the 
development process. This enables them to focus on 
the problem at hand instead of focusing on lower-level 
details early in the design process. 
• Developers can choose different EMs for different 
subsystems. This will give the developer more 
expressive power as well as providing the right level of 
abstraction. With these two points, software 
complexity will be reduced. This, in turn, will result in 
lower software development costs and increased 
software quality. 
• The possibility to use static scheduling for critical 
core functionality (which is often desired and 
sometimes even mandated by safety standards and 
certification agencies [11]) while allowing less critical 
functions to be executed using a less resource 
demanding and flexible model. This, in turn, will result 
in a cheaper validation/certification process for critical 
functions, and in lower production costs (more 
functions can be fitted onto cheaper hardware). 
• Component reuse will be facilitated, since 
components can be developed independent of the EM. 
This, in turn, will decrease the software development 
costs. Also, for companies that sustain a product line, 
software reuse is crucial and is an important factor in 
decreasing the time-to-market for new products. 

4. Open issues - research questions 
A development strategy with execution independent 

software components, where the designer, the analysis 



framework, and synthesis tools are seen from a joint 
viewpoint collaborating to fulfill common requirements, 
oblige addressing of some concrete research issues as 
described in the following: 

• What is considered an appropriate level of 
expressiveness and abstraction in development tools 
for the embedded domains? What type of execution 
models are actually needed in future embedded 
systems?  
• Should a future component model be general 
enough to be used in different domains or should it be 
pin-pointed towards a single domain (such as 
automotive) or on one extreme, should the model be 
application specific?  
• Since, the role of an analysis framework is to 
examine a system for feasibility of certain properties, 
relevant properties need to be identified in future 
systems. The analysis framework needs behavior-
models for the architectural elements. However, 
manually specifying such models add burdens to the 
developer and increases both effort and complexity in 
the development process. Hence techniques for 
automatic model construction are needed with focus on 
techniques for model extraction from running systems. 
• Techniques for resource efficient run-time 
monitoring of component-based systems should be 
derived. Also, based on run-time observations 
stochastic behavior-models need to be derived. 
Furthermore, since components can be expected to be 
reused in various contexts, and each context can result 
in quite different behavior, the models should allow for 
context dependent information to be represented.  
• This new type of observation-based, stochastic, and 
context dependent models do not allow commodity 
analysis techniques to be used. Hence, new, or 
modified existing, techniques is needed to analyze 
these models. 
• In addition, little is known about the relation 
between component models and the underlying EMs. 
Specifically, no component model has been explicitly 
designed to support multiple EMs, rather existing 
component models (implicitly or explicitly) assume 
some form of EM. What changes of existing 
methodologies are required to support multiple EMs? 
How does one develop software that is independent of, 
and can be mapped to, any EM? A methodology for 
software development using multiple EMs needs to 
give the engineers means to postpone decisions about 
what EM to use until late project phases. Also, 
guidelines and heuristics for how to map EM-
independent software to the available EMs need to be 
derived. 
• How can/should software engineering tools support 
a methodology for multiple EMs? Combining multiple 
EMs in a single system adds significant complexity to 

system integration, the integration should, to a large 
extent, be automatically performed by tools. The tools 
need to account for system requirements, such as end-
to-end deadline, memory usage, communication 
protocol requirements (e.g. following standards like 
J1939 [23]). 
• These system-integration and configuration tools 
should be able to synthesize optimized 
implementations where components are mapped to 
EMs and hardware resource in an efficient way. 

5. Conclusions 
Any development environment that claims reduce 

development effort, increase software quality and 
minimize resource utilization must consider the 
requirement from three, sometimes conflicting, 
viewpoints: (i) The developers’/designers’ viewpoint, the 
viewpoint of the analysis framework, and the run-time 
framework. One has to be able to find a suitable balance 
between the requirements placed on the development 
environment from these viewpoints. 

The trend on ERTS is an ever increasing diversity on 
functionality and complexity of SW. This diversity and 
complexity must be handled and our approach is a more 
heterogeneous development environment based on the 
component based approach with a run-time system that 
supports multiple execution models. In addition the 
development should be aided with extensive analysis and 
synthesis tool support. 

In order to achieve our vision in a component based 
with multiple execution models context, we have 
identified some research directions: 

• What is considered an appropriate level of 
expressiveness and abstraction? 
• What type of execution models are needed in future 
embedded systems?  
• Should a component model be general or specific? 
• What analysis properties are of interest for the 
analysis framework? 
• What is the relation between component and the 
underlying execution models? 
• Extensive tool support is needed especially in 
analysis, synthesis and system integration, how should 
such tools interact? 
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