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Abstract

This thesis shows how development of embedded real-time systems can be
made more efficient by introduction of a memory efficient execution model in
a commercial development suite. To identify the need of additional support
for execution models in development tools, the thesis investigate by a series of
interviews, the common requirements in development of industrial embedded
real-time systems. The results indicate that there exists functionality in in-
dustrial systems that could be more efficiently implemented in other execution
models than the currently supported ones. The thesis then presents how use
of multiple execution models (hybrid scheduling) can reduce processor utiliza-
tion in real-world applications. Furthermore, the thesis presents an integration
of a memory efficient execution model in an industrially used real-time oper-
ating system. In addition, the thesis describes an efficient technique to analyze
memory consumptions of functionality executing under the introduced execu-
tion model.

Embedded computers play an important role in peoples everyday life. Nowa-
days, we can find computers in product such as microwave ovens, washing
machines, DVD players, cellular phones and cars, to mention a few examples.
For example, a modern car may have more than 70 embedded control units
handling functionality such as airbags, anti-lock braking, traction control etc.
In addition, there is a clear trend indicating that the amount of computer con-
trolled functionality in products will continue to increase.

Many of today’s embedded systems are resource constrained and the soft-
ware for them is developed for a few execution models. Even though re-
searchers have proposed a large number of different execution models for em-
bedded real-time systems, in practice however, only a few of the proposed
execution models are supported in industrial development tools. This implies
that developers often force fit functionality to be executed under these models,
resulting in poor resource utilization and increasing complexity in software.
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Chapter 1

Introduction

Throughout the years, software development for embedded computer systems
has undergone changes. Development processes have been modernized and
refined to fulfil the evolving requirements on applications. High level pro-
gramming languages (e.g. C, C++) have been adopted as alternatives to the
traditional low level programming languages such as assembler. A more recent
trend is the introduction of component- and model-based engineering in the
embedded community.

However, very little effort has been done to encapsulate novel execution
models in commercial operating systems and development tools. Even though
researchers within the real-time community have provided a large number of
different execution models, only a few of them are actually used in industrial
systems. Many of the research project addressing co-existence of several dif-
ferent execution model within a single computer system, has ended up as pure
academic work.

Taking advantage of the novel execution models provided by the research
community, the development of embedded real-time systems can be made more
efficient, with respect to memory and processor utilization, while fulfilling re-
quirements on predictable use of resources. This thesis shows how an efficient
execution model can be integrated as support in an industrial tool-suite for de-
velopment of dependable real-time systems. The integrated execution model,
denoted SSX, enables stack sharing among tasks for efficient use of memory.
Furthermore the thesis presents methods that allow the execution model to be
analyzed with respect to timing and memory consumption, making the execu-
tion model usable in an industrial setting.

3
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1.1 Embedded real-time systems

In conventional computer systems, functional correctness is of primary con-
cern. Real-time systems however, emphasize both functional and timing re-
quirements in computing. One important and commonly used timing require-
ment in real-time systems is called: the deadline. The deadline is a representa-
tion of the latest point in time that a functionality must be finished. In fact, the
deadline attribute is of such importance that real-time systems are categorized
into either hard of soft systems, based on whether deadlines are critical or not.
In hard real-time systems it is required that all deadlines are met, whereas soft
systems allow certain missed deadlines. In addition to the deadline attribute,
other types of timing requirements are applicable for real-time systems, see
e.g., [2, 4, 7] for more examples.

To investigate whether timing requirements can be fulfilled or not in a real-
time system, the system must lend itself to analysis. In essence, this implies
that both the hardware and software should be analyzable with respect to timing
attributes. In addition, real-time systems often interact with the environment
by sensors and actuators. In many of the environments, safety critical situa-
tions can occur, implying that dependability issues have to be considered in
development of such systems.

1.2 Execution models

Computer systems, desktop types or embedded ones, execute processes, threads
or tasks, according to one or more execution models. In general, an execution
model can be seen as methods that provide ways to execute tasks or carry out
functionality in computer systems. The execution model in a real-time system
can be composed of, for example, a scheduling technique, a task- and memory-
model. Research in scheduling techniques for real-time systems has resulted in
a large number of different scheduling algorithms, see e.g., [3, 1, 7, 2, 4, 6, 5, 9],
many of them are developed for a conventional memory model and a specific
task model. In addition, many real-time systems involve concurrent activities,
implying that the execution model is one of the fundamental parts in realizing
a system of parallel (seemingly parallel in uni-processor systems) executing
tasks. In distributed computer system with functionality executing over several
nodes, many execution models might be involved in realizing a functionality,
e.g., execution models for the computing nodes and execution models for the
communications network.
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This thesis addresses the integration of a predictable and memory efficient
execution model, denoted SSX, in a commercially available tool-suite. The
SSX model is only one of several execution models proposed by the research
community. The model is attractive since it permits run-time stack sharing
among tasks, hence reducing the amount of memory needed in many type of
applications. Furthermore, the SSX model can be implemented with very little
run-time overhead in an operating system.

1.3 Execution models in development

In development of embedded real-time systems, a developer must choose an
execution model to realize a functionality. For instance, using the Rubus tool-
suite [8], a developer can choose from three supported execution models (i)
a cyclic time-triggered static execution model, (ii) a dynamically scheduled
background executed model or, (iii) dynamically scheduled event-triggered
high priority model for interrupts. Every execution model has its benefits
and drawbacks. For example, a cyclic time-triggered static execution model
is predictable and reproducible, hence often used for safety critical functional-
ity. However, since real-time systems often require reaction to external events,
the time-triggered model requires polling of the events. Polling events of-
ten waste processor time, since polling is performed regardless of whether
an event has occurred or not. On the other hand, an execution model sup-
porting dynamic scheduled tasks might be less resource demanding than the
time-triggered model, but it is more difficult to reproduce an execution (for
testability) of the system, under a dynamic execution model.

Undoubtedly, choosing suitable execution models in development of a sys-
tem is associated with a lot of issues, some of them arising from application
requirements e.g. the type of functionality and their temporal requirements,
others from the activities in a development process, e.g., availability of analy-
sis support. It is likely that the requirements, the available tool support, imple-
mentation, testing and maintainability aspects as well as target platform etc, all
guides the choice of execution models. In addition, many operating systems
only provide a few (commonly one or two) execution models to be used in
development.

It’s obvious that the choice of execution model greatly affects development,
in that all design decisions ultimately must adhere to the support provided by
the execution model. With the increasing amount of diverging type of func-
tionality, ranging from safety critical functionality to non critical functionality
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such as information and entertainment, new and more suitable execution mod-
els must be supported by commercial operating systems and development tools.
Restricting the developers to use one specific execution model (e.g. a static
cyclic model) for all functionality, increases the complexity of systems since
developers are forced to come up with solutions adhering to the specific execu-
tion model. In addition, force fitting all functionality to be executed under one
execution model often results in systems where the available resources, such
as processing time and memory, are unnecessary over-allocated. Hence, as the
need for new features in products increases, so do the need for better usage
of the limited computational resources, by resource efficient and predictable
execution models.

1.4 Outline of thesis

The reminder of this thesis is outlined as follows.

Part I
Chapter 2 outlines the methodology. It describes the background and the
addressed problems. Furthermore, the chapter outlines the research questions
and presents the contribution of the thesis.
Chapter 3 concludes the thesis.
Part II
The second part of this thesis contains publications with detailed descriptions
of the research carried out within this thesis.



Chapter 2

Research framework

This chapter presents the research framework used in this thesis. It gives in-
formation of the research methodology, background and problem formulation.
The research question addressed in this thesis is presented and motivated. The
chapter ends with a presentation of the contributions of the thesis.

2.1 Methodology

The research forming this thesis has been performed in close cooperation with
industry. Arcticus Systems AB, an OS and tool developer with recognized
competence in design of real-time applications, has been the main industrial
partner.

The research problems addressed in this thesis are mainly based on a series
of interviews with senior designers in the heavy vehicle domain. Answering the
research questions has mainly been done by prototyping. Prototypes of Rubus
OS supporting multiple execution models, and an efficient application to com-
pute memory requirements for an execution model (the SSX model), has been
developed. Validation of the research requires the prototypes to be integrated
as support in sharp releases of the Rubus tool-suite. The integration has been
initiated and is currently an ongoing activity. The next generation of the Rubus
tool-suite will support a memory efficient stack sharing execution model (SSX
model). Furthermore, the tool-suite will have a timing and memory analysis
application for the SSX model integrated.

7
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2.2 Background and motivation

Computer scientists are constantly proposing new theories to improve develop-
ment of real-time systems. For example, the research community has provided
a large numbers of different execution-models, however, only a few of these
models has gained real interest in the industrial domain. In general, very lit-
tle of the theories that allows predictable and resource efficient integration of
multiple execution-models has been adopted by industry. The reason for this,
we believe is, that there has been little effort done to encapsulate these theories
by supporting development tools and techniques.

The aim of this thesis is to study the possibility to make development of
embedded real-time systems more efficient by introducing support for a pre-
dictable and memory efficient execution model in a tool-suite for development
of embedded real-time system.

2.3 Problem description

With the large number of different execution models, provided by the research
community, an investigation of common requirements within the intended do-
main is required. It is required since many of the proposed execution models
are developed in academia and often without considering actual real-world re-
quirements. There are several real-world requirements that put restrictions on
execution models and hence restrict the number of suitable models for an in-
tended domain. For example, development processes and safety issues as well
as target platforms might put specific requirements on execution models.

Moreover, a predictable integration of a novel execution model for develop-
ment of dependable systems, require careful design and consideration of safety
issues when implemented in an operating systems. This is especially important
when several execution models must co-exist in the same operating system. In
addition, many of the academic execution models only provide analyzability
of timing properties. However, in real-world applications it is likely that both
timing properties and memory consumptions should be analyzable. Hence, an
efficient execution model for industrial development might need to be analyz-
able with respect to timing and memory consumption, while co-existing with
other execution models. This might require development of novel analysis
methods.
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2.4 Research questions

To address the research problem defined in the previous section, the following
research questions was formulated.

What are common requirements in development of embedded real-time sys-
tems?

(Q-1)

In order to integrate support for an efficient and suitable execution model
in development tools, the common requirements within the intended domain
should be investigated. This question will give an indication of the main prop-
erties that an execution model should support. The question is motivated by
the fact that many systems are resource constrained and that the architectures
can differ between different systems. For example, within the heavy vehicle
domain, the systems often consist of a few electronic control units (ECU) with
a lot of functionality (hundreds of tasks) within each ECU. On the other hand,
within the automotive domain, the systems are developed with a large number
of ECUs, where each ECU typically has a dedicated functionality. This might
affect requirements on the execution models, in the sense that an execution
model must be efficient due to resource constraints and predictable for differ-
ent type of functionality to execute on the same target.

How can development using multiple execution models (hybrid static, dynamic)
be efficient with respect to processor utilization?

(Q-2)

This question will answer how development of embedded systems, using
static and dynamic execution models, can be made more efficient with respect
to processor utilization. The question is motivated because many embedded
systems have very limited amount of processing time, and by the fact that the
amount of functionality in embedded systems are increasing. The question will
answer how the available processing time can be efficiently used in a system
with static and dynamic execution models.

How can the SSX model be integrated to co-exist with other execution mod-
els in a real-time operating system?

(Q-3)
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This question will answer how the SSX model can be integrated to co-exist
with other execution models in an operating system used in development of
industrial real-time systems. The question is motivated by the fact that many
embedded systems contain safety critical functionality. Hence, when introduc-
ing a new execution model, it must be guaranteed that the new model do not
interfere with the existing ones in the sense that it affect the safety of the sys-
tems.

How can the run-time memory consumption within the SSX model be analyzed?

(Q-4)

This question addresses analyzability of memory requirements, specifically
the stack memory requirements, for functionality executing under the SSX
model. The question will answer how to efficiently predict memory require-
ments for functionality executing under the execution model. It is motivated
by the fact that most execution models only provide timing analysis of func-
tionality. Very little effort has been done to analyze memory consumption of
execution models.

2.5 Contribution

This section addresses the research questions and describes the contributions
of the author.

What are common requirements in development of embedded real-time sys-
tems?

(Q-1)

Paper A addresses Q-1. The paper presents a series of interviews, aiming to in-
vestigate requirements in development of heavy vehicles. The paper describes
both current and future requirements.

How can development using multiple execution models (hybrid static, dy-
namic) be efficient with respect to processor utilization?

(Q-2)
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Paper B addresses Q-2. The paper shows how a hybrid, static and dynamic,
scheduled system can be made more efficient by moving functionality from
the static scheduled part to the dynamically scheduled part while guaranteeing
analyzability of timing properties.

How can the SSX model be integrated to co-exist with other execution mod-
els in a real-time operating system?

(Q-3)

Paper C addresses Q-3. The paper describes an integration of the SSX model
in a commercial operating system called Rubus. The SSX model is motivated
by requirements described in paper A and the fact that the model lend itself to
timing analysis, as described by paper B.

How can the run-time memory consumption within the SSX model be ana-
lyzed?

(Q-4)

Paper D addresses Q-4. The paper describes an exact and an approximate
method to establish an upper bound on maximum stack usage in preemptive
shared stack systems. The described methods can be applied to, for example,
tasks executing under the SSX model.

The following describes the authors contributions in detail.

Paper A: Kaj Hänninen, Jukka Mäki-Turja, Mikael Nolin, Present and Fu-
ture Requirements in Developing Industrial Embedded Real-Time Systems -
Interviews with Designers in the Vehicle Domain, In Proceedings of the 13th
Annual IEEE International Conference and Workshop on the Engineering of
Computer Based Systems, Potsdam, Germany, March 2006.

Kaj was the main author of the paper and has been the involved in all parts
of the work. He was responsible of preparing the study and establishing the
research questions. He coordinated the interviews and analyzed the results. He
was also responsible of reporting the results.
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Paper B: Jukka Mäki-Turja, Kaj Hänninen, Mikael Nolin, Efficient Devel-
opment of Real-Time Systems Using Hybrid Scheduling, In Proceedings of the
International Conference on Embedded Systems and Applications, Las Vegas,
USA, June 2005.

Kaj has been involved and provided the real-world information for the case
study part of the paper.

Paper C: Kaj Hänninen, John Lundbäck, Kurt-Lennart Lundbäck, Jukka
Mäki-Turja, Mikael Nolin, Efficient Event-Triggered Tasks in an RTOS, In Pro-
ceedings of the International Conference on Embedded Systems and Applica-
tions, Las Vegas, USA, June 2005.

Kaj was the main author of the paper and has been involved in all parts of
the work. He was responsible of implementing the execution model in Rubus
and evaluating the implementation.

Paper D: Kaj Hänninen, Jukka Mäki-Turja , Markus Bohlin, Jan Carlson,
Mikael Nolin, Analysing Stack Usage in Preemptive Shared Stack Systems,
MRTC report ISSN 1404-3041 ISRN MDH-MRTC-202/2006-1-SE,Mälardalen
Real-Time Research Centre, Mälardalen University, July, 2006.

Kaj was the main author of the paper. He initiated and coordinated the work
and did the background research on related work. He was also responsible for
parts of the implementation and did the evaluation of the approximate method.



Chapter 3

Conclusion

This thesis addressed the introduction of an efficient execution model in a tool-
suite for development of industrial embedded real-time systems. The thesis
showed, by an investigation of industrial requirements, that many systems are
developed using only a few execution models and that introduction of novel
execution models could make development of industrial systems more efficient.

An integration of an efficient stack sharing execution model (SSX) in a real-
time operating system was presented. The integration was presented in detail
to highlight common issues in implementing support for multiple execution
models in a real-time operating system. Furthermore, it was shown that the
integrated execution model could be analyzed for both timeliness and memory
consumption. A case study of an industrial system showed that reductions
in processor utilization could be achieved, by using the integrated execution
model.

In essence, this thesis showed that introduction of additional execution
models in industrial development tools, can make development of real-time
systems more efficient.

13
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Abstract

In this paper, we aim at capturing the industrial viewpoint of todays and fu-
ture requirements in development of embedded real-time systems. We do this
by interviewing ten senior designers at four Swedish companies, developing
embedded applications in the vehicle domain. This study shows that reliability
and safety are the main properties in focus during development. It also shows
that the amount of functionality has been increasing in the examined systems.
Still the present requirements are fulfilled using considerably homogenous de-
velopment methods. The study also shows that, in the future, there will be
even stronger requirements on dependability and control performance at the
same time as requirements on more softer and resource demanding functional-
ity will continue to increase. Consequently, the complexity will increase, and
with diverging requirements, more heterogeneous development methods are
called for to fulfil all application specific requirements.
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4.1 Introduction

There is an increasing trend towards software solutions in embedded systems.
Replacing mechanical functionality with computer-controlled solutions gives
opportunities for more advanced and more flexible functionality, e.g., anti-lock
braking, traction control etc. Over the years, a large number of publications,
e.g., [1][2][3][4][5][6][7][8] has addressed design issues, embedded applica-
tion trends or requirements in development of industrial embedded systems.
Möller et al [4] present the industrial requirements, both technical as well as
process related requirements, on component technologies in the heavy vehicle
domain. Åkerholm et al [8] presents an investigation concerning classification
of quality attributes for component technologies in the vehicle industry. The
investigation show that dependability characteristics (safety, reliability and pre-
dictability) are considered as the most important ones. Koopman [3] presents
attributes of four different types of embedded systems (signal processing sys-
tems, mission critical and distributed control systems and consumer electronic
systems). Koopman addresses requirements, life-cycle support and business
models in development of embedded systems. Graaf et al [1] presents an in-
dustrial inventory of seven companies developing embedded software products.
Their inventory of state of practice addresses requirements engineering and ar-
chitectural issues such as design and analysis. The inventory covers compa-
nies from many different domains, e.g., developers of mobile phones and con-
sumer electronics, distributed data management solutions etc. In this paper,
we investigate the industrial requirements in the vehicle domain, especially re-
quirements related to real-time issues on a high overall level, such as safety
and reliability requirements of embedded application/products, as well as on a
lower technical level, such as choice of operating system (OS) and execution
models. The study was performed as a series of interviews with ten senior
designers at four Swedish companies. Specifically, we address the following
questions: Q1. What characterise the embedded applications? Q2. What are
the designers concern on application properties such as safety, maintainability,
testability, reliability, portability and reusability? Q3. How are the applica-
tions verified/analysed? Q4. What are the considerations in choosing an OS,
and execution model? Q5. What resources are considered as constrained in
the systems, and to what degree? Q6. What kind of tool support is needed in
the development of future systems? Q7. What are the designers experiences of
software components, i.e., component based development?

The aim of this work is foremost to explore and describe the current and
future industrial requirements as perceived by the senior designers. The paper
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is organised as follows. In Section 4.2, we describe the framework used in the
study of the requirements. In Section 4.3, we describe the results of the con-
ducted interviews. In Section 4.4, we address the main questions of the study
and discuss our observations of the interviews. In Section 4.5, we conclude
our investigation. The paper ends, in Section 4.6, with a discussion concerning
verification of the presented results.

4.2 Investigation setup

For this study, we adopted the investigation framework described by Robson
[9]. According to the framework, both the purpose of a study and the theory
guiding the study should form as guidance when developing the actual research
questions. The substance and the form of the research questions form the basis
when deciding on suitable investigation method and sampling strategy.
Purpose: The main objective of this study was to investigate the typical set of
industrial requirements in development within the embedded control commu-
nity in the vehicle domain. The results are expected to form a foundation for
further research on tool support, design, analysis and synthesis of embedded
real-time systems using multiple execution models.
Theories: Our experience is that there has been little effort done to encapsulate
novel theories by supporting development tools and techniques in the indus-
trial domain. Traditionally, the development of these systems tends to focus
on the safety critical parts, which constitutes a small fraction of the total sys-
tem functionality. Homogenous development methods are often used for both
the safety-critical and the non-critical functionality in the systems. This results
in unnecessary complex designs and over utilised systems, where valuable re-
sources such as processing time and memory resources are wasted. We believe
that there is a need for more sophisticated development support compromising
of additional tool support and more domain and application specific develop-
ment platforms, resulting in a more heterogeneous development environment
and resource efficient run-time structure. The development platform should
aim at handling complexity by relieving the developer of too low details while
preserving predictability for core functionality as well as flexibility for less
critical functionality in the run-time structure.
Questions: We compromised upon a set of quantitative and qualitative, closed
and open-ended questions. The main purpose of the quantitative questions was
to facilitate analysis of importance among application properties.
Data collection: Due to the substance and the form of the research questions,
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the study was conducted as face-to-face interviews using a questionnaire. A
pilot study was performed at an OS and development tool vendor. The purpose
of the pilot study was to refine the data collection plans and to evaluate the
feasibility of the chosen data collection method. The structure of the question-
naire was refined and additional questions were added, as a result of the pilot
study.
Sampling: In this study, we use purposive non-probability samples, i.e., the
samples are selected as to interest (we do not make generalisation to any pop-
ulation beyond the samples). Four successful and renowned companies in the
Swedish vehicle domain were participating in the study. The samples repre-
sent both subcontractors as well as own equipment manufacturers. Moreover,
the selection is a representative subset of both off-road and road vehicles. The
companies range from small and medium-sized enterprises to large corporate
groups. The thorough examination of the applications and development pro-
cesses require us for secrecy reasons to refer the companies as A, B, C and D.
Ten software designers with several years of experience from development of
control systems for embedded real-time systems participated in the study. For
preparation reasons, the questionnaire was mailed in advance to each intervie-
wee.
Analysis: Upon agreement with the interviewees, each interview was tape-
recorded. The recordings and notes taken during the interviews were inter-
preted and analysed both individually and at group basis. We did however not
use any specific software package to interpret or analyse the collected data.
Biases: Several factors may introduce unwanted biases in a real-world study.
For example, recording interviews may affect the respondent, welcoming or
sharing the respondents’ views may affect the interview, and so on. To avoid
or at least minimise possible biases, we followed recommendations given in
[10][9][11] about how to construct questionnaires and conduct face-to-face in-
terviews in real-world situations. It is our experience that the research ques-
tions were easily understood and similarly interpreted by the interviewees, and
that the recording had no or very little effect on the respondents and the out-
come of the interviews.

4.3 Investigation results

In the following section, we describe: (i) Real-time and functional character-
istics of the examined applications. (ii) The interviewees concern on selected
application properties. (iii) The currently used resource management policies



24 Paper A

and available execution models of the examined applications. (iv) The actual
resource situation in the examined systems i.e., availability of computing re-
sources such as CPU time and memory. (v) Some desired support in develop-
ment tools, as expressed by the interviewees.

4.3.1 Application characteristics

The product volumes of the investigated applications are typically less than
1000 products per year. The applications are mainly used as control appli-
cations for various types of vehicles. In addition to control functionality, the
applications typically contain functionality for information handling such as
logging for diagnostic purposes and presentation of data i.e., visual interac-
tion with the system operators. The architectures of the examined systems are
of distributed character where several nodes, Electronic Control Units (ECUs),
perform computations and communicate with each other mainly via CAN buses.
Each ECU is usually dedicated to handle specific type of functionality e.g., an
engine controller is mainly responsible for controlling engine specific function-
ality such as fuel injection, ignition etc. The number of ECUs in the systems
has typically been increasing over the years. For example, table 4.1 shows the
amount of software and the number of control units in evolution of a single
product at one of the investigated companies.

Table 4.1: An example of the amount of software and the number of ECUs in
a single vehicle, at company A

Year 1991 1997 2002
Lines of code 20000 55000 140000
Files (.c, .h) 50 400 700

ECUs 1 2 3

Current characteristics: The examined applications are realized by hard
and soft real-time tasks. In several systems, hard real-time tasks are used to
model the majority of all functionality. In extreme cases, as much as 95% of
the functionality is modelled by hard real-time tasks. In addition, functionality
with requirements that are neither hard nor soft, but somewhere in-between, is
often modelled as hard. In context to this, the designers stress that develop-
ment of hard application tasks is considered as more controllable and simpler
than development of soft application tasks. In addition, several interviewees
consider time-triggered systems to be the most convenient way to model hard
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real-time functionality. Typical technical requirements in the examined appli-
cations include; jitter requirements and precedence relations among tasks. The
timing constraints, e.g., deadlines on different functionality, can vary as much
as three orders of magnitude in a single application, typically from millisec-
onds to several seconds. The amount of safety critical functionality varies in
the investigated applications. In all of the examined applications, the control
functionality is considered as being most safety critical and developed mainly
using the time-triggered paradigm. Several interviewees consider their systems
being I/O intensive. In some systems, as much as 30% of the available pro-
cessing time and hundreds of I/O pins is used to handle I/O functionality. The
I/O functionality is realised by both time and event-triggered execution mod-
els. However, it is most commonly realised using the time-triggered model,
i.e., through polling. The information intensity in the investigated applica-
tions varies. In some applications, the information originates from logging and
diagnostics of the systems operational conditions, whereas other applications
receive and process external information that is presented to the users during
operation.
Future characteristics: The interviewees believe that the information intensity
and number of control functionality will increase in the future. They state that
in the future both legislation and insurance reasons will force development of
more sophisticated control algorithms and require an increasing amount of in-
formation to be saved for diagnostic reasons. In addition, designers from one
company predicts that legislations, especially non-pollution laws, and future
trends in development of vehicle engines will require better control precision.
This will result in an increased transformation from open to closed loop con-
trolling. Furthermore, some interviewees predict that functionality interacting
with the environment will be developed using fewer sensors in the future and
that certain conditions/states of the environment will be derived using the re-
maining set of sensors. Classification of functionality in Safety Integrity Levels
(SIL) [12] is also believed to be an important activity in the future.

4.3.2 Functional application properties

In this section, we present the interviewees concern on the following applica-
tion properties: safety, maintainability, testability, reliability, portability and
reusability.
Safety: Safety is considered as a derived property originating foremost from
analysis and testing. In some of the examined systems, redundancy and cer-
tain safety properties are solved outside the actual software implementation, by
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physical cabling etc. The software in these systems can be overridden by me-
chanics in case the software malfunctions and a safety critical situation occurs.
Maintainability: Some interviewees state that the developers consider and try
to facilitate future maintainability of applications. Some interviewees also state
that they have very strong requirements (economical and quality) on applica-
tions being error free since withdrawing an erroneous application would be
very costly due to the product volumes. There seems to be an agreement on
that maintainability will have to be considered as a more important property
in the future, specifically in the context of upgradeability. The lifespan of the
examined systems can be several decades and customers put demand on new
features and require hardware replacement parts to be available during the en-
tire lifespan of a system. This requires applications to be well structured and
easy to understand for future developers (maintainers).
Testability: Testability is stated as an important and necessary property to
achieve reliability and safety. Today testing is the main technique to verify
functional requirements.
Reliability: Several interviewees state that a company’s reputation is very much
dependent on the reliability of the delivered systems; i.e., it is considered as be-
ing of utmost importance to develop systems that actually are, and perceived
by customers as, reliable. Failure in producing reliable systems is often stated
to origin from erroneous requirement specifications, i.e., not from the imple-
mentation itself.
Portability: Some interviewees do not consider portability during development,
simply because they seldom change hardware or OSs. Other respondents claim
that portability is an increasing concern and that it is mainly facilitated by sep-
aration of hardware and software dependent functionality.
Reusability: Reusability of both soft- and hardware is an ongoing activity in
all of the examined systems. However, the amount of reusable software varies
in the examined systems. Some interviewees’ state that reusability of archi-
tectures is not achieved until they have undergone several modifications, hence
it may takes years before certain parts of architectures are actually reusable.
To facilitate reusability among different systems, some of the companies have
developed common software platforms. The platforms contain all common
functionality and have standardised interfaces. General software components
are also mentioned as reusable entities. The components are general in the
sense that they are, to a large degree, application independent.
Additional properties: When asked for additional properties that are consid-
ered as important for their applications, the interviewees mentioned robust-
ness, scalability and usability. Robustness is defined by the respondents as
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’the absence of unexpected behaviour’ or as ’an additional degree of reliabil-
ity’. Scalability is considered in the context of development as the ability to
scale systems using the available development tools. Usability of architectures
is mentioned as a process related issue. In that context, the usability of ar-
chitectures is said to be dependent on whether it facilitates understanding and
communication between developers. All of the respondents stress the impor-
tance of architectural descriptions as means of communication between people
i.e., not only as logical or structural system description.

4.3.3 Temporal application properties

This section describes the interviewees view on the temporal analysability of
the applications and verification of functional/temporal behaviour. It also ad-
dresses the verification of resource utilisation in the examined applications.
Analysability and verification: Analysis of real-time properties such as response-
times, jitter, and precedence relations, are commonly performed in develop-
ment of the examined applications. In this context, some interviewees stress the
desire of better analysis support in development tools and state that analysing
a whole system with respect to temporal and spatial attributes is very difficult,
sometimes even intractable. Due to the difficulties in analysing a complete
system, and for upgradeability reasons, some of the examined systems are in-
tentionally over-dimensioned with respect to processing power and memory re-
sources. The emphasis on verification is foremost on the functional behaviour.
Our experience is that the temporal attributes are not serving as direct guiding
factors (albeit they are more or less considered) during development.
Functional behaviour: All of the respondents had a unanimous opinion that
analysis and verification of the functional behaviour was the most important
activity in the verification and analysis processes (more important than analy-
sis and verification of temporal behaviour). The functional behaviour is mainly
verified by manual and automatic module and systems tests. Failure mode and
effect analysis (FMEA) are commonly performed both during development and
on complete systems. Several interviewees state that source code inspection is
performed among the developers and that it serves as analysis/verification of
functional behaviour.
Temporal behaviour: The verification of temporal behaviour was said to have
lower importance than of functional behaviour. The temporal verification of
the examined systems commonly involves verification of precedence relations
among functions and verifying that deadlines are met i.e., that estimated worst-
case execution times holds and that calculated worst case response-times are
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met.
Verification of resource utilisation: Many of the examined systems have been
evolving for several years. The amount of resources, e.g., the number of control
units, has been increasing over the years. Currently, all of the examined sys-
tems have more than enough processing time and available memory to perform
the intended computations. Hence, verification of resource utilisation, such
as memory consumption, is considered of lower importance. However, some
interviewees desire possibilities to analyse memory consumption, mainly to
be used when the available resources are running low, i.e., before additional
resources (ECUs) have to be added to the system.

4.3.4 Operating systems

In this section, we describe the issues involved in choosing operating system
and the execution models used in the examined applications. We describe the
main motivations to why these operating systems were chosen and the intervie-
wees expressed experience of the used execution models. When investigating
the type of technical considerations that has bearing on the choice of OS for
the embedded applications, we discovered several non-technical considerations
that are strong motivators to the choice of a specific OS, e.g., requirements
on coordination to use a common OS at different departments of a company.
These requirements do not directly reflect the technical need in development.
The technical requirements are commonly considered later on. However, the
requirements on simplicity, i.e., ease of use, is a motivator both when choosing
OS and among available execution models The commercial operating systems
that are used, or have been used, in the embedded applications by the investi-
gated companies are Rubus [13], VxWorks [14], OSE [15], O’Tool [13], RTX
[16] and WinCE [17]. In addition, one of the investigated companies devel-
ops their own operating systems, used in a majority of their applications. The
main motivation for this is that their own operating systems are claimed to
be simpler, more robust and have less run-time footprint (timing and memory
overhead) than the commercial OSes. The interviewees’ state that the main
considerations when choosing a commercial operating system include:

• Cost (royalties, licenses).

• Availability of supported development tools related to the OS.

• The supported execution models in the OS, i.e., its suitability for the
application domain.
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• Coordination within a corporate group or subsidiaries to use a common
OS.

• Recommendations originating from other companies evaluating the OS.

• The popularity of the OS, i.e., to what extent is the OS used by other
companies.

• The OSs internal timing and memory overhead.

• Safety classification issues.

4.3.5 Execution models

Both time- and event-triggered execution models are used in all of the exam-
ined applications. The time-triggered model is commonly used for control
functionality whereas the even-triggered model is used mainly for informa-
tion handling for diagnostic reasons. The interviewees state that the choice
of execution model in development is mainly dependent on: (i) Verification
possibilities, both functional and temporal. (ii) Flexibility of adding new func-
tionality. (iii) Required response-time on functionality. (iv) Simplicity of use
in development.

4.3.6 Resource limitations

This section describes the current resource situation in the examined systems,
as expressed by the interviewees. We investigated whether and to what degree,
the amount of processing time, RAM, ROM and communication bandwidth,
were considered constrained in the systems. As described in Section 4.3.3,
many of the examined systems are intentionally over-dimensioned; hence, the
interviewees did not consider any of the resources as being particularly con-
strained during software development. However, in case the systems would
run out of resources, the interviewees’ state that they would most probably
consider installing additional hardware resources rather than redesigning the
way the applications utilises the resources. This is however, said to be depen-
dent on the urgency of system delivery. In extreme cases, functionality has
been removed from the examined systems, when the available resources have
been fully utilised.
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4.3.7 Desired tool support

In this section, we present the interviewees expressed desire concerning sup-
port in development tools and their experiences of software components, i.e.,
component-based development [18]. The expressed wishes, concerning sup-
port in development tools, amplify the requirements on verification, safety and
reliability aspects. The concise picture seems to be requirements on simulation
and verification possibilities of applications on PCs. Moreover, an integrated
possibility for model-based development with Matlab and Simulink together
with automated code generation is another common desire expressed by the in-
terviewees. The following is a list of desired tool support, as expressed by the
interviewees. The desired support addresses both technical and process related
issues. The interviewees would like to see:

• Simulation of the embedded applications on PCs.

• Replacing of text based user interfaces with graphical user interfaces.

• Support for model based development with possibilities to exchange in-
formation between tools from different vendors.

• Abstractions of graphical models i.e., visualisation of architectures at
different levels and from different views.

• Automatic code generation e.g., from models to source code.

• Support for formal verification of source code.

• Support for execution time analysis.

• Possibilities to identify or trace the requirement specifications from the
source code, and vice versa.

The current support in development tools varies at the companies. For
example, one company has extensive support for simulation of embedded ap-
plications on a PC, whereas others do not have simulation possibilities at all.
However, none of the examined companies has all of the listed support in their
development tools.

4.3.8 Software components

Only one of the examined companies explicitly state that they use software
components in the development of their applications. The company uses both
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in-house as well as third party developed components. The reasons to why
the other investigated companies do not use software components are related
to facts such as difficulties in understanding the concept of component-based
development. Furthermore, issues such as modifiability of functionality are
stated as a restricting factor for use of software components. However, all of the
interviewees’ state that the abstraction possibilities that components provide, is
one of the main motivators of component based development, simply because
it facilitates understanding and communication between developers.

4.4 Discussion - our observations

In this section, we address the main questions of the study and present our own
observations and conclusions of the interviews.

Q1. What characterise the embedded applications?
The fact that more and more mechanical solutions are replaced with soft-

ware, results in an increasing complexity both in size and in diversity. The
applications are evolving and contain more heterogeneous functionality that
before. In the future, this requires abilities to cope with (i) increasing data han-
dling and (ii) increasing complexity in control functionality. It is common that
applications contain a mix of hard and soft real-time tasks. We observed that a
surprisingly small fraction (e.g., 25% at company A) of the requirements re-
flects need of hard real-time tasks. Still, the use of hard real-time tasks is very
high ( 75% at company A). We believe that the high utilisation of hard tasks
is mainly related to three reasons: (i) simplicity in development (ii) for veri-
fications/reproducibility reasons (iii) tradition in development. The simplicity
in development originates from years of evolving support in development tools
that to large extents is intended for development of safety critical real-time sys-
tems. There is also a tradition in using hard real-time tasks for the majority of
functionality, simply because developers tend to rely on designs from previous
projects, instead of scrutinizing and considering the designs appropriateness
for the diverging type of functionality found in today’s and in future applica-
tions. Hence, the predicted increase in information intensity and diversity of
functionality, require use of more suitable development models, i.e., models
for diverging strategies that can handle both safety critical functionality as well
as more flexible and resource efficient functionality in the same system.

Q2. What are the designers concern on application properties such as
safety, maintainability, testability, reliability, portability and reusability?

The future classification of functionality in Safety Integrity Levels (SIL)



32 Paper A

implies that reliability, safety, analysability and testability will continue to be
very important application properties in the future. Moreover, we believe that
facilitating maintainability of the applications will be a more important activity
to consider due to the increasing complexity, long product life cycles and de-
mand on upgradeability of the applications. However, moving into the area of
more maintainable systems, through, e.g., raising the level of abstraction and
introducing reusable frameworks, introduces challenges since it must be done
without compromising the systems safety or reliability.

Q3. How are the applications verified/analysed?
Functional behaviour is typically verified through testing on the target plat-

form, whereas properties such as temporal behaviour are mainly verified with
support of software analysis tools. Worst-case execution times are commonly
estimated during development, and later on, verified through measurements on
the target platform. The interviewees desire tools for verification of both func-
tional and temporal behaviour of embedded applications on PCs. We believe
that for the large fraction of future functionality, predictable and flexible exe-
cution models, where combinations of different analysis techniques that focus
more on average case behaviour and quality of service rather than on worst-
case behaviour, will be significant.

Q4. What are the considerations in choosing an OS, and execution model?
Politics and non-technical aspects are strong motivators in choosing OS.

It is obvious that such issues could motivate the use of an OS that is more
or less suitable to fulfil the technical issues in an application domain or spe-
cific needs within a corporate group. We believe that the increasing com-
plexity in the examined application domain require more focus on technical
issues, such as availability of novel tool support related to the OS and possi-
bility to utilise more suitable execution models in the OS. For example, with
increasing demand on safety classification such as SIL, the OS must be able
to support the trade off between technical aspects such as verifiability and ef-
ficiency. For example, the small core of safety critical functionality should be
allowed to use more resources if it must fulfil the SIL classification and be
verifiable (testable and analysable), whereas the rest of the functionality (non-
safety-critical) should utilise more resource efficient run-time mechanism to
implement the functionality.

Q5. What resources are constrained in the systems, and to what degree?
Our investigation revealed that the computational resources are not consid-

ered as constrained during software development. We believe there are two
possible reasons for this. (i) The investigated companies are already using
resource efficient development methods (legacy methods), originating from
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times when all functionality was homogenously implemented. (ii) The sys-
tems are over-dimensioned at the same time as the developers put most effort
in implementing complex functionality without having tool support to analyse
resource consumption, e.g., memory usage. The increasing number of ECUs
reveal that the computational resources are highly utilised from time to time,
i.e., before addition of hardware. With an increase in diverging functionality,
the current situation where a static schedule is used for the majority of all func-
tionality, will either be intractable or overly resource demanding (ending up in
new ECUs being added) in the future. Instead, the future development tools
need to support an efficient and verifiable way to allocate resources, so that
the developers either can: (i) Continue their efficient way of developing with
efficient tool support adapted to the diverging functionality in the application
domain, or (ii) Have novel tool support that allows them to begin developing
systems using efficient and resource saving models. Some interviewees ex-
perience that the quality of software increases when developers do not have to
worry about resource consumption. Hence, future support for resource efficient
development needs to be automated to as large extents as possible.

Q6. What kind of tool support is needed in the development of future
systems?

The view on future requirements is that safety critical functionality needs
to be certifiable and the emphasis on less critical functionality will be on more
efficient resource usage (e.g., average resource utilisation rather than worst
case utilisation). This requires system integration tools with possibilities to
take domain specific models that support efficient automatic code generation,
reproducibility for the safety critical functionality and efficient resource usage
for the rest. In addition, to cope with the increasing complexity developers
need tools that lift the level of abstraction, i.e., tools that provide both different
levels of abstraction as well as different views (e.g., temporal and functional)
at each level of abstraction. It is imperative that the tools relieve some burden
of developers (our study show that simplicity is a strong motivator in develop-
ment) for example by letting synthesis tools provide details (such as assigning
temporal attributes, priorities etc.) so that requirements are met.

Q7. What are the designers experiences of software components, i.e., com-
ponent based development

There is an ongoing activity at one of the investigated companies concern-
ing reusability of general type (application independent) software components.
We believe that general components facilitate development and may increase
the software quality since they are often adapted in several applications and
being subject to extensive testing. However, to be resource efficient, or pre-
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dictable for safety critical parts, these type of components need to be efficiently,
and/or predictably, synthesised, i.e., become application specific in the run time
system. Hence, the components should be general and execution model inde-
pendent during development, and then mapped to an application specific run-
time structure.

4.5 Conclusions

In this paper, we presented some requirements in development of industrial
embedded systems in the vehicle domain. The requirements were collected by
a number of interviews with ten senior designers at four companies in Swe-
den. Many of the investigated applications are developed using methods that
are adequate for the (relatively small) parts that are safety critical. Less critical
parts are adapted to fit into the framework of the critical parts. With the in-
creasing size and complexity of software, this homogenous way of developing
applications will, we believe, be inadequate. In the future software develop-
ment strategies, methods and tools must be able to capture the different diverse
requirements of the applications and trends in the application domains. Rang-
ing from a small core part of the application that is safety critical to a larger
part of the system focused on, for example, quality of service and average
case behaviour. The characteristics of the examined systems and the predicted
increase in information intensity and higher precision on control functional-
ity, would allow for more suitable execution models, i.e., resource saving and
quality enhancing, to be introduced (one company even expressed their inter-
est in execution models addressing variable quality of service levels). A wide
spectrum of different kind of tool support is desired in development of the ap-
plications. For example, tools for model-based development with simulation
possibilities and automatic code generation are considered as highly desirable.
Furthermore, the use of software components and CBSE in general, provides
possibilities for architectural descriptions at a high level. The importance of ar-
chitectural descriptions as means of communication between developers, i.e.,
not only as logical or structural system descriptions, implies that a strong moti-
vator to use software components is their ability to serve as descriptive entities,
i.e., not only as reusable entities.
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4.6 Verification of the investigation results

According to Robson [9] there are no standardised means of assuring complete
reliability in a study that use flexible design strategy. We did however follow
recommendations in [9] to minimise threats to the reliability of the conducted
study by:

• Studying and minimising possible sources of biases.

• Describing the application characteristics, properties etc. (Section 4.3)
based on information from notes and tape recordings taken during the
interviews.

• Interpreting the respondents answers at a group basis when necessary.

• Verifying the observations (Section 4.4 and Section 4.5), with the help
of a senior designer with expertise in vehicular real-time systems.

• Verifying our observations (Section 4.4) with representatives from two
of the participating companies.
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Abstract

This paper will show how advanced embedded real-time systems, with
functionality ranging from time-triggered control functionality to event-triggered
user interaction, can be made more efficient. Efficient with respect to develop-
ment effort as well as run-time resource utilization. This is achieved by using
a hybrid, static and dynamic, scheduling strategy. The approach is applicable
even for hard real-time systems since tight response time guarantees can be
given by the response time analysis method for tasks with offsets.

An industrial case study will demonstrate how this approach enables more
efficient use of computational resources, resulting in a cheaper or more com-
petitive product since more functionality can be fitted into legacy, resource
constrained, hardware.
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5.1 Introduction
As the complexity of embedded real-time systems keeps growing, both by in-
creases in size and in diversity, the developers are faced with the increasing
challenge of modelling, analyzing, implementing and testing both the func-
tional as well as the temporal behavior of these systems. This paper will present
ways to simplify some of that complexity by introducing methods to verify the
temporal correctness for a larger class of such systems.

Traditionally, one design parameter has been what execution model to choose.
Two common and widespread execution models are the static and dynamic ex-
ecution models:

• Static scheduling, where a schedule is produced off-line. The schedule
contains all scheduling decisions, such as when to execute each task or to
send each message. During run-time a simple dispatcher dispatches tasks ac-
cording to the schedule. Static scheduling is sometimes referred to as time-
triggered scheduling.

• Dynamic scheduling, where scheduling decisions are made on-line by a run-
time scheduler. Typically some task attribute (such as priority or deadline)
is used by the scheduler to decide what task to execute. The scheduler im-
plements some queueing discipline, such as fixed priority scheduling or ear-
liest deadline first. Dynamic scheduling is sometimes referred to as event-
triggered scheduling.

Since both models have their pros and cons, the design decision of which
one to use is not simple. A few trade-offs when choosing execution model are:

• Overhead – Since all scheduling and synchronization decision are made off-
line in the static approach, the run-time overhead for scheduling is kept low.
In dynamic scheduling these decisions are made on-line, often resulting in a
larger overhead.

• Responsiveness – Statically scheduled systems are inflexible and have there-
fore limited possibility in responding to dynamic events, resulting in poor
responsiveness. Dynamically scheduled systems, on the other hand, handles
dynamic events naturally and can provide high degree of responsiveness.

• Resource usage – In order to provide some degree of responsiveness for dy-
namic events in the environment, statically scheduled systems tend to waste
resources on redundant polling, whereas event-triggered dynamic schedulers
only handle the actual events, enabling better service to soft or non-real time
functionality when events do not occur at their maximum rate.

• Overload – In static scheduling the effects of overload are highly predictable.
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The exact capacity, e.g. in terms of number of inputs handled, is known and
the effect of lost events, e.g. due to slow polling, can be predicted. In dynamic
scheduling, no natural overload control is inherent. Instead, ad-hoc mecha-
nisms are used to prevent, e.g., faulty sensors from flooding the systems with
interrupts. A dynamically scheduled system which becomes overloaded is
unpredictable, it is often difficult to assess which buffer will overflow and
thus which tasks will miss their deadlines.

• Determinism – A statically scheduled system is highly deterministic, it exe-
cutes according to the pre-defined schedule each time. A dynamically sched-
uled system, on the other hand, may exhibit different behavior each time the
system is run, due to, e.g., race conditions on shared resources. This has a
major impact on reproducibility, and thus also on the functional testability,
of the system. Determinism also simplifies the verification process which is
a major part when certifying safety critical applications.

• Complex constraints – Statically scheduled systems can handle more com-
plicated inter-task relation constraints. For example, control systems, where
control performance is important, need to have small (input and/or output)
jitter, which is easier to accommodate in a static scheduler than with simpler
dynamic scheduling parameters.

• Adding new functionality – Once a static schedule has been constructed
it can be very hard to add new functionality in the system, a completely
new schedule has to be constructed. For a dynamically scheduled system,
new functions can be added with a minimum of impact on other parts of the
system.

For further discussions on these trade-offs see [1] which advocates cyclic schedul-
ing), and [2] which advocates dynamic, fixed priority, scheduling.

As can be seen, both approaches have their virtues and one often wishes
to have both approaches available when developing embedded real-time appli-
cations. This desire is clearly illustrated by the last few years of development
in the area of field busses for automotive applications. The Controller Area
Network (CAN) [3] has been predominant in the automotive industry. CAN
provides dynamic scheduling (using fixed priority scheduling). However, the
automotive industry felt a need for a more dependable and predictable bus ar-
chitecture. So when Kopetz brought attention to his Time Triggered Protocol
(TTP) [4], which provides static scheduling, many automotive manufacturers
and their sub-contractors embraced the new technology. It was soon recognized
that TTP was a bit too static. Hence, a consortium of automotive manufactur-
ers and sub-contractors started the development of FlexRay [5], which pro-
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vides both static and dynamic scheduling. Also, on the operating-system side,
products that support both static and dynamic scheduling have emerged. For
instance, Arcticus Systems’ operating system Rubus [6], and the open source
real-time operating system Asterix [7]. In fact, most priority driven operat-
ing systems can implement hybrid static and dynamic scheduling by letting a
dispatcher (a time-table) execute at highest priority.

Thus, we see that the need to combine static and dynamic scheduling have
led to some practical solutions available today. However, one problem with
systems that tries to combine static and dynamic scheduling is that they of-
ten consider the dynamic part as non real-time, e.g. [6, 5]. That is, dynamic
scheduled tasks/messages are not given any response-time guarantees, only
best-effort service is provided. However, in order to fully utilize the potential
of combining static and dynamic scheduling in hard real-time systems, both
the dynamic and the static parts need to be able to provide response-time guar-
antees. A recent study of industrial needs recognizes that one of the key issues
for embedded systems is analyzability [8].

This paper presents a method to model hybrid, statically and dynamically,
scheduled systems with the task model with offsets [9]. With this model, and
the corresponding response time analysis, tight response time guarantees can
be given also for dynamically scheduled tasks. The modelled system can be
realized with commercially available operating systems support. Furthermore,
in a case study we show how a legacy system at Volvo Construction Equipment
could benefit from this approach by migrating functionality from the resource
demanding statically scheduled part to the dynamically scheduled part, freeing
system resources while still fulfilling original temporal constraints.

Paper Outline: Next, Section 5.2 describes the type of systems studied in
this paper. Section 5.3 shows how these systems can be modelled using the task
model with offsets. Section 5.4 discusses related work. Section 5.5 illustrates,
through a case study, how this approach can be applied to a legacy system,
migrating functions from a static schedule, freeing system resources. Finally,
Section 5.6 presents our conclusions.

5.2 System description
In this paper, we address the issue of providing tight response-time guaran-
tees to dynamically scheduled tasks running “in the background” of a static
schedule. The system model contains:

• Interrupts. There may be multiple interrupt levels, i.e., an interrupt may be
preempted by higher level interrupts.



44 Paper B

• A static cyclic schedule.
◦A set of periodic static tasks (functions) are scheduled in the schedule. Each

task has a known worst case execution time (WCET).
◦The schedule has a length (a duration) that is equal to the LCM (least com-

mon multiple) of all statically scheduled function periods. The schedule is
constructed off-line by a scheduling tool.

◦Each function is scheduled at an offset relative to the start of the schedule.
This is also referred to as a function’s release time.

◦The static cyclic scheduler activates each function in the schedule at its
release time. When the whole schedule has been executed the schedule is
restarted from the beginning.

Interrupts may preempt the execution of statically scheduled functions.

• A set dynamically dispatched tasks. We call each such task a dynamic task.
These tasks executes in the time slots available between interrupts and stat-
ically scheduled functions. Dynamic tasks are scheduled by a fixed priority
preemptive scheduler. They are assumed to be periodic or, at least, to have a
known minimum time between two invocations.

We assume that a static cyclic schedule has been constructed prior to the
analysis of dynamic tasks. Furthermore, we assume that the schedule is valid
even if its functions are preempted by interrupts. How a scheduler can generate
a feasible schedule, with interfering interrupts, is described in [10].

5.2.1 Example system
Fig. 5.1 shows a static cyclic schedule of length 20, with 4 functions released
at times 0, 5, 10 and 15, with WCETs 4, 1, 1 and 3 respectively.

0 2015105

Figure 5.1: Example of static cyclic schedule

In Fig. 5.2 we see an example execution scenario when executing the sched-
ule from Fig. 5.1, with one interfering interrupt source and one dynamically
scheduled task (two instances of that task are activated). We make the obser-
vation that both interrupts and the static schedule act like higher priority tasks
from the dynamic tasks’ point of view.
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Figure 5.2: Example execution scenario

One of the main objectives of this paper is to enable response-time calcula-
tions for dynamic tasks. The goal is to model static schedules (and interrupts)
so as to incur as little interference on dynamic tasks execution as possible.
Thus, modelling both functions’ WCETs as well as their release times as accu-
rately as possible.

5.3 Modelling the system
Classical response-time analysis (see e.g. [11, 12, 13]), assumes that a critical
instant1 occurs when all tasks are released simultaneously. Using this model,
the static schedule described in Section 5.2, can be modelled as 4 tasks. These
tasks would have a period of 20 and WCETs of 4, 1, 1, and 3 respectively.
However, this approach is overly pessimistic since it assumes that all four static
tasks can be released for execution at the same time. In our example, assuming
no interrupt interference, a dynamic task with a WCET of 1, would have a
response time of 10 (4+1+1+3+1). However, looking at Fig. 5.1 one can see
that the actual worst possible response-time is 5 (if the dynamic tasks coincides
with the static function scheduled at time 0).

In static schedules it is impossible for all static tasks to start at the same
time. The task model with offset introduced by [14, 15] is able to capture the

1Point in time, where the task under analysis is released for execution, resulting in the longest
possible response-time.
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time separation in static schedules, and thus reduce the pessimism. In [9] we
further reduced the pessimism in the corresponding response time formulae.

5.3.1 Task model with offsets
The task set, Γ, in [9] consists of a set of k transactions, Γ1, . . . , Γk. Each
transaction Γi is activated by a periodic sequence of events with period T i. A
transaction Γi, contains |Γi| number of tasks, and each task is activated when
a relative time, offset, elapses after the arrival of the event.

τij is used to denote a task. The first subscript denotes which transaction the
task belongs to, and the second subscript denotes the number of the task within
that transaction. A task τij is defined by a worst case execution time (Cij), an
offset (Oij), a deadline (Dij), maximum jitter (Jij), maximum blocking from
lower priority tasks (Bij), and a priority (Pij). The task set Γ is formally
expressed as follows:

Γ :={Γ1, . . . , Γk}
Γi :=〈{τi1, . . . , τi|Γi|}, Ti〉
τij :=〈Cij , Oij , Dij , Jij , Bij , Pij〉

There are no restrictions placed on offset, deadline or jitter. The maximum
blocking time for a task, τij , is the maximum time it has to wait for a resource
which is locked by a lower priority task. In order to calculate the blocking
time for a task, usually, a resource locking protocol like priority ceiling or
immediate inheritance is needed. Algorithms to calculate blocking times for
different resource locking protocols are presented in [16]. Priorities can be
assigned with any method (e.g. rate monotonic, deadline monotonic, or user
defined priorities). One must assume that the load of the task set is less than
100%.2

Parameters for an example transaction (Γi) with two tasks (τi1 and τi2) is
depicted in Fig. 5.3. The offset denotes the earliest possible release time of a
task relative to the start of its transaction and jitter (illustrated by the shaded
region) denotes maximum possible variability in the actual release of a task.
The upward arrows denotes earliest possible release of a task and the height
of the arrow corresponds to the amount of execution released. The end of the
shaded region represents the latest possible release of a task.

2This can easily be tested, and if not fulfilled some response-times may be infinite; rendering
the task set unschedulable.



5.3 Modelling the system 47

0

O i1=2

Oi2=5

Ci2=1 Time

1 2 3 4 5 6 7 8 9 10

Ti=10
Ci1=2

Ji1=8

Ji2=1

Figure 5.3: Example transaction

5.3.2 System model
The system in Section 5.2 can be modelled, and dynamic tasks subsequently
analyzed for response times, with the above task model as follows (subscripts
i, s, and d denote a generic interrupt, static, and dynamic transaction respec-
tively):

• Each interrupt will be modelled as a transaction, Γi, containing one single
task (i.e., |Γi| = 1) with Ti set to minimum inter-arrival time of the corre-
sponding interrupt. These interrupt tasks will have the highest priorities in
the system. If there are several interrupt levels, priorities are assigned ac-
cordingly, i.e., highest priority to highest interrupt level.

• The static schedule is modelled as one transaction, Γs, where each release
time in the schedule is modelled as one task, τsj , where the offset ,Osj , is set
to the corresponding release time. The worst case execution time, C sj , is set
to the corresponding functions WCET. The priority, one suffices, for static
tasks must be lower than for any interrupt, but higher than those for dynamic
tasks.

Our example schedule of Fig. 5.1 will be modelled as a transaction (T s =
20) with 4 tasks, with offsets 0, 5, 10, 15 and worst case execution time of 4,
1, 1, 3 respectively.

• Dynamic tasks will have the most variability on how they are modelled.
In the simplest case they are modelled exactly the same way as interrupts
but with lower priorities. This situation corresponds to simple periodic (or
sporadic) dynamic tasks with no jitter, no time separation (offsets), and no
blocking. However depending on the nature of the dynamic tasks their cor-
responding transaction can be extended by:
◦jitter if there is variability in their periodicity,
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◦by blocking if they share resources and providing the run-time system sup-
ports an analyzable resource sharing protocol, and

◦offsets if there are temporal dependencies, such as precedence, among dy-
namic tasks.

Note that dynamic tasks cannot communicate with static tasks, via locked
resources, since they must not affect their temporal behavior. However, there
exist methods to communicate between these two systems that will not affect
the temporal behavior of static tasks, see e.g. [17].

Assuming the dynamic task of Fig. 5.2 is a sporadic task with minimum
inter-arrival time of 10 time units and a release jitter of 3 time units, it is
modelled as a transaction with Td = 10 containing one task with Jdj = 3.
The execution time is 2 and since it is the lowest priority task the blocking is
zero (Cdj = 2 and Bdj = 0).

The formulae to calculate the response times rely on a relaxed critical in-
stant assumption stating that only one task out of every transaction has to coin-
cide with the critical instant. The complete formulae can be found in [9], and
would, for our example system of Fig. 5.2, result in a response time of 5 time
units for a dynamic task with Cdj = 1, assuming no interrupt interference.

Since all type of tasks, interrupt, static, and dynamic, can be analyzed for
responsiveness, the inability of providing response time guarantees will no
longer be a basis for rejecting an execution model for a function, thus making
hybrid static and dynamic scheduling suitable even for hard real-time systems.

5.4 Related work
There has been number of research projects addressing the issue of combin-
ing several execution models [18, 19, 20]. These provide reservation-based
guarantees where task characteristics are not fully known in advance. Fur-
thermore, no commercially available real-time operating system support exist
for them. Our approach is to model existing systems, supported by commer-
cial RTOSes, where task attributes are fully known at design time. However,
[21] aims at modelling real situations through hierarchically modelling differ-
ent schedulers. They cover preemptive and non-preemptive priority schedulers
and do not model static schedulers. In fact, the work presented in this paper
could extend their more general framework with the ability to model also static
schedulers.
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5.5 Case study
A case study [22] conducted at Volvo Construction Equipment (VCE) [23],
with the objective of finding a way to use available resources in a more efficient
way has studied the design trade-offs between static and dynamic scheduling.

VCE has a tradition in statically scheduled systems. This is mainly due to
the safety critical nature of their control systems in their heavy machinery, e.g.,
articulated haulers, trucks, wheel loaders and excavators. Rubus OS by Arcti-
cus [6], used by VCE, has run-time support for the system model described in
Section 5.2.

Currently at VCE, all safety critical functionality is implemented in the
static part and only soft real-time or non real-time activity resides in the dy-
namic part. In recent interviews (in an ongoing research project) they state that
about 20-25% of their applications are considered safety critical, mainly re-
siding in transmission and engine control. However, some operational modes,
have static schedule utilization as high as 74%.

The demand on more functionality in next generation machinery is grow-
ing. However, the static schedule is getting close to full utilization, leaving
little or no room for new functionality. This can either be addressed with new
and more expensive hardware or to find a better way of utilizing the current
hardware resources.

Demand on responsiveness (i.e. deadlines) for functionality in the static
part ranges from a few milliseconds up to several seconds. This could po-
tentially result in very large schedules (with corresponding high memory con-
sumption). VCE’s solution to this has been to fix the schedule length at 100ms,
which result in waste of computing resources due to redundant polling for any
function with a responsiveness demand higher than 100ms (even functions with
responsiveness demand within 100ms but associated with events that occur sel-
dom will in this case waste computing resources). A solution that could get rid
of this redundant polling, while still guaranteeing the responsiveness and with-
out increasing the schedule length, would be highly desirable.

5.5.1 An example system
Here we will present an example system that can be viewed as a simplified
version of one of the systems constructed by VCE. A complete system would
consists of several hundreds of tasks [22] and would be too complex to present
in this paper. We will show how functions currently residing in the static part
can be moved to the dynamic part and, by using the response-time analysis of
[9], still guarantee that the function deadlines will be met. Type of function-
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ality that could be moved, according to [22], consists of events that by nature
are event-triggered, visual interaction with driver, and logging of operational
statistics. Another example of functionality that may be moved to the dynamic
part is control functionality that is not part of sampling or actuation. Control
performance is often sensitive to jitter in sampling and actuation and there-
fore often placed in a static schedule [24]. However, the control calculation
and updating of control state do not have these strict requirements on jitter and
their responsiveness requirement is only restricted by the corresponding out-
put action and sampling in the next period respectively. Therefore control and
updating control state functionality could be moved to the dynamic part.

Task i Ti Ci Di U100 UT

A 10 2 10 20% 20%
B 20 2 5 10% 10%
C 50 1 2 2% 2%
D 50 6 50 12% 12%
E 100 8 100 8% 8%
F 2000 7 100 7% 0.35%
G 2000 8 100 8% 0.4%
H 2000 8 2000 8% 0.4%

Table 5.1: The set of tasks in the Static system

For our example, the task specification in table 5.1 will be used. (For sim-
plicity we will in this example ignore interrupt interference.) Tasks F and G
handle events that may occur once every 2000ms, and with a response time
requirement of 100ms. Placing tasks F and G in a static schedule, means that
they would have to be polled at the rate of their deadline (100ms) instead of
their period (2000ms) (since we do not know exactly when the events are going
to occur). Task H, however, could be polled at the rate of its period (2000ms),
however, the resulting schedule would become too large and memory consum-
ing (it would have to extend for 2000ms and thus consume over 20kb of ROM).
Setting the schedule length to 100ms would be adequate for all tasks except
task H. Hence, the schedule length is set to 100ms, and a resulting schedule
can be seen in Fig. 5.4 on the facing page.

In table 5.1, U 100 represents the task utilization when scheduled in a static
schedule with a period of 100ms, and U T represents the utilization when tasks
are scheduled with their period.

The total utilization of the static schedule is 75%. Adding new functional-
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Figure 5.4: Static schedule for table 5.1 task set

ity, requiring some kind of temporal guarantee, to this system can be difficult,
there are not many free time-slots in the schedule, especially if there has to be
room also for interrupts and non-real-time functionality.

Improving the system

However if tasks F, G, and H could be made event triggered, by placing them
in the dynamic part of the Rubus OS, some resources could be freed. The
resulting static schedule can be seen in Fig. 5.5. The utilization for the static
schedule now becomes 52%. The utilization for the three dynamic tasks are
1,15%, resulting in a total utilization of just above 53%. Thus, by moving these
three tasks from the static schedule we free nearly 22%3 of the CPU resources.

0 40302010 50 90807060 100

ABc DE c D BBBB AAAAAAAA A

Figure 5.5: Schedule without tasks F, G and H

Now, it remains to see whether the three tasks will meet their deadlines
when running as dynamic tasks. To be able to calculate response times for
tasks F, G, and H we model the static schedule as a transaction with Ts = 100.
WCETs and offsets are set as follows:

Csj = (5, 10, 4, 2, 10, 3, 10, 2, 4, 2)
Osj = (0, 10, 20, 30, 40, 50, 60, 70, 80, 90)

Assuming that F, G, and H have priorities high, medium, and low respec-
tively, we can calculate the response times for the three tasks according to [9].

3Increase in overhead for tasks F, G, and H as dynamic tasks will be marginal, hence not
considered here.
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And the result is:

RF = 26 RG = 44 RH = 64

We see that all three tasks will meet their deadlines of table 5.1. In fact,
their responsiveness is considerably increased compared to being statically
scheduled every 100ms. It could be mentioned that by removing tasks F, G
and H from the schedule we have enabled shorter response times for other dy-
namic tasks, that might have existed in the system, as well. The schedule in
Fig. 5.4 has a longest busy period of 54ms (between 30–84), whereas the new
schedule in Fig. 5.5 has a longest busy period of 14ms (between 10–24). Since
any dynamic task (in the worst case) will have to wait for the longest busy
period, we now have significantly reduced that time.

With the approach presented in this paper the static schedule could be kept
small (with respect to memory consumption as well as utilization). By mod-
elling the static schedule as one transaction, response time analysis for task
with offsets can be used to evaluate timeliness for the dynamic part.

Our solution reduce utilization by moving functionality, previously polled
excessively, from the static schedule to the dynamic part. Our method also
gives a possibility to shrink the static schedule since functions with long peri-
ods can be moved from the static schedule. It should be mentioned however,
that all tasks in the static schedule share a common stack, whereas moving
tasks from the schedule to the dynamic part may require them to have sep-
arate stacks, hence increasing the memory consumption for dynamic tasks.
However, using a resource locking protocol such as the immediate inheritance
allows also dynamic tasks to share a single stack [16, 25].

The possibility to selectively migrate functions from static scheduled legacy
systems to dynamic scheduled systems will substantially facilitate for compa-
nies to gradually move into the area of dynamic scheduling, and thus, in the
long run, help companies to use cheaper hardware for, or fit more functions
into, their products. Also the development process becomes easier because
event triggered functionality does not have to be force-fitted into a static model.

5.6 Conclusions
As stated in [8] analyzability is one of the major concern for embedded systems
development. We have in this paper shown how a hybrid, static and dynamic,
scheduling model can be modeled and dynamic tasks analyzed for responsive-
ness. The type of system presented can be realized by commercially available
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OS support, e.g., Rubus OS by Arcticus [6]. In fact, any fixed priority OS com-
plemented with an external static scheduler can implement this type of system
with the static schedule as a task at highest priority.

A hybrid, static and dynamic, scheduling model simplifies the design trade-
offs of which scheduling model to choose. Appropriate scheduling model can
be chosen on function level instead of system level. Since temporal guaran-
tees can be provided, this approach will also be applicable for hard real-time
systems. Choosing the most appropriate model for each function, instead of
force-fitting it to an overall model, not only simplifies the design choices but
also gives the possibility to save system resources and improve responsiveness.
This is demonstrated in a case study [22] at Volvo Construction Equipment us-
ing the commercial real-time operating system Rubus by Arcticus [6].
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Abstract

In this paper, we add predictable and resource efficient event-triggered
tasks in an RTOS. This is done by introducing an execution model suitable
for example control software and component-based software. The execution
model, denoted single-shot execution (SSX), can be realized with very simple
and resource efficient run-time mechanisms and is highly predictable, hence
suitable for use in resource constrained real-time systems. In an evaluation,
we show that significant memory reductions can be obtained by using the SSX
model.
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6.1 Introduction

When designing software for embedded systems, resource consumption is of-
ten a major concern. Software consumes resources primarily in two domains:
the time domain (execution time), and the memory domain (e.g., RAM and
flash memory). For systems without real-time requirements, the resource con-
sumption in the time domain may be of less importance. However, most em-
bedded systems are either used to control or monitor some physical process,
or used interactively by a human operator. In both of these cases, it is often
required that the system responds within fixed time limits. Hence, methods
for development of embedded systems need to allow design of both memory
and time efficient systems. Moreover, predictable use of the resources are re-
quired. Predictions of the amount of resources needed to execute the system
are used to dimension the system resources (e.g., selecting CPU and amount
of memory). The current trend in development of embedded systems is to-
wards using high-level design tools with a model-based approach. Models are
described in tools like Rational Rose, Rhapsody, Simulink, etc. From these
models, whole applications or application templates are generated. However,
this system generation seldom considers resource consumption. The resulting
systems become overly resource consuming and even worse; they exhibit un-
predictable resource consumption at run-time. In this paper, we describe and
evaluate the integration of a resource efficient and predictable execution model,
denoted single shot execution model (SSX), in a commercial real-time operat-
ing system. The execution model facilitates stack sharing to reduce memory
consumption and priority scheduling to allow timing predictions. The paper
is organized as follows. In section 6.2, we describe the properties of the SSX
model and the prerequisites needed to utilize the model. In section 6.3, we
describe our target platform, the Rubus RTOS. In section 6.4, we describe the
integration of SSX in Rubus and in section 6.5, we evaluate the stack usage un-
der the SSX model in different execution scenarios. In section 6.6, we conclude
the integration of SSX in Rubus.

6.2 The single shot execution model (SSX)

Throughout the years, research in real-time scheduling and real-time oper-
ating systems has resulted in a vast number of different execution models,
e.g.,[1][2][3][4][5], one of them being the single shot execution model in which
tasks are considered to terminate at the end of each invocation, i.e., execute to
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completion (as opposed to indefinitely looping tasks). Baker [1] and Davis et
al. [2] shows that the single shot execution model, with an immediate prior-
ity ceiling protocol, enables possibilities for efficient resource usage by stack
sharing among several tasks. Stack sharing in the SSX model is feasible be-
cause higher priority tasks are allowed to pre-empt lower priority tasks and
execute to completion (i.e., terminate) before lower priority tasks are allowed
to resume their execution. However, the fact that a task must execute to com-
pletion (terminate) before any lower priority task is allowed to execute, puts
some restrictions on suspensions of tasks in the SSX model:

• To guarantee correct stack access, self-scheduling of SSX tasks, i.e., call-
ing timed sleep or delay functions may not be used in the application
code of SSX tasks.

• Task synchronization should be done using the Immediate Priority Ceil-
ing Protocol (IPCP). This ensures that a task will never be allowed to
start executing, before it is guaranteed to have access to all resources it
needs. Hence, calls for accessing shared resources, such as semaphores,
will never result in blocking due to locked resources. Any possible
blocking will occur before the task is allowed to start execute.

However, these design restriction also facilitate predictability since the ad-
ministration of the tasks is left entirely to the operating system. Moreover,
it is known that the immediate priority ceiling protocol is deadlock free and
exhibits an upper bound on blocking times for tasks sharing resources. This
implies that an analysis technique such as response-time analysis [6] enables
analysis of temporal properties of an SSX system. The SSX model is concep-
tually very simple, at run-time a task can be in one of three states: terminated,
ready, or executing. The main difference, from a developers view, is that a
conventional RTOS often uses so called self-scheduled tasks. This means that
a task is activated once, typically at system start-up, and eventually, after some
possible initialization code, ends up in an infinite loop where it self-schedules
itself, e.g., using delay calls. An SSX task, on the other hand, when activated
by the OS, executes with no delay calls, and terminates upon completion. This
means that such tasks have to be re-scheduled by the OS in order to provide
a continuous service. Figure 6.1 illustrates the structural difference between a
conventional task and an SSX task.

In this paper, we present an integration of the SSX model in the Rubus
RTOS. We also present a quantitative evaluation of stack usage under different
execution scenarios.
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taskEntryFunc(){
while(1){
//Task code
sleep(time)
}
}

taskEntryFunc(){

//Task code
}

taskEntryFunc(){
while(1){
//Task code
sleep(time)
}
}

taskEntryFunc(){

//Task code
}

Figure 6.1: Looping task (left). Typical SSX task (right)

6.3 The Rubus operating system

Rubus is a real-time operating system developed by Arcticus Systems [7].
Rubus is targeted towards systems that typically require handling of both safety
critical functions as well as less critical functions. The emphasis of Rubus is
placed on satisfying reliability, safety and temporal verification of applications.
It can be seen as a hybrid operating system in the sense that it supports both
statically and dynamically scheduled tasks. The key features of Rubus RTOS
are:

• Guaranteed real-time service for safety critical applications

• Best-effort service for non-safety critical applications

• Support for time- and even-triggered execution of tasks

• Support for component based applications

Rubus consist of three separate kernels (Figure 6.2). Each kernel supports
a specific type of execution model.

The Red kernel supports time driven execution of static scheduled ’Red
tasks’, mainly to be utilized for applications with fixed hard real-time require-
ments. The static schedule is created off-line by the Rubus Configuration
Compiler. Synchronizations of shared resources are handled by time sepa-
ration in the static schedule. All tasks executed under the Red kernel share
a common stack. A Red task is implemented by a C function, and the task
is completed when the function returns. The Blue kernel administrates event
driven execution of dynamic scheduled ’Blue tasks’, mainly intended for ap-
plications having soft real-time requirements. Task handled by the Blue kernel
are scheduled on-line by a fixed priority pre-emptive scheduler. Synchroniza-
tions among Blue tasks are managed by a Priority Ceiling Protocol (PCP)[8].
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Red Threads 
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Green Kernel 
Interrupts Blue Kernel 

Blue Threads 

 

Figure 6.2: Rubus RTOS architecture

As opposed to the Red execution model, the Blue execution model does not
support stack sharing among Blue tasks. Blue tasks are commonly used as
indefinitely looping tasks (see Figure 6.1) periodically reactivated by system
calls, e.g., blueSleep, that suspends the execution of Blue tasks for a specified
time interval. The Green kernel handles external interrupts. The ’Green tasks’
are scheduled on-line with a priority based scheduling algorithm dependent of
the application hardware, i.e., microprocessor. The Rubus off-line scheduler
is guaranteed to generate a static schedule (see Red kernel above) with suffi-
cient slack available to handle interrupts [9]. When a Green task is executed,
it may utilize the stack of the currently active Red or Blue task, implying that
the active task may need to supply stack space for interrupt handling. Dispatch
priorities of the tasks executing under the different kernels are illustrated in
Figure 6.3. Tasks managed by the Green kernel have highest priority, and tasks
managed by the Blue kernel have lowest priority.

 High 

Red Tasks 

Interrupts  

Blue Tasks 

 
Low 

Figure 6.3: Task priorities in Rubus

Rubus supports the possibility to utilize software components for applica-
tion development. The computational part of the supported software compo-
nents is realized either by a Green, Red or by a Blue task.
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6.4 Integration of SSX in Rubus

Introducing a new execution model in an operating system for resource con-
strained embedded real-time systems, require careful design to minimize the
overhead of the new model and effects (temporal and spatial) on existing mod-
els. On one hand, we could minimize the memory overhead imposed by the
new execution model, by sharing administrative code in the kernel between the
existing execution models and the new execution model. In doing so, we would
impose additional timing overhead on the existing models wherever a kernel
needs to be able to separate the different models, e.g., at sorting, queuing and
error handling etc. On the other hand, we could avoid imposing timing effects
on the existing models by separating the models, i.e., modularize, and allow
the kernel to administrate the new SSX model in isolation from the existing
execution models. This approach would increase the number of administrative
functions, thus requiring more memory. In this implementation, we choose
to share administrative OS code between the SSX model and the Blue model
since the timing overhead imposed by the SSX model, on the Blue model, is
very low. A new execution model may be introduced to a system by changing
the current scheduling policy or existing task model. In our case, we retain
the same scheduling policy for the SSX model as for the Blue model (fixed
priority scheduling). However, a new task model is introduced to support the
SSX model. Each task in Rubus is defined by its: basic attributes, Task Control
Block (TCB), stack/heap memory area and application code. By adding peri-
odicity and deadline attributes to the existing task model, we are able to share
all fundamental task structures between SSX tasks and the existing Blue tasks.
Administration of SSX tasks is handled entirely by the Blue kernel (Figure
6.4).

 

Rubus OS 
Red Kernel 
Red Threads 

Basic Services 

Green Kernel 
Interrupts Blue Kernel 

Blue + SSX 
Threads 

 

Figure 6.4: Rubus RTOS architecture with SSX model
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The resulting relation of task priorities in Rubus, including SSX, is illus-
trated in Figure 6.5. The priority assignments and the fact that the administra-
tion of SSX tasks are handled entirely by the Blue kernel, makes the temporal
attributes of tasks using the SSX model fully analyzable. In systems consisting
solely of SSX tasks, the analysis can be performed with [6]. The SSX tasks
can also be analyzed in hybrid systems consisting of Interrupts, Red tasks and
SSX tasks with [10].

 High 

Low 

Red Tasks 

Interrupts  

SSX Tasks 

 
Blue Tasks 

 

Figure 6.5: Task priorities in Rubus, including SSX

All tasks executing under the SSX model share a common stack (in fact,
there is nothing that prevents stack sharing also between Red and SSX tasks).
The common stack pointer, for SSX tasks, is globally accessible, hence it does
not have to be stored in the TCBs. To support resource sharing in the SSX
model, the immediate priority ceiling protocol was implemented. The follow-
ing is a summary of all major changes made in Rubus to support the SSX
execution model:

• Separation of tasks administrated by the Blue kernel and executed under
different models

• Modification of administrative functions to support SSX tasks

• Error detection for SSX tasks

• Activation functionality for the SSX tasks

• Introduction of the immediate priority ceiling protocol

The integration of SSX in Rubus allows the execution model to be directly
applicable for the Rubus component model. Hence, the possibility to utilize
software component for applications has been extended to include four execu-
tion models, the Green, the Red, the Blue and the SSX model. The shared stack
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in the SSX model can be safely dimensioned, as shown below, by summing the
maximum stack usage of all tasks in each priority level, and adding stack-space
for interrupts. SSX tasks with equal priorities cannot pre-empt each other in
Rubus, hence it suffice to take the maximum stack usage in each priority level.

 
j

Pi
P

ssx sususu
ij

 maxint ∑
∈∀ ∈∀

+=
τ

sussx, denotes maximum stack usage of all SSX tasks. suint, denotes
interrupt stack usage. Pi denotes the set of tasks with priority i. P denotes the
set of all priority levels. τi denotes task i. su(τi) denotes stack usage, including
context switch overhead, of task i. A more accurate dimensioning approach
would be to examine possible pre-emptions, and identify the pre-emption(s)
resulting in maximum stack usage. Identification of possible pre-emptions in a
fixed priority based system is considered in [11].

6.5 Evaluation of SSX in Rubus

Stack sharing allows for an efficient memory usage, which may avoid or at least
postpone the need for additional RAM in evolving systems. To illustrate how a
shared stack affects memory usage, we simulate different execution scenarios
where the total stack usage varies a lot depending on the execution model in
use. We simulate three different execution scenarios using two different execu-
tion models, the Blue and the SSX model, for each scenario. The first scenario
is obtained from a flyer promoting the SSX5 RTOS [4]. The second scenario
models a traditional control application, where a sequence of tasks is used to
sense, calculate control parameters, and actuate. These tasks are executed in
sequence, hence they do not pre-empt each other. The third scenario illustrates
a system with full pre-emption depth, i.e., all tasks are pre-empted. The sce-
nario can be seen as an example where the benefit of SSX is less, e.g., SSX as
interrupt handling tasks in systems with multiple interrupt levels.

6.5.1 Evaluation method

The evaluations are performed under a Rubus OS simulator running on a PC.
We calculate the stack usage as the maximum number of data pushed onto the
stack, from the dispatching of a task until it has finished execution. In doing so,
we are able to include the concealed pushes of stack frames, i.e., stack usage
occurring before execution of the actual task code, in the calculations. All
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stacks are initially filled with a pre determined data pattern. We then calculate
the number of overwritten data patterns, i.e., stack usage, by examining the
content of the stacks at termination of the system. It is assumed that tasks do
not push frames identical to the pre determined data pattern at run time.

6.5.2 Application description

In each of the following execution scenarios, timer interrupts are generated at
a frequency of 100Hz. Each timer interrupt activates the Blue kernel task, re-
sponsible for time supervision and dispatching of the tasks in the system. The
service routine for timer interrupts, having highest priority in the system, ex-
ecute on the stack of an active task. However, in the following scenarios, the
worst-case execution times of the tasks are very short, resulting in all tasks fin-
ishing their executions before any consecutive timer interrupt hits the system.
The run time model in each of the following scenarios is fixed priority, pre-
emptive scheduling. We denote the priority of a task with Π, and its period, or
in the case of sporadic tasks, its minimum interarrival time with T.

Scenario 1
The task set in the following scenario, obtained from a flyer evaluating the over-
heads of SSX5 [4], consists of; seven periodic tasks with periodicities ranging
from 10ms to 80ms, and three interrupt handling tasks with a minimum inter-
arrival time of 20ms (see Table 6.1).

Table 6.1: Task set, Scenario 1
Task Π T(ms) Stack usage(bytes) SSX/Blue

τKERNEL 15 10 144/132
τ1 5 10 72/152
τ2 5 10 72/152
τ3 4 20 72/152
τ4 4 20 72/152
τ5 3 40 72/152
τ6 2 80 72/152
τ7 2 80 72/152
τ8 5 ≥ 20 72/72
τ9 5 ≥ 20 72/72
τ10 5 ≥ 20 72/72

Running the system under the SSX model (with one shared stack for tasks
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τ1 - τ10), results in a total stack usage of 316 bytes. With the Blue kernel stack
included, the total stack usage is 460 bytes. Yet again, we evaluate scenario
1 but with the difference that tasks τ1 - τ7 are executed as Blue tasks (Blue
execution model), achieving a pseudo periodic behavior by a call to a sleep
function. According to the Rubus OS reference [7], the suspension (sleep) of
the tasks requires two additional local variables, and besides the sleep call, an
additional call to a function that converts the suspension time into timer ticks,
resulting in increased stack usage (from 72 bytes to approximately 152 bytes)
for a Blue task. This results in a total stack usage of 1480 bytes for tasks τ1 -
τ10. With the Blue kernel stack included, the total stack usage is 1612 bytes.
We noticed that the kernel uses 12 bytes less stack under the Blue model, than
under the SSX model. This is due to Blue tasks scheduling themselves, instead
of being assigned an activation time by the kernel. Table 6.2 shows the resulting
stack usage for scenario 1.

Table 6.2: Stack usage, Scenario 1
Exec. model Total stack usage (bytes)

SSX 460
Blue 1612

Savings ≈71%

Scenario 2
The following scenario consists of pure periodic tasks with harmonic period
times (see Table 6.3). The scenario can be seen as a simplification of a typical
vehicular control system, e.g., as described in [12].

Table 6.4 shows the resulting stack usage for scenario 2 under the SSX and
Blue execution models.

Scenario 3
The previous scenario shows an ideal situation for introducing SSX tasks.
However, in applications where most tasks are asynchronous and pre-emptions
appear randomly, the gains of SSX tasks is less, Thus, this scenario is pre-
pared to show that the total stack usage, in certain situations, is nearly identical
between the SSX and Blue execution model. The task set in this scenario con-
sists of one periodic task τ4 and three event-triggered tasks τ1 - τ3 (see Table
6.5). The execution of the task set is prepared to exhibit full pre-emption depth
meaning that if a task can be pre-empted it will be so. Each task is assigned a
unique priority, thus enabling pre-emption between each pair of tasks.



68 Paper C

Table 6.3: Task set, Scenario 2
Task Π T(ms) Stack usage(bytes) SSX/Blue

τKERNEL 15 10 144/132
τ1 5 10 72/152
τ2 5 10 72/152
τ3 4 20 72/152
τ4 4 20 72/152
τ5 3 40 72/152
τ6 2 80 72/152
τ7 2 80 72/152

Table 6.4: Stack usage, Scenario 2
Exec. model Total stack usage (bytes)

SSX 216
Blue 1196

Savings ≈82%

Table 6.6 shows the resulting stack usage for scenario 3 under the SSX and
Blue execution models.

6.5.3 Results

Simulations have shown that stack memory usage in Rubus OS varies when
comparing systems executed under the SSX model and systems executed under
the Blue model. The differences in stack usage are mainly dependent on the
type of application being realized. The fact that each Blue task is allocated its
own stack makes them less memory efficient in all scenarios. In an example
system of 7 non-pre-emptable tasks, the difference in stack memory usage is as
much as 82% less for SSX tasks than for Blue tasks. Another system derived
from a flyer on SSX5, results in a difference of 71% less stack usage for the
SSX tasks than for the Blue tasks. However, less difference in stack usage is
observed in situations of deeply nested pre-emptions. As the pre-emption depth
increases, the difference in stack usage typically decreases. This is shown by
our simulations of a system with full pre-emption depth where the difference
in stack usage between the SSX model and the Blue model, is relatively low.
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Table 6.5: Task set, Scenario 3
Task Π T(ms) Stack usage(bytes) SSX/Blue

τKERNEL 15 10 144/132
τ1 5 - 72/72
τ2 4 - 72/72
τ3 3 - 72/72
τ4 2 80 72/152

Table 6.6: Stack usage, Scenario 3
Exec. model Total stack usage (bytes)

SSX 612
Blue 708

Savings ≈14%

Hence, the SSX model is specifically suitable for applications where jobs (or
transactions) of dependent tasks are modeled without pre-emptions within the
jobs e.g., control systems. On the contrary, the SSX model is less beneficial
for applications experiencing large pre-emption depths. However, in any type
of application, the SSX model is at least as resource efficient, with respect to
stack usage, as the Blue model. This makes the SSX model an attractive choice
when developing systems.

6.6 Conclusion and future work

In this paper, we presented the integration of a resource efficient and pre-
dictable single shot execution model in the Rubus RTOS. The model allows
for efficient stack usage and predictability of temporal attributes. These facts
make the model attractive for development of resource constrained real-time
systems. The integration has shown that the model can be integrated with very
simple run-time mechanisms. As future work, we are planning to include sup-
port for development and analysis (temporal and spatial) of SSX in Rubus Vi-
sual Studio (VS), which is an integrated environment for design, simulation
and analyzing of embedded real-time applications.
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Abstract

This paper presents a novel method to determine the maximum stack memory
used in preemptive, shared stack, real-time systems. We provide a general and
exact problem formulation applicable for any preemptive system model based
on dynamic (run-time) properties. We also show how to safely approximate
the exact stack usage by using static (compile time) information about the sys-
tem model and the underlying run-time system on a relevant and commercially
available system model: A hybrid, statically and dynamically, scheduled sys-
tem.

Comprehensive evaluations show that our technique significantly reduces
the amount of stack memory needed compared to existing analysis techniques.
For typical task sets a decrease in the order of 70% is typical.



7.1 Introduction 75

7.1 Introduction

In conventional multitasking systems, each thread of execution (task) has its
own allocated execution stack. In systems with a large number of tasks, a large
number of stacks are required, hence the total amount of RAM needed for the
stacks can grow exceedingly large.

Stack sharing is a memory model in which several tasks share one common
run-time stack. It has been shown that stack sharing can result in memory
savings [1, 2] compared to the conventional stack model. The shared stack
model is applicable to both non-preemptive as well as preemptive systems and
it is especially suitable in resource constrained embedded real-time systems
with limited amount of memory. Stack sharing is currently supported by many
commercial real-time kernels e.g. [3, 4, 5, 6].

The traditional method to calculate the memory requirements for a shared
run-time stack in preemptive systems, is to sum the maximum stack usage of
tasks in each preemption level (priority level in fixed priority systems) and pos-
sibly considering additional overheads such as memory used by interrupts and
context switches. A major drawback with the traditional calculation method is
that it often results in over allocation of stack memory, by presuming that all
tasks with maximum stack usage in each priority level can preempt each other
in a nested fashion during run-time. However, there may in many cases be no
actual possibility for these tasks to preempt each other (e.g. due to explicit or
implicit separation in time). Moreover, the possible preemptions may not be
able to occur in a nested fashion.

Taking advantage of the fact that many real-time system exhibit a pre-
dictable temporal behavior it is possible to identify feasible preemption sce-
narios, i.e., which preemptions can in fact occur, and whether they can occur
in a nested fashion or not. Hence, a more accurate stack analysis can be made.
One example of a system that lends itself to such analysis is a hybrid, statically
and dynamically, scheduled system with an off-line scheduler producing the
static schedule and a fixed priority scheduler (FPS) dispatching tasks at run-
time. The commercial operating system Rubus OS by Arcticus Systems AB
[5], supports such a system model. The Rubus OS is mainly used in resource-
constrained embedded real-time systems. For instance, in the vehicular indus-
try, Volvo Construction Equipment (VCE) [7], BAE Systems Hägglunds [8],
and Haldex Traction Systems [9] all use the Rubus OS in their vehicles and
components.

In this paper we present the general problem of analyzing a shared sys-
tem stack for resource constrained preemptive real-time systems. We provide
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a general and exact problem formulation applicable for preemptive systems
based on dynamic run-time properties. We also present an approximate stack
analysis method to derive a safe upper bound on stack usage in offset based
(static offsets), fixed priority, preemptive systems that use a shared stack. We
evaluate and show that the proposed method gives significantly lower upper
bounds on stack memory requirements than existing stack dimensioning meth-
ods for fixed priority systems.

Paper outline. Section 7.2 describes related work and sets the context
for the contributions of this paper. In sections 7.3, 7.4, and 7.5 we present
the exact formulation of determining the maximum stack usage and our safe
approximation of the stack usage for our target system model. Section 7.6
presents a simulation evaluation of our approximative analysis method, and
Section 7.7 concludes the paper.

7.2 Related work

The notion of shared stack has been used in several publications to describe the
ability to utilize either a common run-time stack or a pool of run-time stacks.
For example, in [10] stack sharing is performed by having a pool of available
stack areas. When a task starts executing, it fetches a stack from the pool,
returning it at termination. In [11] Middha et al. address stack sharing in the
sense that the stack of a task can grow into the stack area of another task.

In this paper we use the notion of stack sharing when several tasks use
one common, statically allocated, run-time stack. This type of stack sharing
can be efficiently implemented in systems where tasks has a run-to-completion
semantics and do not self-suspend themselves. This type of stack sharing is
supported by several commercial real-time operating systems e.g. [4, 5, 6]

7.2.1 Stack analysis

In [12] Baker presents the Stack Resource Protocol (SRP) that permits stack
sharing among processes in static and some dynamic priority preemptive sys-
tems. The basic method to determine the maximum amount of stack usage in
SRP is to identify the maximum stack usage for tasks at each priority level and
then to sum up these maximums for each priority level. A safe upper bound
(SPL) on the total stack usage using information about priority levels can for-
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mally be expressed as:

SPL =
∑

l∈prio-levels

max
i∈tasks with prio l

(Si) (7.1)

where Si is the maximum stack usage of task i.
Gai et al. [13] present the Stack Resource Protocol with Thresholds (SRPT)

that allows stack sharing under earliest deadline scheduling. They also present
an algorithm to optimize shared stack usage by use of non-preemption groups
for tasks using SRPT. They extend the work of Saksena and Wang [14] by
taking the stack usage of tasks into account when establishing non-preemption
groups.

In [1] Davis et al. address stack memory requirements by using non-
preemption groups to reduce the amount of memory needed for a shared stack.
They show that the number of preemption levels required for typical system
can be relatively small, whilst maintaining schedulability. They also state that
the reduction of preemption levels are dependent on the spread of the tasks
deadlines.

Although non-preemption groups can reduce the amount of RAM needed
for a shared stack, the use of non-preemption groups affects a system by re-
stricting the occurrences of preemptions, which can have a negative affect on
schedulability. The method we present in this paper can further reduce the
system stack by performing our analysis after preemption groups have been
assigned.

7.2.2 Preemption analysis

In [15] Dobrin and Fohler presents a method to reduce the number of preemp-
tions in fixed priority based systems. They define three fundamental conditions
that have to be satisfied in order for a preemption to occur. The same condi-
tions form the basis of our upper bound method described in Section 7.5. Note
that even though the conditions are satisfied, it does not necessarily mean that a
preemption will occur, only that there is a possibility for a preemption to occur.
Furthermore, even though a set of preemptions are possible, it may be impos-
sible for all of them to occur in a nested fashion, i.e., they cannot all contribute
to the worst case stack usage.

Lee et al. [16] present a technique to bound cache-related preemption de-
lays in fixed-priority preemptive systems. They account for task phasing and
nested preemption patterns among tasks to establish an upper bound on the
cache timing delay introduced by preemptions. Their work relates to ours in
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the sense that we investigate occurrences of nested preemption patterns. How-
ever, our objectives differ in that Lee et al. are mainly interested in timing
delays caused by cache reloading and preemption patterns whereas we address
shared memory requirements as an effect of nested preemption patterns.

7.3 Stack analysis of preemptive systems

The primary purpose of an execution stack is to store local data (variables and
state registers), parameters to subroutines and return addresses. In a real-time
system there is typically a separate, statically allocated stack for each task,
but under certain conditions, tasks can share stack to achieve a lower overall
memory footprint of the system.

We consider systems where several tasks use a common, statically allo-
cated, run-time stack. For this to be possible, we assume that a task only uses
the stack between the start time of an instance and the finishing time of that
instance, i.e., no data remains on the stack from one instance of a task to the
next. Furthermore, we require non-interleaving task execution, see for exam-
ple [12, 1]. If υj starts between the start and finish of υi, then υi is not al-
lowed to resume execution until υj has finished. In practice, this is ensured
by not allowing tasks to suspend themselves voluntarily, or to be suspended
by blocking once they have started their execution. In practice this means that
OS-primitives like sleep() and wait_for_event() cannot be used, and
that any blocking on shared resources must be handled before execution start,
e.g., with a semaphore protocol like immediate inheritance protocol [17].

We formally define the start and finishing time of a task instance υ i, as
follows:

st i The absolute time when υi actually begins executing.

ft i The absolute time when υi terminates its execution.

At any given point in time, the worst case total stack usage of the system equals
the sum of the stack usage for each individual task instance. Thus, with s i(t)
denoting the actual stack usage of υi at time t, the maximum stack usage of the
system can be expressed as follows:

max
t∈time instant

∑

υi∈task instances

si(t). (7.2)

This corresponds to the amount of memory that must be statically allocated
for the shared stack, to ensure the absence of stack overflow errors. For some



7.3 Stack analysis of preemptive systems 79

systems, e.g., non-preemptive, statically scheduled systems with simple task
code, it might be possible to directly compute or estimate s i(t). In general,
however, they are not directly computable before the system is executed.

We note that the total stack usage depends on three basic properties:

(i) the stack memory usage of each task instance;

(ii) the possible preemptions that may occur between any two instances; and

(iii) the ways in which preemptions can be nested.

Determining the stack memory usage of a single task instance requires
knowledge of the possible control-flow paths within the task code [18]. How-
ever, due to the difficulties in determining the exact stack usage at every point
in time for a given task instance, shared-stack analysis methods often assume
that whenever a task is preempted, it is preempted when it uses its maximum
stack depth. We make the same assumption, and use S i to denote the maximum
stack usage for task instance υi (thus, when υi and υj are instances of the same
task, we have Si = Sj). Bounds on maximum stack usage for a given task
can be derived by abstract interpretation, using tools such as AbsInt [19] and
Bound-T [20].

In order to calculate the maximum stack usage of the full system, we need
to account for all possible preemption patterns. A task instance υ i is preempted
by another task instance υj if (and only if) the following holds:

st i < stj < ft i. (7.3)

In particular, we are interested in chains of nested preemptions. We define
a preemption chain to be a set {υ1, υ2, . . . , υk} of task instances such that

st1 < st2 < · · · < stk < ftk < ftk−1 < · · · < ft1. (7.4)

Under the assumption that the worst case stack usage of a task can occur
at any time during its execution, the worst case stack usage SWC for a shared
stack preemptive system can be expressed as follows:

SWC = max
PC∈preemption chains

∑

υi∈PC

Si. (7.5)

This formulation, however, cannot be directly used for analyzing and di-
mensioning the shared system stack since it is based on the dynamic (only
available at run-time) properties st i and ft i. To be able to statically analyze the
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system, one has to relate the static (compile-time) properties to these dynamic
properties, by establishing how the system model, scheduling policy, and run-
time mechanism constrain the values of the actual start and finishing times.
The problem can be viewed as an optimization problem with the objective of
maximizing the total stack usage of the schedule, subject to system constraints
on how tasks are ordered in the schedule.

7.4 System model for hybrid scheduled systems

The system model we adopt is based on a commercial operating system Rubus
OS, by Arcticus Systems AB [5], which supports the execution of both time
triggered and event triggered tasks. The Rubus OS is mainly intended for and
used in dependable resource-constrained embedded real-time systems.

The system model is a hybrid, static and dynamic, scheduled system where
a subset of the tasks are dispatched by a static cyclic scheduler (time triggered
tasks) and the rest of the tasks are dispatched by events in the system (event
triggered tasks). The static schedule is constructed off-line and a fixed priority
scheduler (FPS) dispatches tasks at run-time. The event triggered tasks can be
categorized in two different classes: (i) interrupts which have higher priority
than the time-triggered tasks, and (ii) event-triggered tasks which have lower
priority than the time-triggered tasks.

The time triggered tasks share a common system stack and it is the ob-
jective of this paper to analyze, and ultimately dimension, this shared system
stack efficiently. The time-triggered subsystem is used to host safety critical
applications. Hence, to isolate it from any erroneous event-triggered tasks it
uses its own stack.

In essence, this system model is an offset based task model with static
offsets introduced by [21, 22]. In [23] we showed how tight response times
can be calculated (in polynomial time [24]) for such a hybrid system.

7.4.1 Formal system model

The system model used is an offset based model with static offsets [21, 23, 24,
22] and is defined as follows: The system, Γ, consists of a set of k transactions
Γ1, . . . , Γk. Each transaction Γi is activated by a periodic sequence of events
with period Ti (for non-periodic events Ti denotes the minimum inter-arrival
time between two consecutive events). The activating events are mutually in-
dependent, i.e., phasing between them is arbitrary.
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A transaction, Γi, contains |Γi| tasks, and each task may not be activated
(released for execution) until a time, offset, elapses after the arrival of the acti-
vating event.

We use τij to denote a task. The first subscript denotes which transaction
the task belongs to, and the second subscript denotes the number of the task
within the transaction. A task, τij , is defined by a worst case execution time
(Cij), an offset (Oij), a deadline (Dij), maximum jitter (Jij), maximum block-
ing from lower priority tasks (Bij), and a priority (Pij). Furthermore, Sij is
used to denote the maximum stack usage of τ ij . The system model is formally
expressed as:

Γ :={〈Γ1, T1〉, . . . , 〈Γk, Tk〉}
Γi :={τi1, . . . , τi|Γi|}
τij :=〈Cij , Oij , Dij , Jij , Bij , Pij , Sij〉

There are no restrictions placed on offset, deadline or jitter, i.e., they can each
be either smaller or greater than the period.

We assume that the system is schedulable and that the worst case response-
time, (Rij), for each task has been calculated [24]. How a scheduler can gen-
erate a feasible schedule, with interfering interrupts, is described in [25, 23].

Due to the non-interleaving criterion for stack sharing, we require that tasks
exhibit a run-to-completion semantics when activated, i.e., they cannot suspend
themselves. An invocation of a task can be viewed as a function call from the
operating system, and the invocation terminates when the function call returns.

When tasks share the same priority they are served on a first-come first-
served basis. We assume that, if access to shared resources are not handled
by the static scheduler by time separation, a resource sharing protocol where
blocking is done before start of execution is employed (such as the stack re-
source protocol [12] or the immediate inheritance protocol [17]).

The problem is to calculate the stack needed for the time triggered tasks.
That is, we need to calculate the stack usage for a single transaction, which we
will denote Γt. Task j belonging to Γt we will denote τtj . The tasks in the
transaction can be preempted by other tasks in the transaction and by higher
priority event triggered tasks.

Since Γt represents the static schedule, which is cyclicly repeated with pe-
riod Tt, offset, jitter and deadline are less than the period, i.e., O tj , Dtj , Jtj ≤
Tt.
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7.5 Stack analysis of hybrid scheduled systems

In this section we describe a polynomial time method to establish a safe upper
bound on the shared stack usage for the system model described in Section 7.4.
The upper bound is safe in the sense that the run-time stack can never exceed
the calculated upper bound.

A safe upper-bound estimate of the exact problem can be found by using
offsets and maximum response times as approximations of actual start and fin-
ishing times. Generalizing the preemption criteria identified by Dobrin and
Fohler [15], we form the binary relation τ ti ≺ τtj with the interpretation that
τti may be preempted by τtj . The relation holds whenever (1) τti can become
ready before τtj , (2) τti possibly finishes (i.e., has a response time) after the
start of τtj , and (3) τti has lower priority than τtj . The relation can now for-
mally be defined as:

τti ≺ τtj ≡ Oti < Otj + Jtj + Btj ∧ Otj < Rti ∧ Pti < Ptj . (7.6)

Lemma 1. The ≺ relation is a safe approximation of the possible preemptions
between tasks in Γt. That is, if τti can under any run-time circumstance be
preempted by τtj , then τti ≺ τtj will hold.

Proof of Lemma 1. Suppose that τti is preempted by τtj . We show that this
implies (1) Oti < Otj + Jtj + Btj , (2) Otj < Rti, and (3) Pti < Ptj .

(3) follows directly from the preemption. Now let t be the time instant
when τtj has finished blocking, which implies t ≤ Otj + Jtj + Btj . Then
a possibly empty interval [t, sttj ] of execution with higher priority than τtj

follows, in which τti cannot execute because Pti < Ptj . Since τti must start
before τtj , we can conclude that stti < t, which together with Oti ≤ stti and
t ≤ Otj + Jtj + Btj gives us Oti < Otj + Jtj + Btj and (1). From Equation
7.3 we have sttj < ftti and this together with Otj ≤ sttj and ftti ≤ Rti leads
to Otj < Rti and (2), which completes the proof. �

The upper-bound problem can now be informally stated as finding the max-
imum stack usage of all possible preemption chains in Γ t. This equals find-
ing the time instant in the schedule which has a maximum stack usage, given
the approximation of actual start and finishing times with offsets and response
times respectively, and assuming that at all preemptions the preempted task
uses its maximal stack.

A sequence Q of tasks is a possible preemption chain (PPC) if it holds that
τti ≺ τtj for all τti, τtj in Q where τti occurs before τtj in the sequence. The
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stack usage SUQ of a PPC Q is the sum of the stack usage of the individual
tasks in the chain, i.e., SUQ =

∑
τti∈Q Sti.

A straightforward computation of a safe upper bound for a set of tasks in-
volves computing the stack usage for all PPCs. However, for a set of n tasks
there exist 2n−1 different PPCs in the worst case, which yields an exponential
time complexity for an algorithm based on this idea. A more efficient algo-
rithm can be constructed by first finding sets of tasks which all overlap in time,
without regarding priorities. These sets can then be investigated in turn to find
a PPC with maximal stack usage.

We let the relation τti � τtj hold whenever the semiclosed intervals [Oti, Rti)
and [Otj , Rtj) intersect, or more formally:

τti � τtj ≡ Oti < Rtj ∧ Otj < Rti. (7.7)

The relation � is a relaxation of the ≺ relation, that is, τti ≺ τtj → τti �
τtj . To see this, suppose that τti ≺ τtj which implies Oti < Otj + Jtj + Btj ∧
Otj < Rti, according to Equation 7.6. Since Otj + Jtj + Btj ≤ Rtj follows
from the notion of response time, we have O ti < Rtj ∧Otj < Rti, which also
is the definition of τti � τtj .

We can now define an overlap set Kr as a set of tasks where:

∀τti, τtj ∈ Kr : τti � τtj .

The stack usage SUKr of an overlap set Kr is defined as the maximum
stack usage SUQ of all PPCs Q where Q ⊆ Kr:

SUKr = max
∀Q⊆Kr:PPC (Q)

(SUQ). (7.8)

Kr is maximal if and only if there exist no overlap set Ks such that Kr ⊂ Ks.

Lemma 2. For any PPC Q, there exists a maximal overlap set Kr such that
Q ⊆ Kr.

Proof of Lemma 2. From the definitions of a PPC and the ≺ and � relations,
we know that for all tasks τti ≺ τtj in Q it also holds that τti � τtj , and thus
Q is an overlap set. Then either Q is maximal or it can become maximal by
extending it with additional tasks. In either case, the lemma holds. �

In all, the algorithm for computing the upper bound SUB on the maximum
stack usage for a set of tasks Γt can be summarized as follows:
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1. Find the maximal overlap sets in Γt:
K = {K1, K2, . . . , Kk}.

2. For each of them, compute SUKr as in Equation 7.8.

3. The upper bound of the stack usage for Γ t can now be computed as
follows:

SUB = max
∀Kr∈K

(SUKr ). (7.9)

Informally, we start by finding all sets of tasks that can overlap in time
based on their offsets and worst case response times, which safely approxi-
mates their actual start and finishing times. For each such set (K i) we find all
possible preemption chains (PPCs) by also taking task priorities and maximal
jitter and blocking time into account, and compute the stack usage for each
such chain. The stack usage of Ki is the maximum stack usage of all its PPCs,
and the maximum stack usage (SUB) of the system is then obtained by taking
the maximum stack usage of every K i.

7.5.1 Correctness

In order to claim correctness of our approximate stack analysis method we
have to show that it never underestimates the actual stack usage that can occur
during run-time.

Theorem 1. The value computed by the SUB algorithm is a safe upper bound
on the actual worst case stack usage for tasks in Γt. Formally, SWC ≤ SUB .

Proof. Let Ψ ⊆ Γt be the sequence of tasks instances participating in the
preemption situation which cause the worst case stack usage, that is, SWC =∑

τti∈Ψ Sti. According to Lemma 1, we must have τti ≺ τtj for tasks τti and
τtj that occur in that order in Ψ, and thus Ψ is a PPC with SUΨ = SWC .
Then, Lemma 2 ensures that there exists a maximal overlap set K r such that
Ψ ⊆ Kr, and we have SUΨ ≤ SUKr . Thus, SWC ≤ SUKr ≤ SUB , which
concludes the proof.

7.5.2 Computational complexity

The relaxation of ≺ into interval intersection (Equation 7.7) allows us to effi-
ciently compute an upper bound on the stack usage (Equation 7.9) by applying
a polynomial longest path algorithm on the linearly-bounded number of maxi-
mal overlap sets.
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To first see that the set of maximal overlap sets K = {K1, K2, . . . , Kk}
contain at most n elements, i.e., k ≤ n, consider the graph (Γ t, E), where Γt

is the set of vertices and E = {τtiτtj | (τti � τtj) ∧ τti, τtj ∈ Γt} is the
set of edges. From Equation 7.7 we have that edges τ tiτtj ∈ E correspond to
intersection of the semi-closed intervals [Oti, Rti) and [Otj , Rtj), and there-
fore the graph is an interval graph [26]. Because every interval graph is also
chordal [26], all maximal complete subgraphs in (Γ t, E), which corresponds
to all maximal overlap sets, can be found in linear time [27]. Furthermore, for
chordal graphs there exists at most n such sets, and thus we have at most n
overlap sets [26].

The problem of finding the worst PPC within a single overlap set K r is
significantly easier than for an arbitrary set of tasks. Since it holds that τ ti �
τtj for all tasks τti, τtj ∈ Kr, and therefore in particular that Oti < Rtj for
all tasks in Kr, we need only look for a maximum stack usage chain Q where
(1) Oti < Otj + Jtj + Btj , and (2) Pti < Ptj for all tasks τti and τtj in that
order in Q to find the worst PPC. A directed graph consisting of tasks in K r

and arcs corresponding to properties (1) and (2) is acyclic, and for such graphs
a longest-path type algorithm can be used to find the worst PPC [28]. There
exist longest-path algorithms with a time complexity of O(n + m), where n
is the number of tasks and m is the number of possible preemptions, of which
there are at most n(n − 1)/2. Taking the maximum of a maximal PPC in each
set Kr, of which there are at most n, we will therefore find a maximum stack
size PPC in at most O(n2 + nm) time.

7.6 Evaluation

We evaluate the efficiency of our proposed method to establish a safe upper
bound on shared stack usage, by randomly generating realistic sized task sets.
The size, load and stack usage of the task sets are derived from a wheel-loader
application by Volvo Construction Equipment [7]. We use three different meth-
ods to calculate the shared system stack usage:

SPL The traditional method to dimension a shared system stack by summing
up the maximum stack usage in each priority level, see e.g. [1].

SUB The safe upper bound on the shared stack usage presented in Section 7.5

SLB A lower bound on on the shared stack usage, for each task set.

The lower bound is established using a simple heuristic method that tries to
maximize shared stack usage by generating only feasible preemption scenarios
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for the task set, and thus represents scenarios that definitely can occur. From
all PPCs, the heuristic selects a sample set of roughly 500 chains. For each of
them, the method tries to construct a feasible arrival pattern for the ET tasks,
and actual execution time values, that cause an actual preemption between the
tasks in the chain. The quality of this heuristic method degrades as the length
of the chains or the total number of PPCs increases, which can be seen in the
figures.

By establishing a safe upper bound and a feasible lower bound, we know
that the actual worst case stack usage is bounded by SUB and SLB. The rea-
son for including SLB is to give an indication on the maximum amount of
improvement there might be for SUB.

7.6.1 Simulation setup

In our simulator we generate random task sets as input to the stack analysis
application. The task generator takes the following input parameters:

• Total number of TT (time triggered) tasks (default = 250)

• Total load of TT tasks (default = 60%)

• Minimum and maximum priorities of TT tasks (default = 1 and 32)

• Minimum and maximum stack usage of TT tasks (default = 128 and
2048)

• Total number of ET (event triggered) tasks (default = 8)

• Total load of ET tasks (default = 20%)

• The shortest possible minimum inter-arrival time of an ET task (default
= 1.000)

The generated schedule for TT tasks is always 10.000 time units. All ET tasks
have higher priority than TT tasks. The default values for the input parameters
represent a base configuration derived from a real application [7].

Using these parameters a task set with the following characteristics is gen-
erated:

• Each TT offset (Oti) is randomly and uniformly distributed between 0
and 10.000.
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• Worst case execution times for TT tasks, Cti, are initially randomly as-
signed between 1 and 1000 time units. The execution times gets ad-
justed, by multiplying all Cti by a fraction, so that the the TT load (as
defined by the input parameter) is obtained.

• TT priorities are assigned randomly between minimum and maximum
value with a uniform distribution.

7.6.2 Results

Each diagram shows three graphs corresponding to the stack usage calculated
by the three methods: SPL, SUB, and SLB. Each point in the graphs represent
the mean value of 100 generated task sets. We also measured the 95% confi-
dence interval for the mean values, these are not shown because of their small
size (less than 7% of the y-value for each point). We also measured the CPU
time to calculate an upper bound on shared stack usage for each generated task
set. Using the method described in Section 7.5, the calculations took less than
63ms on an Intel Pentium 4, 2.8GHz with 512MB of RAM.
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Figure 7.1: Varying the number of priority levels of TT tasks

In Fig. 7.1 we vary the maximum priority for TT tasks between 1 and 300,
keeping the minimum priority at 1. This gives a distribution of possible priori-
ties (priority levels), from 1 to n, where n is indicated by the x-axis. We see, in
Fig. 7.2 which zooms in on Fig. 7.1 for maximum priorities up to 10, that the
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difference in stack usage between SPL and SUB is less noticeable with a low
number of priority levels (see Fig. 7.2). However, for larger number of priority
levels the difference is significant. SPL is not expected to flatten out before all
tasks actually have unique priorities, whereas our method (SUB) flattens out
significantly earlier. We conclude that the maximum number of tasks in any
preemption chain is increasing very slowly (or not at all) when the number of
TT tasks increases above a certain value, since the system load is constant.
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Figure 7.2: Varying the number of priority levels of TT tasks (zoom of Fig. 7.1)

In Fig. 7.3 we vary the maximum stack usage of each TT tasks between
128 bytes and 4096 bytes. We do this by assigning an initial stack of 128 bytes
for each TT task, i.e. initially the stack size variation is zero. We then vary the
stack size between 128 and 512 bytes, 128 and 1024 bytes, and so on. The
diagram shows that SUB gives significantly lower values on shared stack us-
age than the traditional SPL. We also notice that an increase in stack variation
scales up(linearly) the differences between SPL and SUB. The linearity is ex-
pected, since an increase in stack variation do not affect occurrences of possible
preemptions in the system i.e. possible nested preemptions are retained.

In Fig. 7.4 we vary the maximum number of TT tasks between 5 and 275.
We see that the shared stack usage of the traditional SPL is dramatically in-
creasing in the beginning. This is due to the fact that when the number of
TT tasks is lower than the maximum priority of TT tasks (32), most TT tasks
have unique priorities. SUB, on the other hand, increases much slower than
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Figure 7.3: Varying stack usage of TT tasks

SPL because the maximum number of tasks involved in any preemption chain
is slowly increasing. SUB is expected to further approach SPL since increas-
ing the number of tasks will increase the likelihood of larger number of tasks
involved in the preemption chains.

In Fig. 7.5 we vary the total load of TT tasks between 10% (0.1) and 70%
(0.7). The figure shows that the shared stack usage of SPL is constant whereas
SUB is slowly increasing. SPL is expected to be constant, since it is only
affected by the number of priority levels and unaffected by the actual preemp-
tions that can occur in a system. The increase of SUB is due to increasing
response-times of TT tasks when the TT load increases, which will increase
the likelihood of larger number of tasks involved in nested preemptions.

7.7 Conclusions and future work

This paper presents a novel method to determine the maximum stack memory
used in preemptive, shared stack, real-time systems. We provide a general and
exact problem formulation applicable for any preemptive system model based
on dynamic (run-time) properties.

By approximating these run-time properties, together with information about
the underlying run-time system, we present a method to safely approximate the
maximum system stack usage at compile time. We do this for a relevant and
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Figure 7.4: Varying the number of TT tasks

commercially available system model: A hybrid, statically and dynamically,
scheduled system. Such a system model provides lot of static information that
we can use to estimate the dynamic start- and finishing-times. Our approach
essentially consists of finding the nested preemption pattern that results in the
maximum shared stack usage. We prove that our method is a safe upper bound
of the exact system stack usage and show that our method has a polynomial
time complexity.

In a comprehensive simulation study we evaluated our technique, and com-
pared it to the traditional method to estimate stack usage. We find that our
method significantly reduce the amount of stack memory needed. For realisti-
cally sized task sets a decrease in the order of 70% is typical.

In this paper we focused on a system model for a given commercial real-
time operating system. In the future we plan to extend our approximation
method to a more general system model, to incorporate all the features of the
general model for tasks with offsets [21]. Thus, making this analysis technique
applicable to a wider range of systems.

Our current method could also be extended to account for other types of
information that can further limit the number of possible preemptions. We cur-
rently only account for separation in time (offsets and response-times) between
tasks. However, in many systems other types of information, such as prece-
dence and mutual-exclusion relations may exists between tasks. Thus limiting



7.7 Conclusions and future work 91

 0

 10

 20

 30

 40

 50

 60

 0.1  0.2  0.3  0.4  0.5  0.6  0.7

Sh
ar

ed
 s

ta
ck

 u
sa

ge
 (

K
B

)

Total load of TT tasks

SPL SUB SLB

Figure 7.5: Varying the load of TT tasks

the possible preemptions.
The method presented here could also be used in synthesis and configura-

tion tools that generate optimized systems from given application constraint.
In this case, the results from our analysis can be used to guide optimization
or heuristic techniques that tries to map application functionality to run-time
objects.
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